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Mixed membership models
for documents



So far, clustered articles into groups

Doc labeled
with a topic
assignment

Clustering goal: discover groups of related docs
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Are documents about just one thing?

Is this article
Just about
science?
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Soft assignments capture uncertainty

Soft assignment r;,
tells us this doc
could be about world
Nnews or science

But, clustering
model still specifies
each doc belongs to
1 topic
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Abstract

|Patients|wit epilepsy| can_manifest short, sub-clinical epileptic “bursts” in
addition to full-blown [clinica Feizuresl We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could yield important insights into the nature and intrinsic dynamics of
A goal of our work is to parse these complexevents
into distinct dynamic regimes. A challenge posed by the intracrania
(iIEEG) data we study is the fact that the number and placement of electrodes
can vary betweenlpatient We develop a Bayesian nonparametric Markov
switching process that allows for (i) shared dynamic regimes between a vari-
able number of channels, (ii) asynchronous regime-switching, and (iii) an
unknown dictionary of dynamic regimes. We encode a sparse and changing
set of dependencies between the channels using a Markov-switching Gaussian
graphical model for the innovations process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEEG] data. We show that our model produces intuitive state
assignments that can help automate|clinicalanalysis of [seizures and enable
the comparison of sub-clinical bursts and ful clinicallseizuresi

Keywords: Bayesian nonparametric, EEG, factorial hidden Markov model,
graphical model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a This ignorance stems both from the complexity of
as a|disease|and a paucity of quantitative tools that are flexible

Based on science
related words, maybe
doc in cluster 4

Encoding of cluster
membership z, = 4
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Soft assignments L
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model for the| process driving the channel dynamics and ", V. ) ™
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iIEEG data. We show that our roduces intuitive state N
assignments that can helpjautomate Iclinical analysis of seizures and enable CI
the comparison of sub-clinical bursts and full clinical seizures. AXC OQ
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible
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Abstract Really, it's about science

|Patients|wit epilepsy| can_manifest short, sub-clinical epileptic “bursts” in

addition to full-blown [clinica Feizuresl We believe the relationship between a nd teC h n O logy
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these two classes of events—something not previously studied quantitatively—

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a This ignorance stems both from the complexity of
Iepilepsy as aldiseaseland a paucity of quantitative tools that are flexible
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Despite over three decades of research, we still have very little idea of
what defines a This ignorance stems both from the complexity of
|epi1eps as aldiseaseland a paucity of quantitative tools that are flexible
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Building up to document
mixed membership models



An alternative document clustering model

(Back to
clustering,
not mixed
membership
modeling)
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Patients with epilepsy can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown clinical seizures. We believe the relationship between X
these two classes of events—something not previously studied quantitatively—
could yield important insights into the nature and intrinsic dynamics of
seizures. A goal of our work is to parse these complex epileptic events

into distinct dynamic regimes. A challenge posed by the intracranial EEG
(iEEG) data we study is the fact that the number and placement of electrodes

can vary between patients. We develop a Bayesian nonparametric Markov f ! d f

switching process that allows for (i) shared dynamigyregimes between a vari-
able number of channels, (ii) asynchronous regime- Wwitching, and (iii) an
unknown dictionary of dynamic regimes. We encode arse and changing
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set of dependencies between the channels using a Markov-i sitching Gaussian
graphical model for the innovations process driving the chan
demonstrate the importance of this model in parsing and out-
dictions of iIEEG data. We show that our model produces in
assignments that can help automate clinical analysis of seizures a
the comparison of sub-clinical bursts and full clinical seizures.
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible
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Bag-of-words representation
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unknown dictionary of dynamjc regimeg. We encode a sparse and changlng
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demonstrate the importance of this model in parsing and out-of-sample pre-
dictiong of iEEG data. We show that our model produces intuitive state

assign a febslt atﬁte clinical analysis of seizures and enable
the co sts and full clinical seizures.
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible
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Bag-of-words representation
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible
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X; = {modeling, complex, epilepsy,
modeling, Bayesian, clinical,

epilepsy, EEG, data, dynamic...}
multiset

= unordered set of words with
duplication of unigue elements
mattering
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Abstract AS before, the ”prlor"

Patients with epilepsy can manifest short, sub-clinical epileptic “bursts” in o o
addition to full-blown clinical seizures. We believe the relationship between b b l t th t d

these two classes of events—something not previously studied quantitatively— p ro a I I y a O C I I S
could yield important insights into the nature and intrinsic dynamics of . .
seizures. A goal of our work is to parse these complex epileptic events fro m to p I C k IS
into distinct dynamic regimes. A challenge posed by the intracranial EEG
(IEEG) data we study is the fact that the number and placement of electrodes
can vary between patients. We develop a Bayesian nonparametric Markov

switching process that allows for (i) shared dynamic regimes between a vari- p Z ,L J— k: — ﬂ-k
able number of channels, (ii) asynchronous regime-switching, and (iii) an

unknown dictionary of dynamic regimes. We encode a sparse and changing
set of dependencies between the channels using a Markov-switching Gaussian
graphical model for the innovations process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-

dictions of iIEEG data. We show that our model produces intuitive state 1T m— [-rrl -rl-2 . -rrl_(]

assignments that can help automate clinical analysis of seizures and enable

the comparison of sub-clinical bursts and full clinical seizures. _ . d
Keywords: Bayesian nonparametric, EEG, factorial hidden Markov model, re p re S e n tS C O r p u S WI e
topic prevalence

graphical model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible
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Abstract

Patients with epilepsy can manifest short, sub-clinical epileptic “bursts” in
addigion to full-bgwn clinical seizures. We believe the relationship between
these twoskasses of eves pmetigng not previously studied quantitatively—
could yield imp®stant insighis™ato the nature and intrinsic dynamics of
seizures. @ goal of ottmwwork TSwLoSparseythese complex epileptic events
into distinct dyTrasaic regimes™_chaltend®poded by the intragranial EEG
(iEEG) data we study is Thresfact that™the

g .{~ acement ofglectrodes
can vary between patients. We dewelop a Basgesi \ ametric Wlarkov
> \

representation

Assuming doc | Is from
topic k, words occur
with probabilities:

switching process that allgys for (i) share ey am e ween aNari-
able number of channels, (i) asyTrehsanous reginme=su :t: iii) A
unknown dictionary of dynamic regimes. We éifceda.a sparse=snd «.

set of dependencies between the channels using a Markov-swi 'j;p»\\
graphical model for the innovations process driving the channel dynamlcs ar
demonstrate the importance of this model in parsing and qutso
dictions of iIEEG dta= W& SHow that our model predeces Tt tiue-s y
assignments that can help automate clinical analysis of seizures andzeftasie
the comparison of sub-clinical bursts and full clinical seizure /

Keywords: Bayesian nonparametric, EEG, factoria detCarkov model,
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1. Introduction

Despite oue ree degades ofefCsearch, we still have very little idea of
what defifies a seizure.” Thjs#fgnorance stems both from the complexity of
epilepsy as a disease affl a paucity of quantitative tools that are flexible
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SCIENCE

&\ patients | 0.05
clinical | 0.01
epilepsy 0.002
seizures | 0.0015
EEG 0.001

Y
words in vocab
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Topic-specific word probabilities

Distribution on words in vocab for each topic

SCIENCE TECH SPORTS

experiment develop | 0.18 player  0.15
test 0.08 computer | 0.09 score 0.07
discover 0.05 processor | 0.032 @ team 0.06
hypothesize 0.03 user 0.027 | | goal 0.03
climate 0.01 Internet 0.02 injury 0.01

(table now organized by decreasing probabilities

showing top words in each category)
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Comparing and contrasting

Prior topic

probabilities

Previously

Z _k _7Tk

Likelihood

under

each topic @
tf-idf vector

compute likelihood of tf-idf
vector under each Gaussian
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SCIENCE TECH SPORTS

experiment 0.1 develop |0.18 player |0.15
0.08 computer [ 0.09 | |score 0.07
discover 0.05 processor 0.032 | | team 0.06
hypothesize | 0.03 user 0.027 | | goal 0.03
0.01 internet | 0.02 injury 0.01

climate I .

{modeling, complex, epilepsy,
modeling, Bayesian, clinical,

epilepsy, EEG, data, dynamic...}

compute likelihood of the
collection of words in doc
under each topic distribution
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Abstract

IPatientstithI epilepsy| can manifest short, sub-clinical epileptic “bursts” in \Na nt to d I S C Ove r a

addition to full-blown linicaiIFeizuresl We believe the relationship between

these two classes of events—something not previously studied quantitatively— .

could yield important insights into the nature and intrinsic dynamics of set Of to p I CS
A goal of our work is to parse these complex Iepilepticl events

into distinct dynamic regimes. A challenge posed by the intracraniall EEGI
(IEEG) data we study is the fact that the number and placement of electrodes /

can vary betweenlpatient We develop aIBayesia;llnonparametric II\/[arkov| 0.6 -

switching process that allows for (i) shared dynamic regimes between a vari- P

able number of channels, (ii). asynchronous| regime-switching, and (iii) an 04

unknown dictionary of dynamic regimes. We encode ajsparse Jand changing P

set of dependencies between the channels using alMarkow —switc,ningl Gaussianl 0.2 -

model for thprocess driving the channel dynamics and ‘

demonstrate the importance of this model in parsing and out-of-sample pre- ~ a—

dictions of' data. We show that our|model ﬁ)roduces intuitive state 0

assignments that can helpautomate |clinical|analysis of seizures| and enable q/ B\ ’l) \
the comparison of sub-clinical bursts and fulljclinicalfseizure Q \CJ (;
Keyw.ords: |Baxes%adh0n.2arametrigl EEG, factorial hiddenlMarkovhodel] C,Q Q & Q(}} &OQ
model, time series \ Q
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a This ignorance stems both from the complexity of
Iepileps as aldiseaseland a paucity of quantitative tools that are flexible
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Topic vocab
distributions:

SCIENCE

experiment |0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TECH

develop 0.18
computer |[0.09
processor | 0.032
user 0.027
internet 0.02

SPORTS

player 0.15

score 0.07

team 0.06

goal 0.03

injury 0.01
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dathwestudins the fact aumber and placementefaleatrodes
NG v etwden Ypatients, We develdpaa Bayesian nonparametric Markov
switghing phocesstshatallowsfer (i) shared dymagnicPegianes between a vari-
able \ ber &f chamhelN(ii) as ronous regime-switching, and (iii) an
unknoWwn dictionary of dynahic regimésg We encode a sparse and changing
set of dddendgncies\between the®hannels using a Markov-switching Gaussian

graphicad for the innovations Process driving the channel dynamics and

demonstragd, theNimpomhnce of this mowdel in parsing and out-of-sample pre-
dictions of \BEG WNata. We show that otsymodel produces intuitive state
assignments §hat cal help automate clinical analysis of seizures and enable
the comparisol &f sub\clinical bursts and full clinical seizures.
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1. Introduction

Despite over three deQudes of'\tesearch, we still have very little idea of
what defines a seizure. This ignordgce stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible

Clustering:

One topic indicator
z. per document i

All words come from
(get scored under)
same topic z,

Distribution on
prevalence of
topics in corpus
™ = [T, TT, ... T/
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Same topic
distributions:

SCIENCE

experiment |0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

develop 0.18
computer |[0.09
processor | 0.032
user 0.027
internet 0.02

SPORTS

player 0.15

score 0.07

team 0.06

goal 0.03

injury 0.01
22

Modeling the Complex Dynamics and Changing
Correlations of Epileptic Events

Drausin F. Wulsin®, Emily B. Fox®, Brian Litt®P

% Department of Bioengineering, University of Pennsylvania, Philadelphia, PA
b Department of Neurology, University of Pennsylvania, Philadelphia, PA
¢Department of Statistics, University of Washington, Seattle, WA

Abstract
syl can manifest short, sub-clinical epileptic “bursts” in
ition to ni We believe the relationship between
two classes of events i ot previously studied quantitatively—
u d important insights into i} intrinsic dynamics of
seizur oal of our work is to parse these epileptic| events
mto disti ic regimes. A challenge posed by the intracranigll EEG
trodes
va i e deve IBayesiaﬂ nonparametric I\/Iarkovl
1 rocess i) shared dynamic regimes between a vari-
annels, ime-gwitching, and (iii) an
dic i, regimesmVe enco arse fand changing
sethof de ncies n chaniels using.a|Markoy-switchizp| Gaussian;

It a. eMNor thelinno essdrivingsthe channel dynamics and
empniirateéthesimportance of thishgodeRi sin, out-of-sample pre-
dictidns\ofliEE tax3Ve show th 0 roducds_intuitive state

ssignmehqts\that can helpjautomate clinical]a Sis eizures| and enable
the comaparison, pf sub-clinical bursts and fullfclinic izure

words: |Bayesia: honparametrid EEG, factorial hidden|Markovjimodel

raphicall model, time series

1. Introducti

Despite dyver three decades of research, we still have very little idea of
whiat defines b This ignorance stems both from the complexity of
epilepsyl as a and a paucity of quantitative tools that are flexible

In LDA:

One topic indicator
z.,, per word in doc |

Each word gets
scored under its
topic z,,,

Distribution on
prevalence of
topics in document
= [T, T, ... T1]
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Topic vocab
distributions:
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these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic dynamics of
A goal of our work is to parse these complexevents
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(iEEG) data we study is the fact that the number and placement of electrodes
can vary between |patients; We develop aIBayesiaalnonparametric II\/[arkovl
switching process that allows for (i) shared dynamic regimes between a vari-
able number of channels, (ii)lasynchronousi regime-switching, and (iii) an

unknown dictionary of dynamic regimes. We encode alsparse fand changing

set of dependencies between the channels using alMarko‘ —switc.qingl Gaussial_il
model for thprocess driving the channel dynamics and

demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of' data. We show that our|model ﬁn‘oduces intuitive state
assignments that can help|automate |clinical|analysis of seizures| and enable
the comparison of sub-clinical bursts and full|clinicalfseizures|
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|graphica!l model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a This ignorance stems both from the complexity of
|epilepsy| as a and a paucity of quantitative tools that are flexible

Document topic
proportions:

]

0.6

0.4 -

Tk

= [T, T, ...

N
’\Q{d’} N\ § A o‘b ‘\OD‘Q\
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Topic vocab
distributions:

SCIENCE

experiment |0.1
test 0.08
discover 0.05

hypothesize | 0.03
climate 0.01

TECH
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processor | 0.032
user 0.027
internet 0.02

SPORTS
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these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic dynamics of
A goal of our work is to parse these complexevents
into distinct dynamic regimes. A challenge posed by the intracrania
(iEEG) data we study is the fact that the number and placement of electrodes
can vary between |patients; We develop aIBayesiaalnonparametric II\/[arkovl
switching process that allows for (i) shared dynamic regimes between a vari-
able number of channels, (ii) asynchronousi regime-switching, and (iii) an

unknown dictionary of dynamic regimes. We encode alsparse fand changing

set of dependencies between the channels using alMarko‘ —switc.qingl Gaussial_il
model for thprocess driving the channel dynamics and

demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of' data. We show that our|model ﬁn‘oduces intuitive state
assignments that can help|automate |clinical|analysis of seizures| and enable
the comparison of sub-clinical bursts and full|clinicalfseizures|

Keywords: |Bayesian|honparametrid EEG, factorial hiddenlMarkovlgodelj

|graphica!l model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a This ignorance stems both from the complexity of
|epilepsy| as a and a paucity of quantitative tools that are flexible

Document topic
proportions:

T = [Ty T, . TTl
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Topic vocab
distributions:

TOPIC 1
Word 1 ?
Word 2 ?
Word 3 ?
Word 4 ?
Word 5 ?

TOPIC 2
Word 1
Word 2
Word 3
Word 4
Word 5

NV Y Y N

TOPIC 3
Word 1 ?
Word 2
Word 3
Word 4
Word 5

?
?
?
?
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Abstract

Patients|with epilepsy| can manifest short, sub-clinical epileptic “bursts” in

addition to full-blown linical| |Seizures| We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could yield important insights into the nature and intrinsic dynamics of
A goal of our work is to parse these complex events
into distinct dynamic regimes. A challenge posed by the intracranial
(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a|Bayesian||nonparametric”\/Iarkov|
switching process that allows for (i) shared dynamic regimes between a vari-
able number of channels, (ii) regime—switching, and (iii) an
unknown dictionary of dynamic regimes. We encode a|sparse |and changing
set of dependencies between the channels using a Marko:{'—switching| Gaussian
model for theprocess driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of data. We show that our|model [produces intuitive state

assignments that can help|automate|clinical[anal sis of [seizures| and enable
the comparison of sub-clinical bursts and full|clinical [seizures|
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graphicall model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of

what defines This ignorance stems both from the complexity of

epilepsy| as a |disease|and a paucity of quantitative tools that are flexible
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Topic vocab

distributions:

TOPIC 1
Word 1 ?
Word 2
Word 3
Word 4
Word 5
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?
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Word 1 ?
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Word 4
Word 5
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?
?
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LDA inputs:
- Set of words per doc for each
doc In corpus

™ = [Ty T . Tl

LDA outputs: /\oQ

- Corpus-wide topic vocab
distributions

- Topic assignments per word

— Topic proportions per doc

1. Introduction

Despite over three decgres of Losaemme®® e still have very little idea of
what defines a &5 lgnorance stems both from the complexity of

epilepsy| as a |disease|and a paucity of quantitative tools that are flexible
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Interpreting LDA outputs

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract

lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown seizures| We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

seizures| of our work is to parse these complex fepileptic| events
into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—svvitching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching
model for thprocess driving the channel dynamics and
demonstrate the importance o s model in parsing and out-of-sample pre-
dictions of iEECQ] data. We show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesi onparametrid EEG, factorial hidden|Markovimodel

graphicall model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Interpreting LDA outputs

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract

lPatientstit epilepsyl can ma short, sub-clinical epileptic “bursts” in
addition to full-bDlown Seizured ee relationship between
these two classes of events—something not"Mgyiously studied quantitatively—
could vield important insights into the natul¥ggnd intrinsic dynamics of
A of our work is to parse these C8 lexevents
Mbistinct dynamic regimes. A posed by theWig racranlai
(iEEG) data'weé he fact that the number and placemernitmelectrodes

can vary between|patients| W al Bayesia nonparamet Wlarkovi

switching process that allows for (i share Ay e ] etween a va

able r| of channels, (i ) asynchronous reglme—svvltc
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unknown dictionary of dynamic regimes. We encode alsparse fand changi i

braphicallmodel for the process driving the ch @namics and

demonstrate the importance of this modalg o and out-of-sample pre-

dictions of iEEG] data. iesi@W™that our roduces intuitive state

assignmen elpjautomate analysis of and enable
omparison of sub-clinical bursts and full seizures

Keywords: |Bayesi. onparametrid EEG, factorial hidden
model, time series

set of dependencies between the channels using a -switching] Ganssisss
—

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible

0.6
0.4
0.2

0

A

\0 rl’ \c:b \ob‘
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Examine coherence of
learned topics

What are top words per topic?
Do they form meaningful
groups?

Use to post-facto label topics
(e.g., science, tech, sports,...)
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Interpreting LDA outputs

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01

30

Modeling the Complex Dynamics and Changing
Correlations of Epileptic Events

Drausin F. Wulsin®, Emily B. Fox®, Brian Litt>"

“Department of Bioengineering, University of Pennsylvania, Philadelphia, PA
b Department of Neurology, University of Pennsylvania, Philadelphia, PA
¢Department of Statistics, University of Washington, Seattle, WA

Abstract
lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in

addition to full-blown We Eelieve ]he relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

of our work is to parse these complex Jepilepticf events
into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for the process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesianllnonparametrid EEG, factorial hidden|Marko
model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Doc-specific topic

proportions can be used to:

Relate documents

Study user topic preferences
Assign docs to multiple
categories
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Interpreting LDA outputs

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract

lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown seizures§ We believe the relationship between
these two classes of events—something not previousl !
could vield important insights into the nature and

seizures| of our work is to parse these compléMdepileptic) events

into distinct dynamic regimes. A posed by the in®
(iEEG) data we study is the fact that the number and

can vary between” We develop a
switching process that allows for (i) shared
able of channels, (ii) asynchronouslregime—switching7 and (iii
unknown dictionary of dynam'c regimes. We encode alsparse Iand changing
set of dependencies between the channels using a -switching
model for thprocess driving the

demonstrate the importance o s model in i
dictions of] m data. VYe show that our ‘
assignments that can helpfautomate fclinicaljanalysis of
the comparison of sub-clinical bursts and full seizures
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Typically not interested
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An inference algorithm for LDA:
Gibbs sampling



Clustering algorithms so far

k-means EM for MoG
Assignh observations to E-step: estimate cluster
closest cluster center responsibilities

AeN (27 | fu, Si)
K N N A
Zj:l TN (@i | fi5,%5)
M-step: maximize likelihood
{j — arg min Z e — %53 over parameters
p .

1:2;=] ﬁ-ka ,&ka ik | {7221“ xi}

Iterative hard assignment Iterative soft assignment
to max objective to max objective

33
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Revise cluster centers
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What can we do for our bag-of-words models?
Part 1. Clustering model

SCIENCE

experiment |0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TECH

develop 0.18
computer |[0.09
processor | 0.032
user 0.027
internet 0.02

SPORTS

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract

Patients with epilepsy can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown clinical seizures. We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could yield important insights into the nature and intrinsic dynamics of
seizures. A goal of our work is to parse these complex epileptic events
into distinct dynamic regimes. A challenge posed by the intracranial EEG
(iEEG) data we study is the fact that the number and placement of electrodes
can vary between patients. We develop a Bayesian nonparametric Markov
switching process that allows for (i) shared dynamic regimes between a vari-
able number of channels, (ii) asynchronous regime-switching, and (iii) an
unknown dictionary of dynamic regimes. We encode a sparse and changing
set of dependencies between the channels using a Markov-switching Gaussian
graphical model for the innovations process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEEG data. We show that our model produces intuitive state
assignments that can help automate clinical analysis of seizures and enable
the comparison of sub-clinical bursts and full clinical seizures.

Keywords: Bayesian nonparametric, EEG, factorial hidden Markov model,
graphical model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible

One topic indicator
z. per document |

All words come from
(get scored under)
same topic z,

Distribution on
prevalence of
topics in corpus
™ = [T, T, ... T
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What can we do for our bag-of-words models?
Part 1. Clustering model

SCIENCE

experiment |0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TECH

develop 0.18
computer |[0.09

processor | 0.032
user 0.027
internet 0.02

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract

Patients with epilepsy can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown clinical seizures. We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could yield important insights into the nature and intrinsic dynamics of
seizures. A goal of our work is to parse these complex epileptic events
into distinct dynamic regimes. A challenge posed by the intracranial EEG
(iEEG) data we study is the fact that the number and placement of electrodes
can vary between patients. We develop a Bayesian nonparametric Markov
switching process that allows for (i) shared dynamic regimes between a vari-
able number of channels, (ii) asynchronous regime-switching, and (iii) an
unknown dictionary of dynamic regimes. We encode a sparse and changing
set of dependencies between the channels using a Markov-switching Gaussian
graphical model for the innovations process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEEG data. We show that our model produces intuitive state
assignments that can help automate clinical analysis of seizures and enable
the comparison of sub-clinical bursts and full clinical seizures.

Keywords: Bayesian nonparametric, EEG, factorial hidden Markov model,
graphical model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a seizure. This ignorance stems both from the complexity of
epilepsy as a disease and a paucity of quantitative tools that are flexible

Can derive
EM algorithm:

— Gaussian likelinood of
tf-idf vector

multinomial likelihood
of word counts
(m,, successes of word w)

— Result: mixture of
multinomial model
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What can we do for our bag-of-words models?
Part 2: LDA model

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract
lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in

addition to full-blown We Eelieve ]he relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

of our work is to parse these complex Jepilepticf events

into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for the process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesianllnonparametrid EEG, factorial hidden|Marko
model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Can derive
EM algorithm,

but not common
(performs poorly)
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Typical LDA implementations

Normally LDA is specified as a Bayesian model
(otherwise, “probabilistic latent semantic analysis/indexing”)

— Account for uncertainty in parameters
when making predictions

- Naturally regularizes parameter estimates
In contrast to MLE

EM-like algorithms (e.q., “variational EM"), or...
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Gibbs sampling for Bayesian inference
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Gibbs sampling

lterative random hard assignment!

Benefits:
« Typically intuitive updates

* Very straightforward to implement
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Random sample #10000

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown seizures| We believelthe relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

seizures| of our work is to parse these complex fepileptic| events

into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching
model for thprocess driving the channel dynamics and
demonstrate the importance o s model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Current set of
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Random sample #10001

TOPIC 1

experiment |0.12
test 0.06
hypothesize | 0.042
discover 0.04
climate 0.011

TOPIC 2

develop 0.16
computer |0.11
user 0.03
processor | 0.029
internet 0.023

TOPIC 3

player 0.15
score 0.07
team 0.06
offense 0.02
defense 0.018
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able of channels, (ii) asynchronouslregime—switching7 and (iii) an
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model for thprocess driving the channel dynamics and
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Despite over three decades of research, we still have very little idea of
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as a and a paucity of quantitative tools that are flexible
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Random sample #10002

TOPIC 1

experiment | 0.10

discover 0.055
hypothesize | 0.043
test 0.042
examine 0.015

TOPIC 2

computer |0.12

develop 0.115
user 0.031
device 0.022
cloud 0.018

TOPIC 3

player 0.17
score 0.09
game 0.062
team 0.043
win 0.03

42

Modeling the Complex Dynamics and Changing
Correlations of Epileptic Events

Drausin F. Wulsin®, Emily B. Fox®, Brian Litt>"

“Department of Bioengineering, University of Pennsylvania, Philadelphia, PA
b Department of Neurology, University of Pennsylvania, Philadelphia, PA
¢Department of Statistics, University of Washington, Seattle, WA

Abstract

lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown seizures| We believelthe relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

seizures| Af goall of our work is to parse these complex [epileptic] events
into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and
demonstrate the importance o s model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesi onparametrid EEG, factorial hidden|Markovimodel

graphicall model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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What do we know about this process?

Not an optimization algorithm
A

_ Eventually
O > _

8= provides
£ ‘correct’
f=ie .

(e} Baye3|an

| estimates...
>

/ iterations

probability of observations given variables/parameters
and probability of variables/parameters themselves
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What to do with sampling output?

Predictions:

1. Make prediction for each snapshot of randomly
assigned variables/parameters (full iteration)

2. Average predictions for final result

>

Parameter or assignment estimate:

- Look at snapshot of randomly assigned
variables/parameters that maximizes
‘Joint model probability”

Joint model
probability

Iiterations
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Standard Gibbs sampling steps
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Gibbs sampling algorithm outline

lterative random hard assignment!

Assignment variables and model parameters
treated similarly

Iteratively draw variable/parameter from
conditional distribution having fixed:

— all other variables/parameters

* values randomly selected in previous rounds
* changes from iter to iter

- observations
* always the same values
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Gibbs sampling for LD

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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Abstract

lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown seizures| We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

seizures| of our work is to parse these complex fepileptic| events

into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching
model for thprocess driving the channel dynamics and
demonstrate the importance o s model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesi onparametrid EEG, factorial hidden|Markovimodel

graphicall model, time series
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as a and a paucity of quantitative tools that are flexible
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Gibbs sampling for LDA

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

develop 0.18
computer |0.09
processor | 0.032

user

0.027

internet

0.02
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Abstract

| Patients | withl epilepsy]|
addition to full-blown

0.6

0.4 -
0.2 -
6

. s into the nature and 1ntr1nslc dynam‘ of Al
m : of our work is to parse these complex

into distinct dynamic regimes. AMposed by the intracraniy 1 EEG
(iEEG) data we study is the fact that the number and placement of ele e
can vary between We develop alBaye51an||nonparametrlc”9 arkov
switching process that allows for (i) shared dynamic regimes between a vari-
able[number] of channels, (ii)|asynchronous| regime-switching, and (iii) an
unknown dictionary of dynamic regimes. We encode a[sparse Jand changing

set of dependencies between the channels using a Markof—switchingj Gaussian
model for theprocess driving the channel dynamics and

demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEEG| data. We show that our|model [produces intuitive state
assignments that can help|automate [clinical|analysis of and enable
the comparison of sub-clinical bursts and full|clinicalls

Keywords: [Bayesian|nonparametric] EEG, factorial hidden
[graphical] model, time series
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a[seizure] This ignorance stems both from the complexity of

\V\

Step 1: Randomly

reassign all z,,, based on
— doc topic proportions
— topic vocab distributions

Draw randomly

from
responsibility vector

epilepsy| as a and a paucity of quantitative tools that are flexible
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Gibbs sampling for LD

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |[0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
ition to full-blown We Eelieve ]he relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

of our work is to parse these complex Jepilepticf events

into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an

unknown dictionary of dynamic regimes. We encode alsparse
set of dependencies between the channels using a -switc
model for thprocess driving the channel
demonstrate the importance of this model in
dictions of’ data. We show that_our
assignments that can helpjautomate fclinical
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesi

graphicall model, time series

nd changing

hingl Gaussia

dynamics and

arsing and out-of-sample pre-
roduces_intuitive state
analysis of [seizures| and enable

onparametrid EEG, factorial hidden|Markovmodel

1. Introduction

Despite over three decades of research, we still have very little idea of

what defines a, This ignorance stems both from the

complexity of

as a and a paucity of quantitative tools that are flexible
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Step 2: Randomly
reassign doc topic
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Gibbs sampling for LD

TOPIC 1
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test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2
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computer |0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
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(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
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unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and
demonstrate the importance o s model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Gibbs sampling for LD

TOPIC 1

Word 1 ?
Word 2 ?
Word 3 ?
Word 4 ?
Word 5 ?

TOPIC 2

Word 1 ?
Word 2 ?
Word 3 ?
Word 4 ?
Word 5 ?

TOPIC 3

Word 1 ?
Word 2 ?
Word 3 ?
Word 4 ?
Word 5 ?
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lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
ition to full-blown seizuresf We believe the relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

of our work is to parse these complex Jepilepticf events

into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynamic regimes. We encode alsparse fjand changing

set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and

demonstrate the importance of this model in
dictions of ’ data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable

the comparison of sub-clinical bursts and full seizures
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arsing and out-of-sample pre-

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Gibbs sampling for LD
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seizures) of our work is to parse these complex Jepilepticf events

into distinct dynamic regimes. A posed by the intracramai
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Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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Collapsed Gibbs sampling in LDA

©2016 Emily Fox & Carlos Guestrin Machine Learning Specialization



“Collapsed” Gibbs sampling for LDA

Based on special structure of LDA model, can
sample just indicator variables z,

- No need to sample other parameters

e corpus-wide topic vocab distributions
* per-doc topic proportions

Often leads to much better performance
because examining uncertainty in smaller space
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Collapsed Gibbs sampling for LDA

55

Never draw topic vocab

distributions or doc topic
proportions

Abstract
lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in

addition to full-blown seizures| We believe the relationship between

could vield important insights into the nature and intrinsic_dvnassis

seizures] Al goall of our work is to parse these comple events

into distinct dynamic regimes. A posedftugiic intracramai

(iEEG) data we study is the fact that the number @eacement of electrodes
can vary between We develop a|Bayesiai

nonparametric

switching process that allows for (i) shared dynamic regimes between a vari-
able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for the process driving the channel dynamics and
demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of iEECQ] data. VYe show that our roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures

Keywords: |Bayesi onparametrid EEG, factorial hidden|Markovimodel

graphicall model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible

these two classes of events—something not previously studied quantitatively—

Randomly reassign z,,
based on current
assignments z;, of all
other words in document
and corpus
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Select a document

epilepsy

dynamic

Bayesian

EEG

model

‘5 Wof'& &D

L\Mﬂ@“{’
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Randomly assign topics

3

2

1

3 1

epilepsy

dynamic

Bayesian| EEG model

(

)
ne Pocs' e 0‘?'\"‘0“!'\’\
0
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Randomly assign topics

3 2 1 3 1
epilepsy |dynamic |Bayesian| EEG model
Repeat for
= = each doc in

58

- the corpus

validate

likelihood | data
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Maintain local statistics

3 2 1 3 1
epilepsy |dynamic |Bayesian| EEG model
Topic 1| Topic 2| Topic 3
Doci | 2. | 2
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Maintain global statistics

3 2 1 3 1
epilepsy |dynamic |Bayesian| EEG model
Topic 1| Topic 2| Topic 3
Topicl | Topic 2 | Topic 3 Doc i 2 2
epilepsy 1 0 35
Bayesian 50 0 1
model 42 1 0 Zgaanlts
FEG . 0 20 from all
dynamic 10 8 1 docs
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Randomly reassign topics

3

%

1 3 1

epilepsy | dynamic  Bayesian| EEG model

©2016 Emily Fox & Carlos Guestrin

Topic 1| Topic 2| Topic 3
Topic 1 | Topic 2 | Topic 3 Doc | 2| O/ 2
epilepsy 1 0 35
Bayesian 50 0 1
model 42 1 0 aw:ma{/\;“;“ﬁ -
EEG 0 0 20 a?’cﬂ'; ,,::: Ass.anmen’c‘
Qunemc) o TA ¢ A g

Machine Learning Specialization



Probability of new assignment

3 ? 1 3 1
epilepsy | dynamic |Bayesian| EEG model
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Probability of new assignment

3 ? 1 3 1
epilepsy  dynamic Bayesian| EEG model
Topic 1l Topic 2 Topic 3
| [ ]
%
How much doc “likes” Topic 1| Topic 2| Topic 3
each topic based on other Doc i > 0 >

assignments in doc

# current assignments 5 7 . o
to topic k in doc | ik T Qe

/7NZ—1—|—K04

# words in doc | : ¢ word
nNOMY NNt wo
63 t/?gz'ae Emily Fox & Carlos Guestrin Machine Learning Specialization

yof
smoothing param fom Beyes PO°




Probability of new assignment

How much each topic
likes the word "dynamic”

3 ? 1 3 1
epilepsy | dynamic |Bayesian| EEG model
Topicl Topic 2 Topic 3
| .F
<7
« Topic 1| Topic 2|Topic 3
dynamic 10 / 1

# assignments

= based on assignments in
other docs in corpus

corpus-wide of =™ 710qynamic,k T 7Y «— smoothing param from RBayes priof

word “dynamic”

to topic k Ewe\/ Moy k + V’CY/"
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Probability of new assignment

3 ? 1 3 1
epilepsy  dynamic Bayesian| EEG model

Topic 1l Topic 2 Topic 3

|
‘- Topic 1| Topic 2|Topic 3
dynamic 10 / 1

Topic 2 also really likes “"dynamic’,
but in a different context...
e.g., a topic on fluid dynamics
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Probability of new assignment

3 ? 1 3 1
epilepsy | dynamic |Bayesian| EEG model

Topicl Topic 2 Topic 3
| -_

Topic fits word  Topic fits word, Topic fits doc,
and document  but not doc but not word
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Probability of new assignment

3 ? 1 3 1
epilepsy | dynamic |Bayesian| EEG model

Topicl Topic 2 Topic 3

How much Nik + X Mdynamic,k 7 How much
doc likestopic N. — 1 4+ Kq ZwGV My, + Vy topIC likes word
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Randomly draw a new topic indicator

3 ? 1 3 1
epilepsy | dynamic |Bayesian| EEG model

Topicl Topic 2 Topic 3

i ——
To draw new topic assignment (equivalently):
- roll K-sided die with these|probabilities
- throw dart at these regions/ Normalize this product of

terms over K possible topics!

How much Nik + X Mdynamic,k T 7 | How much
doc likes topic N — 14+ Ko ZwGV My, + Vy | topIC likes word
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Update counts

3

(@

1

epilepsy dyngmic Bayesian

EEG model

Topicl | Topic2 | Topic 3
epilepsy 1 0 35
Bayesian 50 0 1
model 42 1 0
EEG 0 0 20
dynamic )| 11 0] 7 1

Topic 1| Topic 2

Topic 3

Doc i 3,2/ 0

baged on New
pssignment ©

?200""
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Geometrically...

3 1 1 3 1
epilepsy | dynamic |Bayesian| EEG model

Topicl Topic 2 Topic 3
i ——
Increase popularity of Increase popularity of
‘dynamic” in topic 1 topic lindoc i

(corpus-wide)
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lterate through all words/docs

3 1 1 3 1
epilepsy  dynamic | Bayesian| EEG model

Topic 1| Topic 2| Topic 3

Topicl | Topic 2 | Topic 3 Doc i 2 2
epilepsy 1 0 35
Bayesian 50 0 1
model 42 1 0
EEG 0 0 20
dynamic 10 / 1
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Using samples from collapsed Gibbs
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What to do with the collapsed samples?
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Abstract

IPatientsIWit epilepsyl can manifest short, sub-clinical epileptic “bursts” in
addition to full-blown [clinicallseizures§ We |believe the relationship between
these two classes of events—something not previously studied quantitatively—

could vield important insights into the nature and intrinsic dynamics of
A of our work is to parse these complex Jepilepticf events

into distinct dynamic regimes. A posed by the intracrama]‘m

(IEEG) data we study is the fact that the number and placement of electrodes
can vary between|patientss We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynamic regimes. We encode afsparse Iand changing

set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and

emonstrate the importance of this model in parsing and out-of-sample pre-
dictions of ' data. We show that our Imodel roduces intuitive state
assignments that can helpjautomate fclinicalfanalysis of [seizures| and enable

the comparison of sub-clinical bursts and ful Iclinicalteizureg

Keywords: |Bayesianfinonparametrid EEG, factorial hidden|Marko
model, time series

1. Introduction

Despite over_three decades of research, we still have very little idea of
what defines alseizure] This ignorance stems both from the complexity of
as aldiseasefand a paucity of quantitative tools that are flexible

From “best” sample of {z,},
can infer:
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What to do with the collapsed samples?

TOPIC 1

experiment | 0.1

test 0.08
discover 0.05
hypothesize | 0.03
climate 0.01

TOPIC 2

develop 0.18
computer |[0.09
processor | 0.032
user 0.027
internet 0.02

TOPIC 3

player 0.15
score 0.07
team 0.06
goal 0.03
injury 0.01
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addition to full-blown [clinicallseizures§ We |believe the relationship between
these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of
of our work is to parse these complexevents
into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between|patients; We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronousl regime-switching, and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and

demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of ’ data. VYe show that_ourfmodel Jproduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible

From “best” sample of {z,},
can infer:
1. Topics from conditional
distribution...
need corpus-wide info
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What to do with the collapsed samples?
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can vary between|patients; We develop a
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able of channels, (ii) asynchronousl regime-switching, and (iii) an
unknown dictionary of dynam'c regimes. We encode alsparse fand changing
set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and

demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of ’ data. VYe show that_ourfmodel Jproduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clinical bursts and full seizures
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1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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From “best” sample of {z,},
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can infer:
1. Topics from conditional

2. Document "embedding”...

distribution...
need corpus-wide info

need doc info only
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Embedding new documents
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Modeling the Complex Dynamics and Changing
Correlations of Epileptic Events

Drausin F. Wulsin®, Emily B. Fox®, Brian Litt>"

“Department of Bioengineering, University of Pennsylvania, Philadelphia, PA
b Department of Neurology, University of Pennsylvania, Philadelphia, PA
¢Department of Statistics, University of Washington, Seattle, WA

Abstract
lPatientstit epilepsyl can manifest short, sub-clinical epileptic “bursts” in

ition to full-blown We Eelieve ]he relationship between

these two classes of events—something not previously studied quantitatively—
could vield important insights into the nature and intrinsic_dynamics of

of our work is to parse these complex Jepilepticf events
into distinct dynamic regimes. A posed by the intracramai

(iEEG) data we study is the fact that the number and placement of electrodes
can vary between We develop a
switching process that allows for (i) shared dynamic regimes between a vari-

able of channels, (ii) asynchronouslregime—switching7 and (iii) an
unknown dictionary of dynamic regimes. We encode alsparse fjand changing

set of dependencies between the channels using a -switching]
model for thprocess driving the channel dynamics and

demonstrate the importance of this model in parsing and out-of-sample pre-
dictions of] ’ data. VYe show that our

roduces_intuitive state
assignments that can helpjautomate fclinicallanalysis of and enable
the comparison of sub-clin

|
cal bursts and fulljclinicalfseizures

Keywords: |Bayesi onparametrid EEG, factorial hidden|Markovimodel

graphicall model, time series

1. Introduction

Despite over three decades of research, we still have very little idea of
what defines a, This ignorance stems both from the complexity of
as a and a paucity of quantitative tools that are flexible
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and Gibbs sampling
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What you can do now...

Compare and contrast clustering and mixed
membership models

Describe a document clustering model for the bag-
of-words doc representation

Interpret the components of the LDA mixed
membership model

Analyze a learned LDA model
- Topics in the corpus
— Topics per document

Describe Gibbs sampling steps at a high level

Utilize Gibbs sampling output to form predictions or
estimate model parameters

Implement collapsed Gibbs sampling for LDA
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