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What is the course about?




What is classification?

From features to predictions

Inputx
features derived Learn x%y

from data relationship  predict y:

categorical “output”,
class or label
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Sentiment classifier

Input X:  Easily best sushi in Seattle.

.

Sentence Sentiment
Classifier
Output: vy ‘ '
Sentiment
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Classifier
+

Sentence

ligelag
review

Qutput; y E=

Input: x Predicted ﬁ
class
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Example multiclass classifier
Output y has more than 2 categories

€R | ViDEO | MOST POPULAR tion ~

Ehe New k& -
e New York Stmes Education

HEALTH SPORTS O

ION BUSINESS TECHNOLOGY  SCIENCE

Education

Later

Finance

CHAPTER |
| [FuncTions

Technology

Output: vy
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Spam filtering

©sman Khan to Carlos show details Jan 7 (6 days ago) |4 Reply | ¥

Not spam

Carlos Guestrin wrote:
t's try to chat on Friday a little to coordinate and more on Sunday in person?

Carlos

to New Media ion: Art that Learns
Carlos Guestrin to 10615-announce, Osman, Miche show details 3:15 PM (8 hours ago) |4 Reply | ¥
Hi everyone,
Welcome to New Media Installation:Art that Leamns.
The class will start tomorrow.
“**Make sure you attend the first class, even if you are on the Wait List.***
The classes are held in Doherty Hall C316, and will be Tue, Thu 01:30-4:20 PM.

By now, you should be subscribed to our course mailing list: 10615-announce@cs.cmu.edu.
You can contact the instructors by emailing: 10615-instructors@cs.cmu.edu

Natural by Oprah Winfrey, Free Trial 1 bottle,
pay only $5.95 for shipping mfw rlk ssem 1

Jaquelyn Halley to nherrlein, bee: thehorney, boc: ang show details 8:52 PM (1 hour ago) | 45 Reply | ¥

iatural WeightLOSS Solution

Vital Acai is a natural WeightLOSS product that Enables people to lose wieght and cleansing their bodies,
faster than most other products on the market
Here are some of the bensfits of Vital Acai that You might not be aware of. These bensfits have helped
people who have been using Vital Acai daily to Achieve goals and reach new heights in there dieting that
they never thought they could.

* Rapid WeightL0SS
* Increased metabolism - BurnFat & calories easily!
* Better Mood and Attitude

* More

* Cleanse and Detoxify Your Body

* Much More Energy

Input: x Output: vy
Text of email,

ender, IP,...
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Image classification

Top Predictions

Labrador retriever

golden retriever

redbone
bloodhound

Rhodesian ridgeback

Input: x Output: vy

Image pixels Predicted object
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Personalized medical diagnosis
Input: X

Output: y

Healthy
Cold
Flu

Pneumonia
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Reading your mind

Inputs x are == __ -
brain region ™ Outputy
intensities T =

"House”
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Impact of classification
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Impact of classification
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Course overview




Course philosophy: Always use case studies & ...

Core : :
concept Visual Algorithm
. Advanced
Practical Implement topics
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Overview of content

- Linear || . Alleviating
~ classifiers Gradient overfitting
| Logistic | _r Stochastic _, Handling
regression ~ gradient | | missing data |
| Decision | _r Recursive | _, Precision-
trees J ~ Qgreedy | L recall
. Online
‘ Ensembles Boosting learning
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Course outline




Overview of modules

| Linear classifiers || Gradient || é‘g:\rﬁt:gg
‘ Module 1 J ! Modules 2 & 3 | Modules 3 & 5
Logistic regression | Stochastic gradient || Handllggt;mssmg
Modules 1, 2, 3 | ! Module 9 | Module 6
| Decision trees | Recursive greedy | Precision-recall
Modules 4 & 5 Module 4 Module 8
| Ensembles [ | Boosting | Online learning
Module 7 Module 8 Module 9
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Module 1: Linear classifiers

Hawesome 1.0

#awful = #Score(x) = 1.0 #awesome - 1.5 #awful

H#awesome
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Module 1: Logistic regression represents probabilities

I3(y=+1|x,\i‘v) = 1

1+ eWhi
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Module 2: Learning “best” classifier
Maximize likelihood over all possible wy,wy,w,

f(wo=0, w,=1, W2=-1.5) '= 10'6
£(w,=1, w,=1, w,=-15) = 107

Hawful

Best model with
gradient ascent:
Highest likelihood #( )

=05  =-15)

O N W N

. T Hawesome
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Module 3: Overfitting & regularization

True error

Classification
error

Training error

Model complexity

Use regularization penalty _
to mitigate overfitting t(w)
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Module 4: Decision trees

excellent poor

Credit?
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Module 5: Overfitting in decision trees
Decision Tree

Depth 3 Depth 10

Logistic Regression

Degree 1 features Degree 2 features Degree 6 features
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M‘dulve 5: Alleviate overfitting by learning simpler trees

Occam’s Razor: "Among competing hypotheses,
he one with fewest assumptions should be
] selected”, William of Occam, 13t Century

Complex Tree Simpler Tree
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Module 6: Handling missing data

Credit Term Income y

excellent  3yrs high safe
fair ? low risky
fair 3yrs high safe
poor 5yrs high risky
excellent  3yrs low risky
fair 5yrs high safe
poor ? high risky
poor 5yrs low safe
fair ? high safe

30

excellent DOOr

Credit?

fair
or unknown

Low

3 years or unknown

or unknown

S years
or unknown
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Module 7: Boosting question

“Can a set of weak learners be combined to

create a stronger learner?” Kearns and Valiant (1988)

@
$
$

Amazing impact: ¢ simple approach ¢ widely used in

industry ¢ wins most Kaggle competitions
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Module 7: Boosting using AdaBoost

Income>S$100K? Credit history? Savings>$100K?

Market conditions?

\G\ood

J

Bad

f,0¢) = +1

Ensemble: Combine votes from many simple
classifiers to learn complex classifiers
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Module 8: Precision-recall

Goal: increase
# guests by 30%

Need an automated,
“authentic”
marketing campaign

-
Spokespeople

Accuracy not most important metric
- -
PRECISION RECALL

Did | (mistakenly) show a

Great quotes

“Easily best sushi in Seattle.”

Did | not show a (great)
positive sentence???

negative sentence???
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Module 9: Scaling to huge datasets & online learning

cwitker  You([l[)

4 8B webpages 500M Tweets/day 5B V|e\/\/s/day

Stochastic gradient: tiny modification to gradient,

a lot faster, but annoying in practice

-0.3
3
O 04 1
A.E .
T -o. 1€— Gradient
o X
u =
g =
g O -0.
o O
| 9 -0.7 = SGD, step_size=1e-01 (¥*) |]
= batch GD, step_size=5e-01
<C
~085 20 40 60 80 100

# of passes over dataset
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Assumed background




Courses 1 & 2 in this ML Specialization

 Course 1: Foundations
— Overview of ML case studies
- Black-box view of ML tasks

- Programming & data
manipulation skills

* Course 2: Regression
- Data representation (input, output, features)
- Linear regression model
- Basic ML concepts:
* ML algorithm
* Gradient descent
« Overfitting
* Validation set and cross-validation

e Bias-variance tradeoff
* Regularization
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Math background

e Basic calculus
- Concept of derivatives

 Basic vectors

» Basic functions
- Exponentiation e*
- Logarithm
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* Basic Python used

ay if

. along the w

- Can pllecgguepof other language
kKnow

set1 - .hlter(fromuser:user)seZechelatea(depth:l)

Set2 & g .fllter(tmuser:user).select‘relatea(depthzl)
set1 | Set2

are‘connetted(,\ userl, user).

Lf fllter((rom_user:userl, to_user:userZ)Acount() > 0:

A fllter(from»usert
urn Trye

user, to_user=user1).count() >0:
ret

r
return False

def r&nove(self, userl, user'Z):

Deleteg Propep %bject 178 OF the

connection = self.ﬁ‘lter-(frow_user:use
if Conn, on:

t

"l to_userauserz)
ion = self.filter(Fr%use
eleter)

to_user=user1)
d
") L1
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Reliance on GraphlLab Create

* SFrames will be used, though not required

— open source project of Dato
(creators of GraphlLab Create)

— can use pandas and numpy instead

* Assignments will:

1. Use GraphlLab Create to
explore high-level concepts

2. Ask you to implement
all algorithms without GraphlLab Create

* Net result:
- learn how to code methods in Python
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Computing needs

Basic 64-bit desktop or laptop

Access to Internet
Ability to:

- Install and run Python (and GraphlLab Create)

— Store a few GB of data
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Let's get started!




