Discrete
Optimization

Linear Programming: Part Il



Goals of the Lecture

> Linear programming
—the Simplex algorithm



BFS and the Naive Algorithm

1. An optimal solution is located at a vertex.
[2. A vertex is a Basic Feasible Solution (BFS). ]

> Naive algorithm

—generate all basic feasible solutions
» select m basic basic variables and perform Gaussian elimination
 test whether it is feasible

— select the BFS with the best cost
>» How many basic solutions?

n!

m!(n —m)!
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1. An optimal solution is located at a vertex.

2. Avertex Is a Basic Feasible Solution (BFS).

3 You can move from one BFS to a neighboring BFS
4. You can detect whether a BFS is optimal

5. From any BFS, you can move to a BFS with a better cost
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The Simplex Algorithm

> Local search algorithm
—move from BFS to BFS

—guaranteed to find the global optimum
* because of convexity

» Key idea: how to move fro BFS to BFS.



From BFS to BFS

325‘1 — 2213‘2 -+ L3 = 1
221 + €4 + x5 = 2
T + x5 + x5 = 3

L3 — 1 — 3£U1 — 2&3‘2

T4 2 — 211 +  xg

Ly = S L1 + g




From BFS to BFS

L3 — 1 — 32131 — 2272
ry = 2 — 21 +  Xg
rs = 3 — I +  T6

» How to move to another BFS

—select a non-basic variable with a negative
coefficient: entering variable

—introduce this variable in the basis by removing a
basic variable: leaving variable

— perform Gaussian elimination

> Local move: swap a basic and a non-basic
variables



From BFS to BFS

L3 — 1 — 32131 — 2272
Ty = 2 — 21 +  Xg
Ly = 3 — L1 + g

! 1 3 1 :
L9 — B) — 5251 — §$3

. J
x4 = 2 — 211 + g
Ly — 3 — L1 + g



From BFS to BFS

L3 — 1 | — 32131 — 2372
T4 2 | — 2x1 + T
Ly — 3 | — L1 ) -+ L6




From BFS to BFS

L3 — 1 (— 32131 — 2372
X4 2 | — 211 +  Xq
[ Ly — 3 \— L1 ) + g ]
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From BFS to BFS

L3 — 1 | — 32171 — 2372

T4 2 | — 2x1 + T

rs = 3 |— I + X6

r3 = —8& — 2x9 + 3xs5 — 3xg
T4 —4 + 25 — @ xg
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From BFS to BFS

@ )

L3 — 1 | — 32131 — 2372

T4 2 | — 217 + g

ry — 3 T ZI?1J + Xg

T3 — 8| - 209 + 3dxs — 3xg
Tg — |—4 + 25 — T
[561 — 3 — Ty T 376]

Not a BFS: | cannot select the leaving variable arbitrarily!
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From BFS to BFS

L3 = 1 | — 3213‘1 — 2372 %
T4 2 | — 2x4 +  xg 1
rs = I T X1 ) + g 3

>» How to choose the leaving variable?
—we must maintain feasibility

. b
[ = arg-min
1:0; <0 —Uje
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From BFS to BFS

l[apeelap
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The Local Move

> Moving from BFS to BFS

—select the entering variable Xxe

* non-basic variable with negative coefficients in the right-hand
side

— select the leaving variablebx| to maintain feasibility
| = arg-min —
1:0; <0 —Uje
—apply Gaussian elimination
* eliminate xe from the right-hand side
> This operation is called pivoting In linear
programming
— pivot(e,l)

14
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Goal: You want to solve a linear program
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1. An optimal solution is located at a vertex.

2. A vertex is a Basic Feasible Solution (BFS).
3. You can move from one BFS to a neighboring BFS
4. You can detect whether a BFS is optimal
5. From any BFS, you can move to a BFS with a better cost
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The Simplex Algorithm

A BFS is optimal if its objective function, after having eliminated all the
basic variables, is of the form

Co +C1T1+ ...+ ChTp

with
ci >0 (1<1<n).

16



From BFS to BFS

min r4T + xo + x3 + x4 + x5

subject to
3£E1 2£E2 X3 = 1
bry + x9 + x3 4+ x4 = 3
25131 I 5582 — I3 + Iy = 4

> First, find a BFS and eliminate the basic
variable from the objective function

17



From BFS to BFS

min r4T + xo + x3 + x4 + x5
subject to
311 229 3 = 1
dbry + X9 + T3 + 24 = 3
25131 I 5582 — I3 + Iy = 4
min 6 — 3z1 — 3mo
subject to ) J
L3 — 1 — 35[)1 — 25172
T 2 — 2x1 +  xo
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From BFS to BFS

min O — 31 — B9
subject to
L3 — 1 — 3.’1?1 — 25[52
ry = 2 — 2x1 + X9

3[132
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From BFS to BFS

min O — 31 |— B9
subject to
L3 — 1 — 3.’1?1 — 2562
ry = 2 — 2x1 |+ X9
Ly 3 -+ L1 T 31‘2 )
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From BFS to BFS

min
subject to

3$1

DO

2(171




From BFS to BFS

min O — 31 |— B9
subject to
[$3 = 1 — 3$1 — 2272
ry = 2 — 2x1 |+ X9
Ly = 3 + L1 T 3(1’)2)
min % -+ %xl -+ %Zl?g
subject to
1 1
L9 — 5 — %CEl — §CEg
1
L4 — g — %$1 — §$3
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From BFS to BFS

min O — 31 — B9
subject to
L3 — 1 — 3.’1?1 — 21}2
ry = 2 — 2x1 + X9
Ly = 3 + L1 3(1?2
l
min r >+ sx1 + %ms\
subject to g
L9 — % — %CEl — %CEg
L4 — g — %$1 — %fg
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Outline of the Simplex Algorithm
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Goal: You want to solve a linear program
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1. An optimal solution is located at a vertex.

2. A vertex is a Basic Feasible Solution (BFS).

3. You can move from one BFS to a neighboring BFS
4. You can detect whether a BFS is optimal

5 From any BFS, you can move to a BFS with a better cost
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Look Ma, My Local Move is Improving

> Assume that, in the BFS,
—b1>0, ..., bm>0
—there exists an entering variable e with ce <0
—there exists a leaving variable |

»then the move pivot(e,l) is improving

21



The Simplex Algorithm

while 1 <1 <n:¢c; <0 do
choose e such that ¢, < 0;

. b
[ = arg-min ;
it <0 —Uie
pivot(e,l);

22



The Simplex Algorithm

while 1 <1 <n:¢c; <0 do
choose e such that ¢, < 0;

. b,
[ = arg-min ;
1:a;.<0 —Uje
pivot(e,l);

> Assume that during the execution
—b1, ..., bm are always strictly positive
—the objective function is bounded by below

>then the simplex algorithm terminates with an
optimal solution

22



Where is My Leaving Variable?

» Selecting the leaving variable

. by
[ = arg-min
ita;.<0 TUie

min O — 3dx1 — 39
subject to
L3 — 1 + 35131 — 2332
T4 2 4+ 2x1 4+ @ x9
Ly — 3 + L1 — 3.2132

> There are no leaving variables

23



Where is My Leaving Variable?

» Selecting the leaving variable

. by
[ = arg-min
ita;.<0 TUie

é )

min 60 | — 3x1| — 3xo
subject to
L3 — 1 | + 323‘1 — 2332
T4 2 |+ 21 + @ x9
Ly — 3 | + L1 — 3.2132

> There are no leaving variables
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Where is My Leaving Variable?

min 60 — 3x1 | — 3z
subject to
L3 — 1 |+ 3$1 — 2$2
ey = 2 |+ 21  + x5
Ly — 3 |+ L1 | — 35132

» What is the basic solution?
{z1 =0;29 = 0;23 = ;24 = 2; 25 = 3}

» \What happens if | increase the value of x;
—the solution remains feasible
—the value of the objective can decrease arbitrarily



Where is My Leaving Variable?

»\What if some bi becomes zero?

min

subject to
L3
€L 4
L5

min

subject to
L2
€L 4
L5

25
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Outline of the Simplex Algorithm

1. An optimal solution is located at a vertex.
2. A vertex is a Basic Feasible Solution (BFS).
3. You can move from one BFS to a neighboring BFS
4. You can detect whether a BFS is optimal
[5. From any BFS, you can move to a BFS with a better cost]
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We need to find a new way to guarantee termination

. J

26



Termination of the Simplex Algorithm

> Many approaches

— Bland rule

* select always the first entering variable
lexicographically

— Lexicographic pivoting rule

* break ties when selecting the leaving variable by
using a lexicographic rule

. b
[ = arg-lex-min
1:a;. <0 —Uje

— Perturbation methods
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Where is My BFS?

min r1 + xo 4+ x3 + x4 + x5

subject to
3(]31 T 2.2132 T— X3 = 1
ori + xo + x3 + x4 3
225‘1 T 5562 — X3 + XI5 = 4

> How do | find my first BFS?

28



Where is My BFS?

> How do | find my first BFS?

min C1T1 . Cr,Ln

subject to
aj1ry + ... 4+  aipTn, = b
am1i + ... + apnxr, = b,

» Introduce artificial variables

29



Where is My BFS?

» Introduce artificial variables

min C1T1 T
subject to

a11T1 T

aj1T1 T

Ami1d1 +

> | have an easy BFS

» But to another problem

30
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subject to
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Where is My BFS?

» Introduce artificial variables

min ciry + ... + Cr,Tm
subject to
ai1ry + ... +  aipTn + Y1 = b
a;1r1 + ... +  QipnTy + Y = b
11 + ... + QpnZny + Yn = by

> | have an easy BFS |

» But to another problem @

30



Two-Phase Methoa

» First find a BFS
—if there I1s one

> Then find an optimal BFS

31



Two-Phase Methoa

» First find a BFS

(i " .
subject to
a11T1 . A1nTn Y1
a1y + ... T GipnTy Yi
Am1l1 + ... T Qmnln +  Um

> Feasible if the objective value reaches O

—all the yi are thus zeros
* | have a BFS without the vy
e really? always?
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Until Next Time
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