
Fourier Sampling

Consider a quantum circuit acting onn qubits, which applies a Hadamard gate to each qubit. i.e. the circuit
applies the unitary transformationH⊗n, or H tensored with itselfn times.

Another way to define this unitary transformationH2n is as the 2n ×2n matrix in which the(x,y) entry is
2−n/2(−1)x·y.

Applying the Hadamard transform (or the Fourier transform overZn
2) to the state of all zeros gives an equal

superposition over all 2n states

H2n |0· · ·0〉 =
1√
2n ∑

x∈{0,1}n

|x〉 .

In general, applying the Hadamard transform to the computational basis state|u〉 yields:

H2n |u〉 =
1√
2n ∑

x∈{0,1}n

(−1)u·x |x〉

We define the Fourier sampling problem as follows: Input ann qubit state
∣

∣φ
〉

= ∑x∈{0,1}n αx
∣

∣x
〉

. Compute
H⊗n

∣

∣φ
〉

and measure the resulting state∑y α̂y
∣

∣y
〉

to outputy with probability|α̂y|2.

Phase State

We will now see how to set up an interesting state for fourier sampling. Givena classical circuit for comput-
ing a boolean functionf : {0,1}n →{0,1}, this procedure shows how to transform it into a quantum circuit
that produces the quantum state

∣

∣φ
〉

= 1/2n/2 ∑x(−1) f (x)
∣

∣x
〉

.

The first step is to construct an equivalent quantum circuitU f for evaluatingf (x). This quantum circuit on
input

∣

∣x
〉∣

∣b
〉

outputs
∣

∣x
〉∣

∣b 6 ⇔ f (x)
〉

. Since it is a quantum circuit, we can also input a superposition,
∑x αx

∣

∣x
〉∣

∣b
〉

and will get as output∑x αx
∣

∣x
〉∣

∣b 6 ⇔ f (x)
〉

.

To understand how to putf (x) into the phase, let us consider the output of the circuit on input
∣

∣x
〉∣

∣−
〉

=
∣

∣x
〉

(1/sqrt2
∣

∣0
〉

− 1/
√

2
∣

∣1
〉

). Applying the rules above, we get that the output is
∣

∣x
〉

(1/sqrt2
∣

∣ f (x)
〉

−
1/
√

2
∣

∣
¯f (x)

〉

). This is equal to
∣

∣x
〉

(−1) f (x)
∣

∣−
〉

= (−1) f (x)
∣

∣x
〉∣

∣−
〉

.

Now assume we start with the state
∣

∣0n
〉∣

∣1
〉

of n +1 qubits. We compute the Hadamard transformH⊗n+1

of these qubits to obtain the state∑x 1/2n/2
∣

∣x
〉∣

∣−
〉

. Now if we apply the above quantum circuitU f , by
linearity we get as ouput 1/2n/2 ∑x(−1) f (x)

∣

∣x
〉∣

∣−
〉

. Moreover, since the last qubit is in tensor product with
the firstn qubits, we can discard it without disturbing the state of the firstn qubits. Thus we have obtained
the desired state

∣

∣ψ
〉

.

Extracting n bits with 1 evaluations of a Boolean Function

Suppose we are given a classical circuit that computes the function function fs : {0,1}n → {1,−1}, where
f (x) = s · x. s · x denotes the dot products1x1 + · · ·+ snxn mod2. We do not know the value ofs, but we can
run the circuit on different inputs to try to figure outs. What is the minimum number of times that we need
to evaluate the circuit?
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It is easy to see how to perform this task withn queries to the black box: simply input in turn then inputsx
of Hamming weight 1. The outputs of the black box are the bits ofs. Since each query reveals only one bit
of information, it is clear thatn queries are necessary.

Remarkably there is a quantum algorithm that requires only one (quantum) query to the corresponding
quantum circuitU f :

• UseU f to set up the phase state
∣

∣φ
〉

= 1/2n/2 ∑x(−1) f (x)
∣

∣x
〉

.

• Apply the Fourier transformH⊗n and measure. The outcome of the measurement iss.

To see that the outcome of the measurement iss, recall thatH⊗n
∣

∣s
〉

= 1/2n/2 ∑x(−1)s·x∣
∣x

〉

=
∣

∣φ
〉

. Since
H⊗n is its own inverse, it follows thatH⊗n

∣

∣φ
〉

=
∣

∣s
〉

.

More generally, the transformationH⊗n maps the standard basis
∣

∣s
〉

to the fourier basis
∣

∣φs
〉

= 1/2n/2 ∑x(−1)s·x∣
∣x

〉

and vice-versa.
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