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Introduction

Human geography over the past decade has undergone
a conceptual and methodological renaissance that has
transformed it into the most dynamic and innovative
of the social sciences. Geography, especially human
geography, long suffered from a negative popular rep-
utation (particularly in the United States) as a trivial
discipline with little analytical substance, a view that
centers on the “capes and bays” approach. That mis-
conception has been decisively annihilated by the
intellectual advances of the past four decades. The
Encyclopedia of Human Geography offers a com-
prehensive overview of the major ideas, concepts,
terms, and approaches that characterize a notoriously
diverse field. No single volume can hope to capture the
breadth and variety to be found in a discipline, but this
book aspires to encapsulate at least the most important
highlights of human geography at this moment in time.
The reader will find a variety of themes characterizing
different schools of thought and subject areas in this
volume. The emphasis throughout has been on topics
and ideas, and this focus has required the omission of
other possible entries. For example, there are no bio-
graphical summaries of well-known geographers.
Human geography—the study of how societies con-
struct places, how humans use the surface of the earth,
how social phenomena are distributed spatially, and
how we bring space into consciousness—has matured
along multiple fronts. Starting as early as the 1950s,
many geographers turned to mathematical models of
spatial phenomena, developing increasingly complex
understandings of, for example, the spatial structures
of urban areas, transportation systems, and public ser-
vices. These approaches, although now less prominent,
made great contributions to the study of spatial diffu-
sion, networks, and industrial location. Philosoph-
ically, this approach elevated the abstract over the
concrete—the general over the specific—and reduced
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geography to geometry. Its rigorous methodology
reduced the role for armchair speculation and was
useful in uncovering regularities in the landscape. The
so-called positivist school of geography has been chal-
lenged and supplemented by various other philoso-
phies and approaches, but the growth over the past two
decades of geographic information systems (GIS) has
given this way of looking at space new popular appeal.
The explosion of GIS has had wide-reaching and gen-
erally highly beneficial consequences for human geog-
raphy, providing new means to model and simulate
spatial phenomena with an unprecedented degree of
analytical sophistication. The presence of GIS, both as
atool and as a language, has energized human geogra-
phy in ways that were unthinkable just a generation
ago. Although this encyclopedia addresses several
topics of significance to positivism (e.g., the gravity
model, location theory), its focus leans more heavily
toward more contemporary approaches.

Several postpositivist perspectives have con-
tributed significantly to the diversity of human geog-
raphy today. Marxists injected into the field a concern
with class and power along with a far richer under-
standing of production and the spatial division of
labor, uneven development, and the need to historicize
our understanding of space (i.e., embed geographies
in their temporal contexts). Marxism illustrated that
geography cannot be understood independently of
social structures—of how resources are organized and
opportunities and constraints are produced differen-
tially for and challenged by different groups—and
raised the ethical obligation to confront inequality and
injustice. Similarly, feminists brought to the field the
notion that social and spatial life always is gendered
and that gender permeates social relations, crosscut-
ting class and ethnicity in complex ways and shaping
the daily lives and access to resources of men and
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women in a manner that often perpetuates, but occa-
sionally challenges, patriarchy. An emerging line of
thought concerns the spatiality of sexuality, introduc-
ing views drawn from queer theory to study sexual
minorities. More recently, many geographers have
turned to the spatial analysis of race and ethnicity,
revealing that race and racial inequality are far from
biologically given “natural” categories; rather, they
are social products of domination and subordina-
tion that play out unevenly over space and time.
Humanistic geographers, drawing on the rich tradition
of phenomenology and existentialism, emphasized
what it means to be human, the constitutive role of
language in shaping human consciousness, the intan-
gible dimensions of place as repositories of meaning,
and the ways in which landscape and identity consti-
tute one another, in the process “humanizing” social
and spatial structures and processes by revealing the
active role played by people in everyday life.

Moving beyond the usual definitions of culture as
the sum total of learned behavior or a “way of life,”
many human geographers have effectively overcome
the long-standing “micro—macro” division in the social
sciences. Because culture is acquired through the
process of socialization, individuals never live in a
social vacuum; rather, they are socially produced from
cradle to grave. Social and spatial structures consist of
the rules and resources that people draw on in their
daily lives and that in turn structure their actions. Thus,
time and space are reproduced through the very same
structures that enable people to carry out their daily
existence. The socialization of the individual and the
reproduction of society and place are two sides of the
same coin. People reproduce the world, largely unin-
tentionally, in their everyday lives, and in turn the world
reproduces them through socialization. In forming their
biographies every day, people recreate and transform
their social worlds primarily without meaning to do
so; individuals are both produced by and producers
of history and geography. Hence, everyday thought
and behavior do not simply mirror the world; they con-
stitute it. This way of looking at human geography
emphasized the contingent, open-ended nature of land-
scapes and the active role of people as agents, and it
softened the blunt edges of earlier structuralist theories.

Recently, many of the dualities that long character-
ized social science—nature versus society, the individual
versus the social, the historical versus the geographic,
and consumption versus production have broken down
in the face of postmodern and poststructuralist

approaches. Postmodernism, a term that has suffered
from its popularity, emphasized the complexity of the
world, the difficulty or impossibility of finding absolute
truth, the deep linkages between knowledge and power,
and the ways in which some ways of truth making cover
up, ignore, or annihilate other perspectives. This trend
forced a reevaluation, among other things, of the nature
of the human subject; whereas classical theories
portrayed human identities as stable and consistent,
postmodernism holds them to be constantly in flux as
individuals move among different categories of mean-
ing. Geographically, identities are both space forming
and space formed, that is, inextricably intertwined with
geographies in complex and contingent ways. Space
affects not only what we see in the world but also how
we see it. Likewise, the human body has become an
inspirational topic for human geographers, particularly
the multiple ways in which identity, subjectivity, the
body, and place are sutured together. Although bodies
appear as “natural,” they are in fact social constructions
deeply inscribed with multiple meanings and “‘embodi-
ments” of class, gender, ethnic, and other relations.

Human geographers often are fascinated by the
question of how space is encoded and brought into
consciousness through language. In a poststructuralist
light, every representation is a simplification filled
with silences, for the world is inherently more com-
plex than our language allows us to admit. Repre-
sentations of space—whether maps, stories, diagrams,
or narratives—always are social products with social
origins, even if they become taken for granted as “nat-
ural” or “objective.” Moreover, it is widely accepted
that spatial representations always are linked to
power; that is, they serve someone’s interest and never
are neutral or value free. Representations of space
inevitably have social consequences (albeit not always
intended ones), and geographic knowledge is less an
objective mirror of the world than a contested battle-
ground of views linked to different social interests.
Discourses are socially produced sets of representa-
tions that simultaneously enable and constrain our
understanding of the world. In short, geographic rep-
resentations are part of the reality they help to con-
struct; word making is also world making. That is,
discourses do not simply mirror the world; they con-
stitute it. This line of thought led to a “cultural turn”
in economic geography, demonstrating that culture as
a complex contingent set of relations is every bit as
important as “economic” factors in the structuring of
economic landscapes.
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The growth of culturalist explanations and the
concern for the social nature of representation also
infiltrated into the study of GIS. An earlier literature
denaturalized maps, revealing them to be far from
objective views of space but rather partial, inevitably
biased discourses that represent the world in some
ways and not others, naturalizing what they portray by
obscuring social origins and processes. Geographic
information systems, for all of their technological
sophistication, long labored under the assumption that
they too were, or at least could be, atheoretical, objec-
tive representations of the world. Human geography,
however, has engaged in a mutually beneficial dia-
logue with practitioners and theoreticians of GIS, a
dialogue that has pointed to GIS as a culturally laden
discourse that selectively filters the ways in which the
world is portrayed and analyzed. Thus, the process of
pixelizing the social has been complemented by a par-
allel process of “socializing the pixel.”

The explosion of the Internet has unleashed, per-
haps predictably, analyses of the geography of cyber-
space. Electronic communications have contributed to
a massive worldwide round of time—space compres-
sion that reconfigured social relations and the rhythms
of everyday life. Human geographers have charted
the multiple impacts of this universe, including the
growth of cybercommunities and their associated vir-
tual selves, the “digital divide” that separates infor-
mation haves and have-nots globally and locally, the
growth of e-commerce, digital pedagogy, and the
political uses of the Internet. In studying cyberspace,
most human geographers jettisoned the technological
determinism that holds that telecommunications
simply affects space in favor of views that emphasize
the coevolution of communications and space. The
Internet is a social product that is interwoven with
relations of class, race, and gender and inescapably
subject to the uses and misuses of power. In an age
when ever broader domains of everyday life are
increasingly mediated electronically, this literature
has moved beyond simplistic dichotomies such as on-
line and off-line to suggest the ways in which the real
and the virtual are shot through with one another.
Moreover, far from signaling the “death of distance,”
cyberspace itself is deeply structured geographically,
with multiple topologies at different spatial scales.

Globalization, the latest chapter in the expansion of
capitalism, has rapidly increased the scope, volume, and
velocity of international linkages, and as a result geog-
raphers have produced an ocean of literature on topics

such as transnational capital, international trade, global
commodity chains, global cities, international financial
and telecommunications systems, and how the global
economy is reshaping geopolitics and governance. By
revealing how the global and the local are shot through
with one another, or “glocalized,” this literature has
contributed mightily to more nuanced understandings
of how globalization is manifested differently in differ-
ent places, challenging simplistic views that globaliza-
tion inevitably leads to homogeneous landscapes and
the eradication of local differences.

In several disciplines, including human geography,
postcolonialism has turned the study of globalization
back in time, noting that the European colonial con-
quest of the world was as much a cultural and ideo-
logical project as an economic and political one. Thus,
colonialism took many forms, including the pervasive
Eurocentrism of Western social science that portrayed
the West as the dynamic active motor of history and
the rest of the world as passive recipients. This view
has been increasingly challenged, in part by human
geographers. Geography as a way of knowing space—
the active “geo-graphing” of various parts of the
globe—was part and parcel of the Western control of
colonized regions, naturalizing Western dominance
and non-Western inferiority. Postcolonial geographers
confront the discursive and ideological presumption
that non-Western societies were not every bit as much
intellectually vibrant and original as the West and that
non-Western ways of knowing have been marginal-
ized through the power relations of colonialism.
Indeed, the very dichotomy between the West and
the “Rest” has itself been undermined in favor of an
emphasis on hybridity.

One of the healthiest products of human geogra-
phy’s sustained intercourse with social theory includes
a widespread “denaturalization” of many phenomena
once assumed to lie outside the domain of human con-
trol. As topic after topic has fallen sway to social con-
structivism, including gender, time and space, poverty,
and the body, it is not surprising that the discipline
recently has exhibited a renewed appreciation of
how social relations are intertwined with the physical
environment. Some human geographers have argued
for the social construction of nature, a perspective that
refutes long-standing assumptions that nature lies
“outside” of human affairs. By enfolding nature within
social relations and discourse, the biophysical environ-
ment is depicted as shaped, molded, and even created
through human action. In jettisoning the artificial
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dualism between “humans” and “nature,” the discipline
has worked to overcome the long-standing schism
between human geography and physical geography
through the use of perspectives such as political ecol-
ogy and the social production of nature.

All of these changes, schools, and perspectives
have made human geography both considerably more
complicated and much richer. Long a borrower of
ideas from other disciplines, geography has become a
contributor in its own right, and a “spatial turn” is evi-
dent in disciplines as diverse as sociology, anthropol-
ogy, and literary criticism. The editors hope that users
of this encyclopedia will appreciate the diversity and
sophistication of contemporary human geography and
in turn use its themes and concepts for their own pur-
poses. Those who would like to pursue these topics
further will find “Suggested Reading” samples at the
end of each entry. For broad overviews of the topic,
see the entries at the end of this Introduction.

Finally, I thank the numerous people who were so
generous with their time in this project. The associate
editors—Dydia DeLyser, Dan Sui, Larry Knopp,
David Wilson, and Altha Cravey—worked long and
hard to secure great entries from good authors. This
project and I owe them an enormous debt of gratitude.
The authors and contributors themselves—all 157 of
them—contributed a wonderful series of entries on a
bewildering array of topics; I have learned more from
them than they will ever know. Sage’s Leticia
Gutierrez, Tracy Alpern, Yvette Pollastrini, and
D. J. Peck were enormously helpful throughout the

editorial and production process. Any mistakes are my
own. And of course, I am constantly thankful for my
wife Santa Arias and my son Derek for their love,
energy, humor, and support.

—Barney Warf
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AGENT-BASED MODELING

Agent-based modeling (ABM) is a technique used
to build computer simulations. ABM allows for the
creation of synthetic, but ultimately realistic, artifi-
cial geographic worlds in which events, phenomena,
processes, and scenarios can be created and studied
flexibly. ABM is an important tool in human geog-
raphy employed in evaluating hypotheses and ideas
that might not be easily experimented with, evaluating
“what if”” scenarios that cannot be tested otherwise, or
relating to future conditions that cannot be sampled.

ABM is a part of a growing geographic methodol-
ogy based on geocomputation and geosimulation.
Both approaches mark a departure from traditional
models focused on exchange of human geographic
units between coarsely represented divisions of space.
Newer models based on ABM are more likely to be
built as simulations with massive amounts of intelli-
gent geographic entities, each represented at the atomic
scale, connected and interacting dynamically in space
as complex adaptive systems.

Agent-based models belong to a family of models
called automata. Automata have distinguished origins
in pioneering work on digital computing during the
1930s and 1940s. Automata tools were first employed

in geography as cellular models during the early
1970s, with the methodology evolving toward ABM
during the 1990s. An automaton is a simple infor-
mation processor just like the processors in digital
watches and computers. Automata have some key
properties that render them useful for model building.
They have states that allow attributes to be encoded
to them, changed, and stored. Automata have some
representation of time that catches state conditions at
discrete temporal points. They also contain transition
rules that govern changes between states as time pro-
gresses. Rules are formulated as (computational or
mathematical) functions that accept state information
input from other automata, and this can be derived
from neighboring automata within a specified local
neighborhood of influence, as is characteristic with
cellular automata.

Agent automata extend this basic framework,
adding attributes borrowed from research on behavior
and artificial intelligence. These attributes are very
relevant for work in human geography. Agents are het-
erogeneous, contrasting with more traditional models
that treat entities as “average individuals.” Agents are
also proactive and may act to realize a goal or set of
goals. They may have perception—the ability to sense
other agents and environments—often based on an
internal cognitive model. Importantly, agent interac-
tion may take many forms: communication, active and
intentional querying of other agents, human—environment
effects, and so on. Agents are also adaptive and may
change their rules of behavior based on experience
within a simulation.

Agent tools are used in a variety of applications
in human geography: pedestrian and crowd motion,
vehicular traffic, residential mobility, gentrification,
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land use and land cover change, urban growth and
sprawl, spatial epidemiology, civil violence, socio-
spatial segregation, and economic geography.

During recent years, research in this area has
focused on applying agent-based models to new phe-
nomena in human geography, and a growing inte-
gration between ABM and geographic information
systems (GIS) and geographic information science
(GIScience). In particular, authors have begun to
develop geography-specific methodologies and tool-
kits based on ABM but with geography as a central
building block.

—Paul Torrens

See also GIS; Social Informatics
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AGGLOMERATION ECONOMIES

By clustering in close proximity to one another,
firms can lower their production costs. This fact forms
the basis of agglomeration economies, or the bene-
fits derived from clustering together, one of the most
important forces shaping the economic geography
of different types of production. By forming dense
webs of production and embedding themselves within
them, firms usually can produce more efficiently and
profitably.

Agglomeration economies take several forms.
Production linkages accrue to firms locating near
other producers that manufacture their basic raw
materials. By clustering, distribution and assembly
costs are reduced. Service linkages occur when enough
firms locate in one area to support specialized support
services. For example, the advertising industry in
New York is concentrated within a short distance
of Madison Avenue. By locating near one another
in dense networks, firms can monitor up-to-date
information and gossip on the latest trends, markets,

clients, hires, and products. Marketing linkages occur
when a cluster is large enough to attract specialized
distribution services. For example, the firms of the
garment industry in New York City have collectively
attracted advertising agencies, showrooms, buyer list-
ings, and other aspects of finished product distribution
that deal exclusively with the garment trade. Firms
within the cluster have a cost advantage over isolated
firms that must provide these specialized services for
themselves.

Agglomeration economies may be temporary, are
found to different extents in different industries, and
may offset through various forms of economic, tech-
nological, and geographic change. Typically, agglom-
eration economies reflect some kinds of firms’ need
for close interaction with clients and suppliers. Thus,
they are most pronounced in vertically disintegrated
types of production in which firms have many link-
ages “upstream” and “downstream” in the production
process. (In contrast, vertically integrated firms, with
relatively few external linkages, are less dependent
on agglomeration.) Firms in markets with low degrees
of uncertainty (usually due to slow rates of technical
change, market structure, or the regulatory environ-
ment), in contrast, are less reliant on agglomeration
to minimize costs and maximize profits. As firms
grow, they often become more vertically integrated
and more capital intensive, have fewer external link-
ages, and come to substitute economies of scale for
agglomeration economies.

Because agglomeration economies provide power-
ful incentives for firms to locate in close proximity to
one another, they are most heavily manifested in large
metropolitan areas. The prime motivation behind the
agglomeration of firms in metropolitan regions is the
ready access they offer to clients, suppliers, and ancil-
lary services, most of which is accomplished through
face-to-face interaction. Often personal relationships
of trust and reputation are of paramount significance.
Thus, agglomeration maximizes access to informa-
tion, much of which is irregular and unstandardized,
and helps firms to minimize uncertainty. Firms in
these locations have an advantage, within limits, over
similar firms in more rural areas. Cities provide
markets, specialized labor forces and services, utilities,
and transportation connections required by manu-
facturing. Urbanization economies, therefore, are a
combination of production, service, and marketing
linkages concentrated at a particular location. Agglom-
eration forms the basis for the comparative advantage
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of cities in forms of production that typically consists
of relatively small, vertically disintegrated firms in
highly competitive markets with high degrees of
uncertainty and change.

Agglomeration economies have been manifested
in different industries throughout the historical geog-
raphy of industrial capitalism. They were critical dur-
ing the early Industrial Revolution, when many small
firms in industries such as watch making and gun
manufacturing clustered in the cores of British cities.
Since the emergence of post-Fordist “flexible produc-
tion” during the late 20th century, the competitiveness
of regions such as California’s Silicon Valley, Italy’s
Emilia-Romagna, and Germany’s Baden-Wiirttemberg
has relied heavily on agglomeration. Finally, producer
services (business and financial services that cater
primarily to other firms) rely heavily on agglomera-
tion economies, often in “global cities,” forming com-
plexes of service firms comparable to other types of
highly concentrated production.

—Barney Warf
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AGRICULTURE, INDUSTRIALIZED

Geographers have tended to study industrialization
from an urban perspective, largely overlooking its
relationship to rural landscapes. This urban bias limits
our ability to see that urbanization could not have
occurred without technological change in agriculture
that allowed fewer farms to produce more food. This
freed other farmers to become part of the urban work-
ing class. This entry describes the origins and impacts
of industrialization on agricultural production and
rural landscapes.

INDUSTRIALIZATION OF AGRICULTURE

Industrialization includes the mechanization of
processes previously done by human hands. It also
involves the reorganization of labor practices and the
application of new energy and transportation technol-
ogies to increase the rate at which humans transform

nature into goods. Increased output also requires
new markets. Hence, the industrialization of agriculture
involves widespread change in four areas: (1) supply
of farmland, (2) public policy, (3) technological
change, and (4) agribusiness consolidation along the
value chain.

Prior to the 20th century, American farmers prac-
ticed an extensive form of agriculture. As demand for
food increased, farmers expanded into new territory.
New plows invented by John Deere made it easier to
till fertile but heavy prairie soils. However, agricultural
production increased because more acres were planted,
not because yields per acre increased during this time.
Conditions changed when the frontier closed at the end
of the 19th century. With no new land to cultivate, out-
put could grow only through increasing yields. This
marked the beginning of intensive agriculture.

Public policy decisions created a foundation for
industrial agriculture. The U.S. Department of Agri-
culture (USDA) was established in 1862. In the same
year, the Morrill Act stipulated that each state should
have one “land grant” college where agricultural sci-
ences could be taught. During the early 20th century,
political leaders noticed that American agricultural
productivity lagged behind that of England and
Germany. President Theodore Roosevelt launched
the Country Life Commission, which concluded that
productivity could increase only if the infrastructure
of rural America was modernized. Recommendations
included reforming rural schools to teach students
agronomy and improving the road system to better
transport produce to markets. The USDA continues
to promote industrial agriculture through subsidies,
research, and supply management, for example, by
redistributing surplus commodities through the Food
Stamp program.

Productivity increased dramatically through the
mechanization of farms. In 1910, there were an esti-
mated 1,000 tractors in use. By 1940, that number
had risen to 1.6 million—a number that tripled to
4.8 million by 1965. Increasing horsepower and tractor
versatility also contributed to productivity increases.
Wheat and corn yields were 15.4 and 30.0 bushels per
acre, respectively, in 1940. By 1970, the correspond-
ing numbers had more than doubled to 31.8 and 80.8
bushels per acre. Productivity increases also occurred
because of advances in genetic engineering, pesticides,
and fertilizers, among other farm inputs.

Industrialization has transformed the agricultural
sector beyond the farm as well. As a raw commodity
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such as corn leaves the farm, it follows a so-called
value chain that includes processing, distribution, and
retail on its way to consumers. At each step, value is
added to the commodity as it is transformed into prod-
ucts and moved closer to consumers. The problem
for farmers is that large agribusinesses are working
to control more and more of the value chain. Multi-
national firms (e.g., ConAgra, Cargill) sell inputs such
as fertilizer, but they also process commodities. Under
these increasingly monopolistic conditions, farmers
have less bargaining power to affect the price of inputs
they must buy or the crops they must sell. In the end,
farmers earn a smaller portion of each dollar spent by
consumers because the prices that farmers receive for
their crops have stagnated, even though the prices that
consumers pay continue to increase.

GEOGRAPHIC IMPLICATIONS

Commodity prices have stagnated because the indus-
trialization of agriculture has increased the supply of
farm commodities. Laws of supply and demand suggest
that as farm productivity increases, the unit price for
the commodity is going to drop. To remain profitable in
the face of dropping prices and profit margins, some
farmers will increase productivity by investing in new
equipment, crop hybrids, or other inputs. To pay for
these improvements, farmers are forced to amortize
their costs over a larger farm area. This drives a ten-
dency toward farm consolidation as larger, more suc-
cessful farms take over smaller marginal operations.
Consolidation is also driven by changes along the value
chain as market pressures force marginal farmers out
of business. The result is that farms are getting bigger
while the total number of farms is decreasing. In 1940,
there were more than 6 million farms with an average
size of 180 acres. By 1970, that number had dropped
to 2.9 million with an average size of 400 acres. The
decline in farm numbers continues but has slowed.
There are currently 2.2 million farms with an average
size of 440 acres.

Farm consolidation contributes to rural depopula-
tion and out-migration. There are rural counties in
the Great Plains and Midwest with populations that
peaked during the early 20th century and have slowly
declined due in large part to farm consolidation. At
the beginning of the 20th century, roughly 50% of
Americans were directly involved in agriculture. That
figure is now less than 2%. We live in an urban culture
because the industrialization of agriculture contributed

to a larger, more affordable food supply. However,
these benefits have come at a price. Many farm com-
munities struggle demographically and economically.
There are also questions about the environment and
the sustainability of the current system because of its
heavy reliance on petrochemicals.

—Christopher D. Merrett
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AGRICULTURE, PREINDUSTRIAL

Throughout much of the world today, and throughout
the bulk of human history (indeed, dating back to the
Neolithic Revolution 8,000-10,000 years ago), societies
fed themselves through an assortment of preindustrial
agricultural systems. Preindustrial or nonindustrial
agricultural systems differ from industrialized ones in a
variety of respects. Perhaps most important, preindus-
trial systems do not use the inanimate sources of energy
that are vital to industrialized agricultural systems (e.g.,
fossil fuels) and, therefore, are markedly less energy
intensive in nature. Rather, work in preindustrial farm-
ing systems is accomplished entirely through human
or animal labor power. Thus, these types of farming are
much more labor intensive. In societies fed predomi-
nantly through preindustrial agriculture, the vast bulk
of people are engaged as farmers or peasants. Second,
because many preindustrial societies are not fully com-
modified (i.e., capitalist social relations have not come
to dominate every aspect of production), preindustrial
agricultural systems are generally organized around
production for subsistence rather than production for
profit. In other words, food is grown mostly for local
consumption rather than for sale on a market.
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Preindustrial agricultural systems played an
enormous role in history, including the variety of
slave-based and feudal social systems that unfolded
across much of the world. For example, Roman lati-
fundia—TIarge estates worked by slaves—formed the
backbone of agricultural production during the empire.
The expansion of medieval agriculture into the dense
soils of Northern Europe was made possible by the
introduction of the heavy plow and, later, the three-
field system. The manorial system that formed the
social and economic basis of feudal Europe involved
peasants and serfs who rented land from large land
owners, paying rent with a fraction of their output.
Variations of peasant-based production continue to be
important in many contexts.

Today, there is a great diversity of types of prein-
dustrial agricultural systems throughout the world,
with large variations in the types of crops grown, the
methods used, their productivity, and their relative
vulnerabilities to drought or other hazards. Although
Nomadic herding is not technically a form of agricul-
ture, many observers classify it in this category; how-
ever, it involves only the domestication of animals,
not crops. Typically, nomadic herders measure their
wealth in terms of livestock (generally cattle, goats,
or reindeer) and often follow their herds in annual
migratory cycles such as transhumance, the move-
ment between summer pastures in higher elevations
and winter pastures in lower ones. Nomadic herding
has been slowly vanishing throughout the world over
the past two centuries, but contemporary examples
include the Masai of East Africa, the Mongols of
Mongolia and northern China, the Tuareg of northern
Africa, and the Lapps of northern Finland.

The best-known example of preindustrial agricul-
ture is slash-and-burn, also known as swidden or shift-
ing cultivation. This form is found only in tropical
areas such as parts of Central America, the Amazon
rain forest, West and Central Africa, and Southeast
Asia, to which it is ideally suited. Roughly 50 million
people continue to be fed this way in these regions.
Due to heavy rainfall and the leaching of nutrients, trop-
ical soils are generally quite poor and most nutrients are
stored in the biomass. The first step in slash-and-burn,
therefore, is to cut down existing trees and bushes in a
given plot of land and to burn them, releasing nutrients
into the soil through the ash. Crops are then planted for
several years. However, because the rate of nutrient
extraction exceeds the rate of replenishment, the site
can be used for only a brief period—generally 2 to 6

years—before the farmers must move on to a new
site. Abandoned sites may gradually recover with a
sufficient fallow period. If rapid population growth
occurs and fallow periods are reduced, the soil may
permanently decline in fertility. This form of farming
was widely practiced in the Mayan kingdoms prior
to the Spanish conquest, and declining soil fertility
may have played a role in the collapse of the Mayan
states.

A third form of preindustrial agriculture is that of
Asian rice paddy cultivation, which is widely prac-
ticed throughout a region stretching from Japan, Korea,
and southern China throughout Southeast Asia into
eastern India. This form may be partially or even com-
pletely commodified. Rice is the staple crop for bil-
lions of people in Asia, and its cultivation in this form
goes back millennia. Young rice plants require stand-
ing pools of water, and to create spaces in which
this occurs, Asian societies carved terraces out of hill-
sides, controlling the flow of water with vast networks
of dikes and small levees. Furrows may be dug using
water buffalos. Often small fish may be grown in these
pools of water as a source of protein. The planting
of rice is extremely laborious and is often associated
with stereotypes of Asian peasants engaged in arduous
labor in their fields. The supply of water may rely on
monsoon rainfalls.

Preindustrial agricultural systems have functioned
effectively for thousands of years and continue to do
so in many parts of the developing world. In contrast
to common stereotypes that such systems are stagnant
or unchanging, Ester Boserup showed that rising
populations in such places often stimulate productiv-
ity growth. In most places, preindustrial systems are
marginalized or threatened by the expansion of global-
ized, capitalist, industrialized farming systems, includ-
ing imports of subsidized grains from Europe or
North America. However, preindustrial systems enjoy
advantages of their own, including a diversity of crops
(in contrast to industrialized monocultures) and free-
dom from a dependence on pesticides and petroleum.
Thus, it may be helpful to view these systems not
as backward remnant forms of food production but
rather as historical adaptations to particular social and
environmental contexts, that is, as nonindustrial rather
than preindustrial.

—Barney Warf

See also Agriculture, Industrialized; Food, Geography of;
Peasants
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AGRO-FOOD SYSTEM

The term agro-food system, sometimes called agri-
foods, captures the increasingly long and complicated
path that food takes to get to our table. Although we
may like to think that the food we eat comes from a
farm, that is only one place among many involved in
the system that produces our food. Most farming is
possible only with industrial inputs such as tractors,
combines, and chemical inputs (e.g., fertilizers, pesti-
cides). Farmers often require loans of money (called
“capital”) each season to buy what is needed to pro-
duce a crop. Farming is also dependent on energy to
run the machines, pump water, produce fertilizer, and
transport the finished product because most of the
places where food is produced are not where con-
sumers are located. Farmers need expert information
on what and when to plant, how to diagnose and treat
blights and pests, how to obtain and use weather infor-
mation, and how to decide when and at what price to
sell their crop. When we think about what goes into
farming, we realize that farms are linked to and
dependent on many other places such as places of
industrial production, petrochemical and fuel produc-
tion, banking centers, and universities and govern-
ment where research and policy are created. Where
and what is done with the outputs of farms is equally
complicated.

Farm output can remain in its original form and
simply be graded, washed, and shipped to consumers.
But most food we consume in the developed world is
not in an unprocessed or “raw” form. Most of the
food we consume has been modified and transformed
substantially by processing and been made durable
through canning, freezing, or other methods. This is
important because only with durable foods is long-
distance trade possible. In fact, the distinction between
agriculture and industry has become so blurred that

many farm products transformed by an industrial
process have become known by that industrial process,
including homogenized milk, pasteurized cheese, and
refined sugar. Agricultural products can be further
industrialized by processing that breaks them down
into their constituent parts. For example, a starch,
a sweetener, oil, and protein can be extracted from
grain. Processors attempt to break the product of the
farm into as many parts as possible and then find prof-
itable uses for them. These different “fractions” of
whole farm products are then often used as generic
inputs for manufactured foods or used in other indus-
trial processes.

The producers of manufactured foods capture
a greater part of the dollars spent on food and
increasingly have an advantage over farmers. Manufac-
tured food producers have flexibility in where they
get their ingredients. For example, the manufactured
food requires a sweetener, but not necessarily sugar
from the sugarcane plant. It requires oil, but not nec-
essarily oil from corn. It requires a starch, but that
could be derived from a potato, wheat, or a number of
other grains. The production of potato chips provides
a good example of this substitution effect; producers
can fry the chips in whatever oil is cheapest at the
moment of production. This illustrates how producers
of manufactured foods have flexibility in where they
source their ingredients and how they can make
places compete against one another and reduce farm-
ing into ingredient production for complexly con-
structed industrial foods. These characteristics of
the agro-food system illustrate why farmers are at a
disadvantage.

More toward the consumer end of the agro-food
system is food distribution. Food reaches consumers
via food wholesalers, food retailers, and the restaurant
and catering industry. Powerful economic entities in
food distribution can shape the agro-food system by
their purchasing power such as when fast-food restau-
rant chains decide to fry their french fries in healthier
oil or to add salads to their menus. Large grocery
chains have a similar power when they decide to carry
some items and not others.

At the end of the agro-food system are the final
consumers. Food is unlike other commodities because
we must eat daily to survive. Food is taken into our
bodies and metabolized (used by our cells to provide
energy). Our food choices affect our own bodies but
also reverberate back and reshape the agro-food sys-
tem. What we eat reflects demographic characteristics
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such as the size and growth of the population,
purchasing power, and social relations (e.g., the struc-
ture of the family). Consumers choices shape, but are
also shaped by, the agro-food system. Obviously,
advertising influences our food choices. But more
subtly, the ever quickening pace of the economy and
its demands have led to the proliferation of “fast”
foods (those that can be consumed without utensils)
and other convenience foods meant to be consumed
“on the go,” in the car, or at the desk.

The recent dietary trend of avoiding foods high in
carbohydrates has reduced the consumption of potatoes,
rice, bread, donuts, and orange juice (to name just a few)
and has affected their places of production and sale.
But these changing attitudes toward food also provide
opportunity. For example, a food that is high in fat (e.g.,
fried chicken), criticized during the time when a healthy
diet was thought to be a low-fat diet, can present itself
as a healthier food choice now that the food trends have
changed and carbohydrates are to be avoided.

The geographies of the agro-food system are
continuing to change as food technologists attempt
to bypass the farm altogether by creating ‘“nonfood
foods” or foods that are consumed but not metabo-
lized by the body. These substances are made in the
laboratory—not grown on the farm—and allow food
producers to avoid the risks inherent in farming, such
as unreliable weather, pests, and blights, while pro-
viding greater control over the production process.
The most recent and visible nonfood foods are fat and
sugar substitutes. More common in the agro-food sys-
tem and growing in number are “functional foods”
(also called “nutraceuticals”) that attempt to marry
foods and pharmaceuticals to create a substance con-
sumed to create a desired effect in the body. Examples
include oat-based breakfast cereals promoting them-
selves as “heart healthy,” orange juice with added
calcium for “strong bones,” grape juice with added
antioxidants to fight cancer, and “smart drinks” with
added ginseng, caffeine, and vitamins. Functional
foods blur the line between drugs and foods, and their
producers know that foods that make health claims
often have an advantage over their competitors in a
competitive marketplace.

Not only does the changing agro-food system have
impacts on our bodies, but also its changing technol-
ogy and consumer choices have significant impacts in
reshaping our geography.

—John Grimes
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AIDS

The geography of acquired immunodeficiency syndrome
(AIDS) encompasses a number of spatial approaches
to understanding the epidemic. More recent geo-
graphic studies of AIDS have focused less on the virus
and macro diffusion patterns and more on the human
geographies of risk and experience of AIDS. One cat-
egory of investigation focuses on regionally specific
contexts of human immunodeficiency virus (HIV)
vulnerability. In these studies, social, economic, polit-
ical, and cultural practices at multiple spatial scales
are examined for their impact on individuals’ vulnera-
bility to HIV in particular regional locations. These
place-specific investigations are critical to under-
standing micro patterns of transmission given the sub-
stantial evidence that factors driving transmission of
HIV in one place do not necessarily explain transmis-
sion patterns and levels in another place. Clearer
understandings of what makes people engage in risky
behaviors and become vulnerable to HIV is, in turn,
pivotal in implementing more effective prevention and
treatment strategies.

Examining geographies of everyday life with
HIV/AIDS constitutes another important part of a
geography of AIDS. How and whether persons living
with HIV and AIDS (PLWHAs) are able to access
healthcare and other services are critical to providing
the best treatment possible. Earlier geographic studies
focused on mapping residence patterns with location
of clinics and other services, but more recent studies
have recognized that access is more complicated and
includes, among other things, individuals’ social net-
works, the degree of flexibility in the workplace, how
much stigma individuals face in their lives, income
levels, child care responsibilities, and quality of care
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available. Other work has looked at the ways in which
PLWHASs cope with reduced spaces and places in
which they live their lives. This can be because stigma
works to block access to particular places such as
housing, jobs, countries, and individuals’ homes or
because deteriorating physical status reduces mobil-
ity. The ways in which people experience space and
place when coping with AIDS are vital to implement-
ing better outreach programs and services.

Earlier geographic studies of AIDS focused on the
virus itself, investigating theories of HIV’s origins and
transmission patterns. Many scientists and social sci-
entists thought that determining sites of the first HIV
cases would assist in understanding where, when, and
how HIV subsequently spread to the rest of the world.
Much geography of AIDS during the 1980s conse-
quently focused on mapping spatial routes of trans-
mission over time, tracing likely patterns of HIV
diffusion across continents using data of first known
cases in each region together with travel and mig-
ration routes. Although none of these patterns was
conclusive, they provided models for illuminating
continued transmission of HIV as well as likely points
of intervention. Critics of origin theories, however,
contended that finding origins does little to under-
stand current patterns of HIV transmission and instead
generates negative consequences such as blame for
causing a deadly epidemic. Focusing on large-scale
geographic patterns also did little to further under-
standing about the complex network of behaviors and
practices underlying transmission of HIV.

—Susan Craddock
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ANIMALS

Animal geographers study the interplay among ani-
mals, culture, and society, exploring a broad range
of human—animal concerns such as habitat loss and
species endangerment, domestication, animal enter-
tainment and display, and wildlife restoration. Animal
geographies are essentially about nonhuman animals
and their place in society, with place meaning both
material borders (societal practices that shape the
spaces where some animals are welcomed and others
are not) and conceptual boundaries that call up ques-
tions of human identity and animal subjectivity. We
can think in terms of three basic themes in contempo-
rary animal geographies: (1) animals and the making
of place, (2) human identity and animal subjectivity,
and (3) the role of ethics and how humans ought to
treat animals. These organizational themes are not
independent of one another, and they frequently over-
lap and dovetail with concepts such as animal instru-
mentalism, anthropocentrism, and the human—animal
continuum. Moreover, animal geographers recognize
the fluidity of boundaries, emphasizing not only the
distinctions but also the connections, overlaps, and
similitudes between human and animal worlds.

MATERIAL BOUNDARIES: ANIMALS
AND THE MAKING OF PLACE

Discussions in human geography about the social con-
struction of landscapes have led to the exploration of
how animals and their networks leave their imprint on
places, regions, and landscapes over time. Animal
geographers consider tangible places such as zoos,
farms, experimental laboratories, and wildlife reserves
as well as economic, social, and political spaces such
as the worldwide trade of captive wild animals. Even
a relatively new space through which animals are
woven into human culture, the “electronic zoo,” has
been explored as an emerging form of animal display
trading in digital images rather than animal bodies
like traditional zoos and aquariums.

Animal geographers also study places character-
ized by the presence or absence of animals and how
human-animal interactions create distinctive land-
scapes. Researchers have considered the impact of
land use practices on wildlife survival in the Peru-
vian Amazon, the boundary-making policy conflicts
between urban and rural New Yorkers over the proper
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place of wolves, and the changing relationships
between people and mountain lions in California. In
addition, some animal geographers foreground the
links between humans and other animals—those used
for meat, medicine, clothing, and beauty products, for
example—that go largely unseen in contemporary
society given the distance engendered by modern
commodity chains. Other researchers focus on domes-
ticated animals that share the most intimate spaces
with humans, including beloved family pets and ser-
vice animals. Borderland communities, where humans
and animals share public and/or private space and
where some animals are loved, others are despised,
and so many are unconsciously consumed, reveal the
contingent and often contradictory ways in which
humans and animals interact with one another.

Borderland communities can span various places
and spaces. Investigating human—dolphin encounter
spaces, for example, requires a look at the well-
defined boundaries of zoos and aquariums, where
dolphins are confined and cared for by humans, as
well as natural habitats, where a growing number of
tourism operators seek out dolphins to sell a “magical
experience” to customers who wish to closely interact
with, or even touch and swim with, wild dolphins. On
the other hand, U.S. government officials strive for just
the opposite, calling such activities illegal “harass-
ment” and working to keep people a defined distance
apart from all wild dolphins. And how do the dolphins
encourage or defy the human ordering of these border
waters? Each of these material places, from the zoo
and the open ocean to the economic and policy arenas
considered by investigating human—dolphin encoun-
ter spaces, helps illuminate the complex relationships
between human and nonhuman worlds.

CONCEPTUAL BOUNDARIES: HUMAN
IDENTITY AND ANIMAL SUBJECTIVITY

Breaking from the traditional geographic approach
to animals, contemporary animal geographers think
about nonhuman animals as more than simple biotic
elements of ecological systems. Not only are animals
appreciated as foundational to countless cultural
norms and practices, they also are valued as individu-
als with mental and emotional lives. Thus, animal
geographers call for a more theoretically inclusive
approach to thinking about humans and animals; both
are considered to be embedded in social relations and
networks with others on whom their social welfare

depends. Such thinking suggests a reconceptualiza-
tion of the human—animal divide that portrays humans
as vastly different from (and superior to) animals and
points instead toward a continuum that allows for a
“kinship” with animals while still acknowledging the
differences between humans and other animals.

Animal geographies also encourage thinking about
animal agency and subjectivity, recognizing that ani-
mals have intentions and are communicative subjects
with potential viewpoints, desires, and projects of their
own. For example, some animal geographers suggest
that nonhuman animals are best seen as “strange per-
sons” or as marginalized, socially excluded people. But
because animals cannot organize and challenge human
activities for themselves, animal geographers recognize
that animals require human representatives to speak
and act in their interests.

ETHICS, HUMANS, AND OTHER ANIMALS

Human relationships with animals have been and
remain multifarious and deeply complex, ranging
from magnificent to malignant. In every case, humans
remain the regulators of whether animals are con-
ceived of as either “in place” or “out of place,” and it
is moral sensibility that defines such orderings with
significant ethical implications. In many cases, animal
geographers attribute instances of instrumentalism,
exclusion, and exploitation of the nonhuman world
to a history of anthropocentric, or human-centered,
thinking. Critical of such activities, much of the
animal geographies literature is concerned with the
ethical task of advancing the well-being of animals.

One way of advancing this unmistakably normative
project is to explicate societal values, which certainly
determine human treatment of animals. For example,
some animal geographers have considered how an
animal’s position in the scientific community’s hier-
archy of value (as determined by the rarity of the
species) can have a significant influence on its fate.
A crocodile that belongs to a species that is included
in a global conservation policy, for instance, is “pro-
tected” and therefore privileged over animals that are
not included in such a policy. With a change in con-
servation policy, or the “downlisting” of a particular
species from the rank of endangered species, the same
crocodile once protected and perhaps flourishing in its
natural habitat could very well be removed for human
use to an impoverished (and shortened) life as a fac-
tory farm animal.
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In striving to advance the well-being of both humans
and animals, some animal geographers explicitly locate
animals in the moral landscape, recognizing that ethi-
cal questions are present in all human and animal geog-
raphies. In these instances, animal geographers argue
for the inclusion of animals in the moral community,
valuing animals as ends in themselves (rather than as
means to human ends). The practical consequences of
such inclusion are considerable. For example, how are
we to decide what is most important in environmen-
tal policymaking? And who, exactly, gets to decide?
Especially when human-animal needs clash in a
world of finite space, a framework of normative prin-
ciples suggested by animal geographies—principles
inclusive of animal interests and desires—can guide
human—animal relations and resolve the moral dilem-
mas that relate to conflicting wants and needs of both
humans and animals. This is where animal geography
largely departs from the theoretical positioning in the
contemporary nature—culture debates in geography that
remain largely anthropocentric. Granting subjectivity
and moral inclusion to animals requires an emphasis
on the well-being of both humans and other animals.
As such, animal geographies implicitly call for a
social and environmental justice that is widened to
include animal justice.

—Kristin L. Stewart
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ANTHROPOGEOGRAPHY

The term anthropogeography refers to a perspective
and program in human geography with both major
and minor traditions, expressions, and manifestations.
Friedrich Ratzel (1844-1904) is credited with coining
the term. His two-volume work, Anthropogeographie
(published in 1882 and 1891), is usually cited as the

founding document. The first volume, in which he
offered an overview of human history as adaptation to
physical environment, often has been misrepresented
as an environmental determinist tract. It is true that
many subsequent environmentalists, perhaps most
famously Ellen Churchill Semple (1863-1932), inter-
preted Ratzel’s anthropogeography in this light. These
misreadings of Ratzel led to anthropogeography’s
major tradition—that of the study of the effects of the
biophysical environment on human culture and history.
By the time of Ratzel’s death, an increasing number of
geographers were producing studies that superficially
could be attributed to Ratzel’s example. This remained
the case through the 1920s, but thereafter their indus-
try and influence waned.

In North America, this eclipse was due in no small
part to Carl O. Sauer’s (1889-1975) attacks on envi-
ronmental determinism in geography and Franz Boas’s
(1858-1942) condemnations from his base in anthro-
pology. Sauer’s critiques included alternative views of
human—environment relations, ones that incorporated
much of what Ratzel proposed for cultural geographic
studies in the second volume of Anthropogeographie.
According to Sauer, Ratzel pioneered the study of the
distribution of culture traits, first stated the case for cul-
tural diffusion as the prime process, and anticipated the
culture area concept. This is all second-volume Ratzel.
By the 1940s, when environmental determinism had
been largely discredited and the term anthropogeo-
graphy had fallen into disuse, Sauer began his rehabili-
tation of the term. He and some of his students, such as
Fred Kaniffen (1900-1993) and George Carter (1912—
2004), used it to identify their approach to a cultural
geography centered on locating cultural cores or
hearths, tracing diffusions of culture traits, and more
generally reconstructing the making and breaking of
cultural landscapes through “all human time.” By the
1950s, Sauer had begun to self-identify with anthropo-
geography explicitly. Although few have applied this
appellation to Sauer’s collective enterprise, the Berkeley
School, it is perhaps the most apt way to encompass
the problems, perspectives, and practices associated with
this school. This, then, can be considered anthropo-
geography’s minor, if explicitly antithetical, tradition.

One maxim of this minor tradition is that where
cultural historical questions are concerned, “it is always
earlier than you think.” Accordingly, the origins of the
term anthropogeography probably antedate Ratzel’s
deployment. The earliest detectable English use seems
to be from the 1650s, when it appeared in alchemical
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discourse pertaining to the symmetries and correspon-
dences between the human body and the earth. Its most
common current use resides in bibliothecal categories.
The U.S. Library of Congress indexing system equates
anthropogeography and human ecology and puts this
major heading (GF) between environmental science
(GE) and anthropology (GN). Future cross-fertilizations
between disciplinary sectors of geography and anthro-
pology may be expected to bring about new meanings
of this adaptable term and concept.

—Kent Mathewson
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ANTICOLONIALISM

Anticolonialism is a broad term used to describe the
various resistance movements directed against colo-
nial and imperial powers. The ideas associated with
anticolonialism—namely justice, equality, and self-
determination—commingled with other ideologies
such as nationalism and antiracism.

Colonial rule assumed many different forms. Con-
sequently, anticolonial movements likewise varied,
influenced in part by the particularities of foreign rule.
Whether the colony was ruled directly, through force,
or indirectly would significantly determine how anti-
colonial movements originated and progressed. In
Vietnam, for example, the anticolonial and communist
organization known as the Viet Nam Doc Lap Dong
Minh Hoi (League for the Independence of Vietnam
[or Vietminh]) waged a lengthy anticolonial war
against French colonial rule. Led by Ho Chi Minh,
the Vietminh resorted to guerrilla warfare during the
1940s when France attempted to reassert its colonial
rule following World War II. Likewise, in the former
British and French colonies of Kenya and Algeria,
respectively, anticolonial resistance movements used

force to restore indigenous rule. For example, the
Mau Mau in Kenya conducted a violent campaign to
remove British colonists, and the Front de Libération
Nationale (National Liberation Front [or FLN])
waged an 8-year war against French forces in Algeria.

Some colonies were spared the violence and
destruction of the decolonization process. The former
British colony of Ceylon (present-day Sri Lanka)
achieved independence relatively smoothly in 1948.
The British had acquired the colony from the Dutch in
1815 following the Napoleonic Wars and granted the
colony its independence following World War I1.

It was not uncommon for simultaneous anticolonial
movements to emerge in a single colony. For example,
during the late 19th century, the Philippines, long a
colony of Spain, was the site of two anticolonial move-
ments. During the late 1800s, there first emerged a
reform movement known as the ilustrados. Composed
mostly of highly educated and wealthy Filipinos, these
individuals, embodied in the Propaganda Movement,
demanded moderate administrative and religious
reforms such as greater political representation and the
curtailment of the excessive power of the friars. Many
of the ilustrados were Chinese mestizos who were
schooled in Barcelona and Madrid, Spain. Concurrently,
there emerged a more radical revolutionary movement
that advocated the complete overthrow of the Spanish
colonial government. Founded in 1892, the Kataas-
taasan Kagalang-galang na Katipunan ng mga Anak
ng Bayan (Highest and Most Honorable Society of
the Sons of the Country [or Katipunan]) was a secret
society committed to overthrowing Spanish rule and
replacing it with a Filipino nationalist government.
The founder of the Katipunan was Andres Bonifacio.
Unlike the ilustrados, Bonifacio grew up in poverty
and was self-taught. The contrast between Bonifacio
and the ilustrados conveys the importance of class and
ethnic differences in anticolonial movements.

Anticolonial movements should not be viewed as
isolated events; indeed, many anticolonial leaders and
organizations learned from other movements. Ania
Loomba, an English professor, noted that there were
important political and intellectual exchanges between
different anticolonial movements and individuals and
that even the most rooted and traditional of these was
shaped by a syncretic history.

Many of the classic writings associated with anti-
colonial movements continue to hold salience in
contemporary society. For example, the works of
Aimé Césaire, Frantz Fanon, and Kwame Nkrumah
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resonate strongly in current antiglobalization move-
ments. This continuity is testimony to the powerful
ideas that embraced anticolonial movements, namely
concerns with sovereignty, equality, and social justice.

—James Tyner

See also Colonialism; Imperialism; Postcolonialism
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APPLIED GEOGRAPHY

Many public policy problems facing society today
have geographic components or dimensions. For exam-
ple, redrawing boundaries during political redistricting,
locating a new public housing project, identifying
a suitable site for a sanitary landfill, and mapping
coastal area vulnerability to flooding all could be con-
ceptualized as geographic problems. Applied geog-
raphy focuses on the use of geospatial information and
research techniques to build perspective and knowledge
that can be used to identify, understand, and solve
human and environmental problems from local to
global scales. Another characteristic of applied geog-
raphy is that it extends the scientific method often used
in academic geography to include the implementation
and evaluation of geospatial information in addressing
problems of social relevance in nonacademic settings.
This extension often requires applied geographers to
work as part of an interdisciplinary team and to collab-
orate with a variety of public- and private-sector deci-
sion makers.

The problem-solving approach of applied geog-
raphy is further illustrated using the example of finding
the best location to build a new municipal fire station.
Here the applied geographer would use geospatial
information and research techniques to answer the
following four interrelated questions. Where are the

existing fire stations located? What has been the
spatial pattern for the type, number, and frequency
of emergency calls received from across the service
area? How and where is land use change taking place
in the city that could influence future demands for
emergency services? What is the current and planned
municipal infrastructure, including transportation net-
works and utility availability? Answers to these ques-
tions could be presented visually through a series of
maps and supporting information, enabling city offi-
cials, fire department representatives, and the general
public to view different scenarios as part of the decision-
making process.

Applied geography has a long and rich tradition
as a subdiscipline or specialty area within American
human geography. Some of the earliest work can be
traced back to the land surveys of the American West
during the middle 1800s. The writings of John Wesley
Powell on the arid West and the need to develop reli-
able water sources for agricultural development con-
tributed much to the passage of the Reclamation Act
of 1902, which ushered in the involvement of federal
agencies such as the Bureau of Reclamation in devel-
oping western water resources.

During the 1920s, cultural geographer Carl Sauer
played a leading role in the Michigan Land Economic
Survey, which emphasized the need for improved land
management planning to offset environmental degra-
dation caused by soil erosion and deforestation.
During the Great Depression and New Deal period,
geographers such as Harlan Barrows and Gilbert
White were involved with multiple-purpose resource
management agencies such as the Public Works
Administration and the National Resource Planning
Board. The contributions of geography and geog-
raphers to logistics and transportation planning,
military intelligence, area and regional studies, and car-
tography during World War II are well documented.

The practice of applied geography in the private
sector, particularly in business and marketing, began
in earnest during the 1930s with the work of William
Applebaum in the retail food distribution industry. Since
then, applied geographers have made contributions in
market area analysis, retail site selection, and shopping
center development for a number of companies, includ-
ing J. C. Penney, Kroger, and Stop and Shop.

Prior to the late 1970s, most applied geographers
were employed by federal land management and envi-
ronmental planning agencies, by city and regional
planning organizations at the local and state levels of
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government, and in the private sector. Although
applied geography was recognized and practiced by
some geographers working in universities and colleges,
their efforts were not well recognized or coordinated.
In 1978, those conditions began to change with the
inception of the Applied Geography Conference. The
purpose of this conference was to provide a forum for
applied geographic research and curriculum issues
and to serve as a venue for bringing together geog-
raphers from a variety of professional backgrounds.
The Applied Geography Conference continues to bring
together academic and nonacademic geographers to
discuss mutual interests, share strategies and research
agendas, and demonstrate the utility of applied geogra-
phy in human and environmental problem solving.

A key factor in the development of the applied
geography subdiscipline has been the increased capa-
bility to collect, analyze, and display geospatial infor-
mation through the use of geographic information
systems (GIS). These systems have evolved from an
initial combination of computer cartography and data-
base management to include remote sensing, global
positioning systems, spatial statistics, visualization
and simulation, and Web-based information access
and sharing. As hardware and software capabilities
continue to improve, the opportunity to better use
geospatial information will also improve, making the
potential for applied geographic research even greater.
This potential is further enhanced by the GIS software
becoming more user-friendly and therefore easier to
implement in a wide range of user environments where
the emphasis is on application.

The future of applied geography is promising and
limited only by a lack of imagination as to how
geospatial information can be used to better under-
stand our world. Although some people would main-
tain that geography itself has become less relevant
due to advances in telecommunications and computer
technology, recent world events would argue other-
wise and reinforce the idea that a better understanding
of geography is critical to our well-being as individu-
als and as a nation. Natural hazards such as hurricanes
continue to demonstrate how vulnerable coastal areas
are to flooding, the destruction of property, and the
loss of life. Environmental hazards caused by the mis-
application of pesticides and herbicides and the dis-
posal of nuclear waste remain public health concerns.
There is a geography of terrorism, and understanding
its historical roots, along with the temporal and spatial
patterns of recent events, is important in developing

our homeland security policy. Although each of these
topics is complex and multifaceted, an applied geo-
graphic perspective is an important first step in deter-
mining how best to respond to these threats.

—Andrew Schoolmaster
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ART, GEOGRAPHY AND

Geography has always been highly reliant on visual
imagery—and not least art—to explain the patterns
and processes that lie at the heart of the discipline.
Although this often has meant that art has been used
as nothing more than the straightforward represen-
tation of place or landscape, during the past 40 years
historical and cultural geographers have cultivated the
critical interpretation of art as a specialist interest in
geography. This has brought with it distinctive meth-
ods and approaches that have followed the broader
contours of human geography. Before examining these
in more detail, it is important to grasp two important
ideas. First, it is misleading to refer to art as a homo-
geneous entity; art embraces numerous practices and
outputs and includes sketching, etching, lithography,
painting, sculpting, printing, montage work, installa-
tion work, and performance art. Sometimes the dis-
tinctions among these practices are difficult to
discern, and artists invariably combine more than one
technique in the production of a piece of art. Second,
when we differentiate among different forms of art,
we tend to refer to the genre and aesthetic styles that
have been defined by the discipline of art history.
Again, some of the distinctions that are made here
can be misleading, although they remain important in
the interpretation of art because they allow us to refer



14 Art, Geography and

to key influences, primary practitioners, and broader
cultural histories.

Although these ideas have been influential in shap-
ing geography’s interest in art, the discipline has also
fashioned its own interpretive methods. These can be
explained with reference to two significant develop-
ments in the study of art.

LANDSCAPE PAINTING
AND REPRESENTATION

Geography’s early attempt to interpret art was inspired
by an overarching pursuit of generalizable rules
about landscape taste and national identity. For David
Lowenthal and Hugh Prince, John Constable’s The
Haywain, painted in 1821, exemplified an English
devotion to rustic life and landscape. The Haywain
was, and arguably still is, a depiction of quintessential
England. However, Lowenthal and Prince argued that
for every typical English landscape, there was always
the aesthetic antithesis—the imposing demonic chim-
neyscapes of industry, as represented in L. S. Lowry’s
landscape art. Although Lowenthal and Prince’s work
on landscape art created important openings for geog-
raphy, art was deemed to be not much more than a
visual archive, a painted record of landscape artifacts.
There was little consideration given to artistic style,
technique, and genre.

The cultural turn in geography during the mid-1980s
addressed this shortcoming in many ways and brought
with it fresh insights to the interpretation of art.
Inspired by the work of John Berger and Raymond
Williams, among others, Denis Cosgrove and Stephen
Daniels developed an intellectual history of the land-
scape concept in European art. They argued for an
interpretive method they called “iconography” that
allowed students and researchers of landscape to delve
into the symbolical meanings represented in art. For
Cosgrove and Daniels, it was not just the content of
landscape art that was intriguing but also artists’ use
of color, texture, technique, perspective, and scale that
allowed the links to be made between art and broader
cultural histories. So, for example, in the interpretation
of J. M. W. Turner’s 1844 painting Rain, Steam, and
Speed, Daniels argued that the artist was not interested
in painting a factual local scene but instead was intent
on endowing this landscape with ideas of a historical
destiny shaped by the Industrial Revolution. Perhaps
the most challenging aspect of iconography as an
interpretive method is that it does not attempt to reveal

a single truth about art; instead, it advocates multiple
deconstructions of meaning. Art then becomes best
understood as yielding a duplicity of meaning.

The work of Cosgrove and Daniels during the
1980s and 1990s has been inspirational to most geog-
raphers who have interpreted art during the past 15
years or so. Importantly, Cosgrove and Daniels broad-
ened the horizons for geography by demonstrating
that geographers could make valuable contributions to
debates on art. Indeed, geographers have established
some important collaborations with artists and gal-
leries. But iconography has been taken forward and
adapted as a methodology during recent years as an
interest in visual culture has emerged.

GEOGRAPHY, ART,
AND VISUAL CULTURE

Geographers are beginning to consider art in relation to
visual culture. For Gillian Rose, there is an implicit set
of power relations in the production and reception of
visual imagery. That is, power relations are forged in
the representation of an object and in its interpretation.
For example, the female nude in Western art represents
women as unclothed, passive, and a spectacle for the
male gaze. This tells us much about the representation
of subordinated women in Western art. It also tells us
much about how masculine identities are constructed in
the viewing of this art. Formulating an interpretation of
art that addresses these two concerns allows us to think
about the social conditions and effects of art. As a clear
extension of these interests, geographers have begun to
explore the spatialities of artistic practice where artistic
practice, and not just the artwork, is deemed to be
meaningful in its own right. In this sense, artistic prac-
tice not only is a means by which art is produced but
also constitutes particular sociospatial networks.

There have been clear limitations to geography’s
well-established interest in art. There has been a reluc-
tance to engage with abstract art, “non-Western” art,
or art in a medium other than paint, and the art gallery
as a social space remains a relatively unexplored sub-
ject matter. These areas of untapped interest suggest
a potentially rich and diverse future for geography
and art.

—Rob Bartram

See also Cultural Geography; Cultural Turn; Photography,
Geography and; Spaces of Representation; Vision
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AUTOMATED GEOGRAPHY

Geography is the science and humanity of knowing
about people and places. Automated geography is
the modern, computer-assisted version of that quest.
Formally, it is defined as the eclectic application of
geographic information systems (GIS), digital remote
sensing, the global positioning system, quantitative
spatial modeling, spatial statistics, and related infor-
mation technologies to understand spatial properties,
explain geographic phenomena, solve geographic
problems, and formulate theory. Its relationship to
geographic information science (GISci) is analogous
to the relationship that geography maintained with
cartography for centuries and with remote sensing for
decades, long before the advent of computers and
satellite sensors.

Geographers have practiced their craft for at least
2,500 years, but their brand of analysis has always been
extremely difficult due to the enormous volumes of
data required to represent three-dimensional places and
features, both physical and cultural. Thus, automated
geography represents a historic leap forward for geog-
raphers and for society at large. During ancient times,
one person could know and process a significant por-
tion of all knowledge. The explosion of information
generated by specialized disciplines during and after the
Renaissance left geographers with three disappointing

options. Those who studied large areas were limited to
such coarse data that they often were dismissed as gen-
eralists. Those who insisted on detailed understanding
were limited to such small areas that hardly anyone
cared about their results. And those who limited them-
selves to a topical specialty sacrificed much of the
holism that distinguishes geography from other disci-
plines. Today, automated geography restores geog-
raphers’ ability to know and process a greater portion of
all that is known. It enables them to study complex
phenomena over large areas with sufficient spatial,
temporal, and topical detail to reveal deep insights and
generate new theories.

Collectively, GIS, remote sensing, and related geo-
graphic information technologies constitute a macro-
scope. Just as the microscope enabled people to see
smaller things and the telescope enabled them to see
farther, the macroscope enables them to see large phe-
nomena in fine detail. Will this new scientific instru-
ment turn out to be as powerful as those earlier ones?
Will it generate revolutionary new theories in rapid
succession as they did? Many conventional theories,
developed in isolation by specialized disciplines with
little thought for geographic relationships, spatial logic,
or integration, have stood unchallenged for decades.
The time is right for geographers and geographic infor-
mation scientists to enter the fray. Automated geog-
raphy ensures that they have much to offer.

—Jerome E. Dobson

See also GIS; Social Informatics
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BEHAVIORAL GEOGRAPHY

Behavioral geography investigates human action in
geographic space as mediated through the cognitive
processing of environmental information. Its empha-
sis is on spatial behavior and the psychology that lies
beneath it at an individual level. Behavioral geog-
raphy deals with the environment defined by human
behavior, with people central and integral to every
problem. Its major focus has been on the relations
between a multidimensional environment and the
multifaceted process of human action, mediated
through perception and cognition as active processes
of learning about places, with the mind mediating
between the environment and behavior in it.
Behavioral geography grew as a reaction to the
absence of individual action in the models of spatial
science that arose from the quantitative revolution in
geography during the late 1950s and early 1960s.
Researchers became dissatisfied with the mechanistic
and deterministic nature of quantitative models of
human behavior that focused on so-called “rational
economic man.” Some of the early assumptions of
spatial analysis, that individuals were both entirely
rational and optimizers in their spatial actions, were
too simplistic. Randomness was introduced to empir-
ical studies, soon to be followed by a set of cognitive
variables that led to common ground with psychology.
Behavioral geography seeks to understand the geo-
graphic world through the windows of individuals—
their thoughts, knowledge, and decisions—aiming to
provide an insight into human spatial processes by
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studying the processes themselves. In this manner,
behavioral geography attempts to comprehend reasons
for overt spatial behavior by incorporating behavioral
variables and through understanding the ways in
which humans come to know the geographic world in
which they live.

The environment in which spatial behavior takes
place—the myriad of decision-making processes that
are undertaken each day to travel, to work, to shop,
and so on—is far too complex to be incorporated
into a computational model using individual normative
rational beings. This would involve mapping at a scale
of nearly one to one. As a result, aggregate models of
spatial behavior were developed. Alternative models
of aggregate behavior developed within behavioral
geography, built on the concepts of satisfier rather
than optimizer. Within behavioral geography, there
is interest in the environment beyond the physical,
economic, social, political, and legal, and this is
expanded to include the cognitive, perceptual, ideo-
logical, philosophical, and sociological. The focus is
at a more micro level and is process based, and gener-
alizations are based on behavioral responses rather
than arbitrary criteria such as location, demographics,
and socioeconomic indexes.

THEMES WITHIN
BEHAVIORAL GEOGRAPHY

Research during the peak of behavioral geography’s
popularity advanced around several themes. Locational
analysis was reshaped to incorporate the more
grounded ideas of decision making and the awareness
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that decisions were based not only on economic and
other quantifiable variables but also on values, cultural
biases, and habit. The concerns and actions of the deci-
sion-making actors in the geography of environmental
hazards were clearly at odds with mathematical rational
decision making. One example is the study of people
relocating to and investing in property located in
hurricane- and storm surge—prone areas. Here behav-
ioral geography is critically used to study individuals’
spatial actions, in choosing whether or not to evacuate,
along with their perceptions of extreme weather events.
Behavioral geography continued to expand into areas
of environmental perception, the evaluation of the
meaning of places, the study of mental and cognitive
maps, environmental learning, spatial search behavior,
wayfinding, and spatial reasoning.

CRITIQUES OF BEHAVIORAL GEOGRAPHY

During the early 1980s, behavioral geography came
under attack for retaining methodologies that
appeared to be aligned and predicated on positivist
philosophies that shaped the quantitative revolution.
Further criticisms were made about the intrusive
nature of its methodology, interrupting the flow of
natural human action. Furthermore, by using semifor-
mal methods of evaluation, the social context from
which spatial behavior and actions originate was
normalized or removed. With other theories gaining
ground in human geography, further questions were
leveled against behavioral geography. How could
realities that are not directly observable be explored?
How does the behavior of individuals relate to the
contextual forces of ideology and social structure?

In its search for the cognitive component in spatial
behavior—how individuals acquire, code, store, recall,
and ultimately implement the information they have
acquired—behavioral geography has attracted criti-
cisms from researchers concerned with social issues.
Later, behavioral geography was attacked for under-
standing the world rather than trying to change it. It
was criticized for being passive to social problems of
the geographic world. This dissatisfaction caused a
split within behavioral geography into two branches:
the analytical branch, which was concerned with incor-
porating behavioral information in spatial models, and
the phenomenological branch, which rejected spatial
models being concerned with a sense of place, values,
and morals.

BEHAVIORAL GEOGRAPHY TODAY

More recently, behavioral geography is becoming
more socially aware, focusing on the individual and
acknowledging the importance of social and cultural
contexts within which we live. In recent work by
Reginald Golledge and Robert Stimson, the range and
depth of behavioral geography can be seen as vast and
relevant. If the term behavioral geography is replaced
by the geographic study of spatial behavior, the
utility of the research area can be reconsidered. Geo-
graphic inquiry involves exploring spatial behavior
across aggregate and disaggregate situations at a vari-
ety of scales from micro to macro, over varying time
spans, and in different settings. In this state-of-the-art
review, many of the earlier criticisms of behavioral
geography are addressed, including issues of objectiv-
ity, validity, and reliability. Today behavioral geog-
raphy remains relevant even if the term is not widely
used. Its concepts are central to research in the fol-
lowing areas: decision making and choice behaviors;
technological and social change; urban patterns and
trends; spatial knowledge, perceptions, attitudes, and
risk; spatial cognition and cognitive mapping; activity
analysis in travel and transportation modeling; con-
sumer behavior and retail center location; causes and
nature of migration; residential mobility and location
decisions; geography; and disabled populations.
Behavioral geography continues its search to clarify
the decision-making processes that influence spatial
behavior.

—Daniel Jacobson

See also Body, Geography of; Cognitive Models of Space;
Disability, Geography of; Environmental Perception;
Existentialism; Humanistic Geography; Identity, Geography
and; Mental Maps; Phenomenology; Social Geography;
Spaces of Representation; Subject and Subjectivity; Sym-
bols and Symbolism; Time, Representation of; Vision
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BERKELEY SCHOOL

The Berkeley School refers to the loose association of
like-minded geographers associated with Carl O. Sauer
(1889-1975) and his perspectives and predilections.
During his long career (1923-1975) in the Department
of Geography at the University of California, Berkeley,
Sauer fostered an “invisible college” of geographers
and a distinctive school of geography grounded in
biophysical, cultural, and historical approaches. Initial
members were mostly his graduate students, but sub-
sequent affiliates included visiting faculty and lineal
descendants now into the fifth academic generation.
Field study conducted in Latin America is one hallmark
of the Berkeley School. Some 200 geographers can be
included in these ranks. Perhaps an equal number have
pursued Berkeley-style studies elsewhere in the world.
First-generation adherents include some of geography’s
major figures of the 20th century: John Leighly, Fred
Kniffen, Donald Brand, Joseph Spencer, Leslie Hewes,
George Carter, Dan Stanislawski, Andrew Clark,
Robert West, James Parsons, Wilbur Zelinsky, Philip
Wagner, David Sopher, Homer Aschmann, Fred
Simoons, and Marvin Mikesell. In turn, they and their
students have spawned an ongoing collectivity that has
carried the enterprise forward—with modifications, of
course—into the present. Some of the notables of the
succeeding generations of Latin Americanists include
William Denevan, Daniel Gade, Bernard Nietschmann,
B. L. Turner, II, David Harris, Daniel Arreola, Thomas
Veblen, and Karl Zimmerer. Others less directly in the
lineage include Yi-Fu Tuan and David Lowenthal.
Geographers with informal ties to the Berkeley depart-
ment could also be included. J. B. Jackson, Peirce
Lewis, and Robin Donkin stand out here, but the list
ultimately includes all of those geographers and kin-
dred scholars who self-identify with, and draw inspira-
tion from, Sauerian historical-cultural landscape
studies in their various modes. That cohort, past and
present, numbers in the hundreds and consequently
remains perhaps the largest single such grouping in
geography.

Although Sauer himself on various occasions dis-
avowed promotion of a school or issuing program-
matic statements, both their outlines and output were
evident within Sauer’s first decade at Berkeley.
Sauer’s 1925 philosophical/methodological tract,
“Morphology of Landscape,” issued an incisive

broadside against environmental determinist tenden-
cies within human geography and the Davisian phys-
iographic cycle as a model for physical geography. It
also served to put historical chorology and cultural
landscape studies at the center of a postenviron-
mentalist geography. Sauer’s program was periodically
reinforced by additional statements, most notably his
entry on “Recent Developments in Cultural Geog-
raphy” in the 1927 volume Recent Developments in
the Social Sciences and his 1940 presidential address
“Foreword to Historical Geography” to the Associa-
tion of American Geographers. More important than
his philosophical writings, however, were his substan-
tive research interests. In this regard, his career trajec-
tory went from regional studies in graduate school
(his Ozark dissertation), to land use inventory and
field methods in Michigan, to geomorphology at the
outset of his California move, to historical studies
of colonial California, to prehistoric investigations in
northern Mexico (especially questions of plant and
animal domestication), to cultural diffusions more
broadly, to Pleistocene human migrations and adap-
tations, to tropical cultural biogeography, to anthro-
pogenic environmental impacts globally, and finally
(after retirement in 1957) to a suite of historical geo-
graphic studies of North America, the North Atlantic,
and the Caribbean. Although this set of concerns
scarcely encompasses the Berkeley School’s bounds,
it invited collaboration, elaboration, and imitation.
Several of his students (e.g., Kniffen, Clark) have
been credited with establishing their own distinctive
schools, with multiple students producing studies that
are recognizably part of the larger Berkeley tradition.
Despite a far-reaching eclecticism that embraces
cultural and historical topics from the ancient and
arcane to the contemporary and quotidian, the
Berkeley School’s overarching and unifying concern,
as Sauer said many times, is for the appropriation of
habitat by habit and the resultant impact of culture(s)
on the earth’s landscapes through all of human time.

—Kent Mathewson

See also Anthropogeography; Cultural Geography; Culture
Hearth; Regional Geography
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BODY, GEOGRAPHY OF

Many critical human geographers, such as feminist,
socialist, antiracist, postcolonial, and queer geog-
raphers, focus on the body as one possible route to
changing social, cultural, and economic relations for
the better. These geographers increasingly recognize
that bodies—those that have a particular skin type and
color, shape, genitalia, and impairments, are a specific
age, and so on—are always placed in particular tem-
poral and spatial contexts. Questions of the body—its
materiality, discursive construction, regulation, and
representation—are crucial to understanding spatial
relations at every spatial scale.

In some ways, attempting to define the body seems
nonsensical. We all are bodies, and bodies are more
than just possessions. Although there has been a long-
standing preoccupation with the body, there is little
agreement about the meaning of the body or even what
the body is. Philosophers from the ancient Greeks to
the postmodernists have attempted to understand and
define the body. During the Enlightenment, philosopher
Descartes argued that the mind was separate from—
and superior to—the body. This dichotomy became
known as the Cartesian division, or dualistic thinking,
which laid the foundations for the development of mod-
ern scientific rationalization. This distinction between
mind and body has been gendered, racialized, sexual-
ized, and so on. The mind has been associated with pos-
itive terms such as rationality, consciousness, reason,
whiteness, heterosexuality, and masculinity, whereas
the body has been associated with negative terms such
as emotionality, nature, irrationality, blackness, homo-
sexuality, and femininity.

Claims about allegedly natural biological differ-
ences between men and women, or between whites
and blacks, are known as essentialist arguments. They
assume that bodies have fixed or stable essences. This
has been challenged by social constructionists who
argue that differences are produced through social and
material practices and systems of representation rather

than by biology. Dualisms have shaped geographers’
understandings of society and space and the produc-
tion of geographic knowledge to the point that, for
example, the public has been privileged to the exclu-
sion of the private. This has been challenged in recent
feminist work that shows how bodies are constructed
through a variety of public and private spaces.

Bodies are surfaces of social and cultural inscription,
house people’s identity, are sites of pleasure and pain,
are public and private, have permeable boundaries, and
are material, discursive, and psychical. Although our
bodies make a difference to the experience of places,
we might also think of bodies and spaces as mutually
constituted. Instead of thinking about space and place
as preexisting sites where bodily performances occur,
some studies have argued that bodily performances
themselves constitute or reproduce space and place.
Geographers have looked at the way in which bodies are
gendered, sexualized, racialized, aged, and so on by, for
example, workplaces, schools, leisure spaces, homes,
suburbs, cities, and nations.

—Lynda Johnston

See also Behavioral Geography; Children, Geography of;
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BOUNDARIES

Boundaries are the edges of regions. This term often
is reserved for political boundaries that mark the
change from a region administered by one governing
authority to that administered by a different authority.
Although cities, counties, and provinces all are poli-
tical entities and all have boundaries, international
boundaries (those between states) are of special con-
cern because states remain the highest level of poli-
tical authority in the world. Current changes in the
status and functions of states (e.g., loss of decision
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making over trade decisions to the World Trade
Organization) are reflected in the status and functions
of their boundaries.

Although boundaries limit state sovereignty and
therefore the enforcement of regulations to state terri-
tory, there have been and will continue to be incidents
where states attempt to or actually enforce their laws
extraterritorially. Kidnapping suspected criminals
residing in other states, for example, has been orga-
nized by both Israeli and U.S. government agencies.
The Israelis eventually executed former Nazi leader
Adolph Eichmann in 1962 after capturing him in
Argentina, and Humberto Alvarez was released to
Mexico in 1992 after being kidnapped to the United
States and later acquitted of murder charges in federal
court. International law prohibits extraterritorial
actions, but the international community is unable to
prevent them.

Nearly all existing international boundaries are
defined by treaty and are demarcated on maps. Posi-
tional disputes over the locations of boundaries cer-
tainly exist but rarely lead to war. The United States
and Canada, for example, still disagree over offshore
boundaries in the Beaufort Sea and the Dixon Entrance.
A few frontiers remain where areas—rather than lines—
separate states, but these are impractical for regulat-
ing passage into and out of states or for developing
resources and so have been progressively replaced by
boundaries. Most of the few remaining frontiers are
located on the Arabian Peninsula.

Although some boundaries are marked on the ground
by walls or other structures (e.g., the U.S.-Mexico
boundary between San Diego and Tijuana), the costs of
construction are prohibitive; checkpoints along official
crossing points are far more common. Aerial and elec-
tronic surveillance can be used for patrolling bound-
aries, but enforcement of state sovereignty along a
state’s boundaries is rarely absolute. Smuggling of ille-
gal merchandise—whether it is drugs, people, weapons,
or bootleg DVDs—is too lucrative for operators to
cease their operations. The discovery of tunnels under
the San Diego-Tijuana wall and elsewhere on the
United States—Mexico boundary is evidence of the
profits involved in smuggling.

State boundaries extend upward, downward, and
offshore, increasing the resources and strategic loca-
tions under state authority as well as the possibility of
conflict with other states. All mineral resources below
a state’s territory are under state authority, but states
encounter difficulties when fluid resources (e.g.,

petroleum, ground water) flow into or from neighbor-
ing jurisdictions. For example, Kuwait was accused
by Iraq of pumping oil from the shared Rumaila oil-
field prior to Iraq’s 1992 invasion. Airspace above
sovereign territory—to the height of powered flight—
is also under state authority. Invasion of airspace has
resulted in arrests (e.g., of Matthias Rust, a German
teenager who illegally landed in Moscow in 1987) as
well as in destruction (e.g., the downing of Korean
Airlines Flight 007 over the Soviet Union in 1983).

Offshore boundaries include a 12-nautical-mile
territorial sea and a 200-nautical-mile exclusive eco-
nomic zone (EEZ), with the latter extending state
regulatory authority over offshore resources such as
fisheries and petroleum. This specific offshore dis-
tance has changed over time. Centuries ago, offshore
authority extended only 3 miles (the distance that can-
non fire could control), and the current 200-mile EEZ
was first claimed by Peru and Chile in 1947. In 1995,
the Canadian navy boarded and seized a Spanish fish-
ing vessel operating in international waters off the
Canadian coast. The United Nations Conferences on
the Law of the Sea, especially the Third Conference,
have endorsed the EEZ, and the supporting conven-
tion has been signed and/or ratified by more than
140 states.

Traditionally, boundaries were perceived as sepa-
rating internal domestic concerns from external inter-
national ones. This distinction, never completely true,
is becoming increasingly blurred. Increased trade and
trade agreements, migrations, and growing amounts
of foreign investments all are components of the
globalization process that creates increasing financial,
cultural, and political linkages among states. As a
result, state policy decisions unavoidably affect both
domestic and international entities, and state decision
makers are, in turn, subject to both domestic and
international pressures to modify their policies.

State governments regulate access across their
boundaries to create a geographically distinct regula-
tory climate that benefits constituencies. External eco-
nomic threats have been met by limiting access to
national markets through tariffs and other methods.
For example, during recent years the United States has
limited imports of beer and lumber from Canada and
imports of avocados from Mexico. Security threats
have been dealt with by excluding individuals fitting
profiles of terrorists as well as those suspected of sup-
porting terrorism. Immigration policies and communi-
cation policies (e.g., Iranian laws prohibiting MTV
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within Iran’s borders) are also designed to promote
national interests.

In addition, state governments regulate egress.
Security concerns are the basis of regulations restrict-
ing technology or technical specialists from leaving
state territory. Stringent controls on emigration remain
the policy of North Korea, Cuba, and other states.
Extradition is a politically sensitive decision, espe-
cially when famous or infamous individuals (e.g.,
Alberto Fujimoro) are involved. Expulsion, especially
of diplomats, is practiced by all states to remove
threats to national interests.

Boundary policies (passage regulation) generate
countless disputes between states despite the proces-
ses of globalization. Disputants need not be con-
tiguous, although contiguity ordinarily increases the
flows—and therefore the potential for dispute—
between states. Mexico and Canada both contest
American regulations on access to the United States,
but so do Japan, the United Kingdom, and Brazil.
Future disputes over passage into and out of states
may well increase as exports of water, toxic waste
disposal, genetically modified organisms, and other
controversial items become more common.

—Peter Meserve

See also Geopolitics; Globalization; Nation-State; Political
Geography; State
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BUILT ENVIRONMENT

Humans are builders, and people surround themselves
with the built environment—the landscapes, structures,
and other artifacts that reflect their culture. Geog-
raphers studying the built environment often use it as
a marker, a means of tracing the diffusion of the val-
ues, attitudes, beliefs, and traditions of the builders.
Geographers such as Carl Sauer contributed early to
understanding the built environment, although he used
the term cultural landscape. His thesis was that if one
knew the landscape, one would know the builder and

then could proceed to an understanding of human-
environment relationships.

Many contend that philosopher Michel Foucault
set the stage for contemporary urban postmodern criti-
cal inquiry by opening a dialogue on space, power, and
knowledge. Others point to Jean-Frangois Lyotard’s
incredulity toward metanarratives and his rejection
of metatheory while advocating multiplicity. Jean
Baudrillard continued the conversation by proposing
that image or style (simulacra) has supplanted reality
in our highly commodified world and that every-
thing may best be understood as a complex of self-
referential signs; it is the map that engenders the
territory. These theorists accentuated new relation-
ships between the city observer and the city observed,
igniting a reexamination of the social aspects of
spatiality. Cities such as Los Angeles, and even indi-
vidual buildings such as the Bonaventure Hotel in that
city, took privileged positions in this inquiry. Fredric
Jameson’s comments on the Bonaventure Hotel are
especially pertinent because they challenged geog-
raphers to think of this structure as a marker for theo-
retical critical discourse rather than as a referent to
the past.

Jameson’s challenge was accepted by geographers
such as David Harvey, who asserted that the era of
postmodernism is characterized by massive space—
time compression. In the postmodern period, space
and time have virtually disappeared, losing their
meaning and the structure of control they represented.
The loss of the previous referents, particularly time,
meant that geography was poised to contribute mate-
rially to the discourse on the built environment in the
context of critical social theory.

Edward Soja responded directly to this challenge
by drawing, in part, on the works of Michel Foucault
to expose the connections between knowledge and
power in the context of Los Angeles, the quintes-
sential postmodern place, and the works of Henri
Lefebvre, who claimed that social power derives from
and is expressed in space. Soja employed Los Angeles
as a test case of his contention that geography not only
contributes to but also shapes the discourse on critical
social theory. Thus, the built environment emerges as
the marker for a new critical geography.

—Tom L. Martinson

See also Cultural Geography; Infrastructure; Postmodernism;
Urban Geography
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BUREAUCRACY

The term bureaucracy refers to the growing tendency
in modern societies to have power and influence
embedded in institutions in the political, administra-
tive, and economic realms. The term, academically
popularized by Max Weber, points to the pervasive
influence of diverse institutions in determining social
and spatial outcomes in urban, suburban, and rural
settings. Weber, concerned with the roots and sources
of power in Western societies, argued that an ascen-
dant bureaucratization of activities is a dominant
characteristic of the modern era. Bureaucratic organi-
zation, characterized by layers of rules and regula-
tions, casts of managers and gatekeepers, and the
articulated prioritization of efficiency, is identified as
a privileged instrument that governs local life.
Weber’s notion of bureaucracy has been widely
applied by human geographers to explain the control of
resources in contemporary Western society and their
social and spatial outcomes. For example, urban geog-
raphers have used this frame to understand patterns of
residential differentiation and ghettoization in cities.

Key gatekeepers, seen as controlling and managing
scarce urban resources (e.g., mortgage loans, informa-
tion on housing vacancies, government subsidies), are
posited as powerful city operatives. Similarly, politi-
cal geographers have used the bureaucracy notion to
comprehend how political regimes in regions rely on a
bureaucratic—organizational instrumentality to acquire
legitimacy and assert political power. Bureaucracy here
is simultaneously a method of resource allocation, a
mechanism of political control, and a structure to orga-
nize the operation of institutions.

Most of the applications of bureaucracy by geog-
raphers have relied on an early rearticulation of the notion
offered by sociologist Ray Pahl. This notion identifies
the power and influence of local organizations whose
members operate essentially autonomously and uncon-
strained by broader scale processes. A later version,
also offered by Pahl, presents local government as the
central source of organizational power in cities and
society but whose members become increasingly inter-
ested in their own growth and perpetuation. This sec-
ond notion, situating local organizations in a complex
web of propelling forces, has been used less often by
human geographers.

—David Wilson

See also Ghetto; Power; Segregation; Urban Geography;
Urban Social Movements
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CAPITAL

Typically viewed as an accumulation of anything of
value, interpretations of capital have multiplied into a
broad range of meanings. In its simplest form, capital
refers to the value of accumulated goods, although
some would suggest that this definition be limited
to the value of accumulated goods that will be used
to generate profits. The valuation of capital may be
based on its use value (the value of the capital in the
production of other goods), its exchange value (the
value of the capital in trade for other goods), or its
labor value (the labor cost of reproducing the goods).

Although capital often is viewed as synonymous
with money, capital has the additional property of
convertibility. Capital can be easily converted from
money into labor, into commodities, and then back
into money. This conversion (or circulation or trade)
can cause capital to increase in value. For example,
when capital is converted into labor (via the payment
of $10 in wages to a coal miner), the labor produces
a commodity (coal). If the coal is later sold for $12,
then $10 of money was converted into $12 of com-
modity via circulation. Money is a special case of cap-
ital because it can be deployed either as capital (e.g.,
to increase the value of existing capital stocks) or in
nonproductive activities (e.g., entertainment). Capital’s
meaning was derived from royal capital grants of land
during the 15th century. These capital grants formed
the basis of estates that were intended to accumulate
additional capital. The value of capital is tied to its
future potential for productivity.

Some social scientists have moved beyond viewing
capital as a thing and instead conceive of capital using
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the Marxist perspective of capital as a social relation.
This definition of capital is used to refer to the class of
people who possess capital. This elite group of people
use their capital to employ (and control) the working
class (or proletariat). Membership in the working class
is defined by the lack of capital; the only commodity
of value possessed by the working class is their labor
power, which is traded for wages. The exchange of cap-
ital (money) for labor (and the rules that govern this
exchange) comprises this social relation.

Geographic research on capital has focused largely
on the flow and availability of capital for investment
and on the role of the social relations created by capi-
tal in creating patterns of uneven economic develop-
ment and environmental impacts at the individual,
local, regional, and global scales.

—William Graves

See also Economic Geography; Factors of Production;
Marxism, Geography and
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CARRYING CAPACITY

The concept of carrying capacity is borrowed from
ecology, where it is defined as the maximum number
of a given species that can be supported indefinitely in
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a given habitat without permanently reducing its
productivity. This definition needs to be modified
for humans because they can eliminate competitive
species, import resources, and adopt technologies to
sustain numbers.

Human carrying capacity is particularly difficult to
predict because it depends not only on poorly under-
stood natural constraints, such as sustainable soil fer-
tility and climatic uncertainties, but also on a whole
gamut of socioeconomic factors, such as migration,
demography, values and fashions, individual versus
collective choice, and even religion. And in a world
where trade is global and commons such as the seas
and atmosphere are shared, the notion of carrying
capacity at anything but the global level is not helpful.

It is useful to distinguish between the actual popu-
lation that can be sustained under a possible techno-
logical fix (biophysical carrying capacity) and the
number that might be sustained under a pattern of
resource consumption associated with a particular
social system (social carrying capacity). At any level
of economic development, the social carrying capac-
ity will always be less than the biophysical one. After
all, no one wants to live like factory-farmed animals
or to live on a diet of bread; choice and freedom of
action are part and parcel of development, and not all
states will want to eat from the same menu. It is also
worth noting that technological fixes cannot make
the biophysical carrying capacity infinite because ulti-
mately there are technical limits to photosynthetic
efficiency and the production of carbohydrates.

Models of global carrying capacity have varied
dramatically in their predictions. The Limits to Growth
study published by the Club of Rome in 1972 predicted,
rather pessimistically, that within 100 years of that time
society would run out of renewable resources, leading
to a precipitous collapse in the world economic sys-
tem and food production and ultimately resulting in
a soaring increase in the death rate and disastrous
population decline.

In contrast, optimistic models, such as that put for-
ward in The Next 200 Years: A Scenario for America
and the World, predict a densely populated world with
no poverty and humans in control of the forces of
nature. Optimistic scenarios are contingent on contin-
ually improving technologies developed as and when
needed. This is a somewhat utopian vision given
the repeated catastrophic impacts of hurricanes on
the U.S. Gulf Coast and the prolonged droughts in the
Sahel.

Maintaining any carrying capacity requires sustain-
ability, and there are reasons to believe that many global
resources are becoming severely degraded. Irreversible
land degradation is widespread, atmospheric pollution is
a feature of many industrial regions, and even the oceans
are not without damage as measured by the catastrophic
decline of many of the oceans’ fish stocks. All of these
impacts indicate beyond any doubt that global social
carrying capacity has already been exceeded. And car-
rying capacity models have not even begun to include
variables such as global warming. Even if people can be
persuaded to change their lifestyles, maximizing carry-
ing capacity requires better social, political, and eco-
nomic global governance.

—Peter Vincent
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CARTELS

Cartels are associations of independent business firms
or nations usually involved in the same industry. Their
purpose is to regulate the production, pricing, and
marketing of goods by their members. Cartels aim to
increase market share. They have been particularly
common in the mineral sector. In market economies
such as the United States, cartels are carefully moni-
tored because of possible collusion and price fixing.
As a result, noncartel nations fear unfair comparative
advantages. Some market analysts consider cartels as
monopolistic and guilty of triggering price distortions
in commodity trading. By forcing prices up collec-
tively, members of cartels avoid direct competition with
each other yet maintain high market share and profits.

Cartel agreements identify how, when, where, and
at what price a given commodity will be exploited.
Perhaps the most renowned cartel is the Organization
of Petroleum Exporting Countries (OPEC). It was
established in 1960 to manage the network of oil pro-
duction and distribution as well as to ensure tighter
control over the price of crude oil. The tripling of oil
prices by OPEC in 1973 demonstrated the full force
that cartels can impose on the global economy and
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cast that particular organization as a powerful political
and economic force.

Although much attention has focused on OPEC, it
is a relatively new cartel. Older mineral cartels such
as the one for tin were designed by suppliers to keep
prices high. However, the high prices of tin during the
first half of the 20th century led to tin recycling that,
in turn, curtailed demand for this nonferrous metal.
Competition from other materials such as aluminum
and plastics also kept tin prices relatively low.

If the aim of these consortia is to control the supplies
and prices of their minerals, their effectiveness has been
uneven. Cartels for mercury and bauxite, for instance,
have had mixed results. The record shows that when
minerals are more geographically concentrated (e.g.,
oil in the Middle East), cartels tend to be more effective
at establishing global prices and supplies than when
mineral operations are more dispersed.

Cartels can afford member nations a way in which to
countervail the forces imposed by transnational corpo-
rations such as Exxon, Shell, and Alcoa. Multinational
corporations’ first allegiance is to investors and not the
needs of the exporting nations. Nonetheless, it would
be inaccurate to characterize all national members of
cartels as benevolent market economies; recent contro-
versies in Saudi Arabia, Russia, and Venezuela suggest
otherwise. So long as labor costs for mineral extraction
help keep mineral extraction in developing nations
lower than comparable sites in more developed nations,
cartels will exercise considerable power, especially in
the hydrocarbon sectors (oil and gas).

—Joseph Scarpaci

See also Transnational Corporations
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CARTOGRAM

A cartogram is a map projection that uses purposeful
distortion to represent some terrestrial phenomena
on a geographic map. In this sense, Mercator’s projection
is a cartogram because it distorts distances to represent

loxodromic (rthumb line) directions, and all maps have
some distortion of the two-dimensional surface of the
earth. In more conventional parlance, there are three
main types. One of these uses a metric scale other than
kilometers to represent distance on the map, generally
from one or two places. The map scale may be in min-
utes of travel time, dollar costs, or other units of incon-
venience. The most common type is centered at a
specific place. On a normal map, the same relation often
is shown by isochrones or isotims. To show simultaneous
relationships from more than two places on one graphic
requires an approximation, usually calculated using a
trilateration, multidimensional scaling, or least squares.

The second common type of cartogram stretches
space according to the density of some distribution on
the earth, often population or resources by country.
Within this class, there are three subtypes. One of
these is the rectangular cartogram of Erwin Raisz,
also called a value-by-area map. A second subtype is
the noncontiguous cartograms introduced by J. Olson.
The more common variant is represented by a contin-
uous map, also called a contiguous cartogram. This
latter group, a generalization of the equal area class
of map projection, has been the subject of numerous
construction algorithms, including many recent ones
using computers. This is in part because the single
defining equation is not sufficient to render a unique
solution. In some cases, the value-by-area property is
relaxed to better preserve recognizable shapes.

The most common use of contiguous cartograms is as
a graphic display to contrast the geographic distribution
of some phenomenon in comparison with the conven-
tional map. On occasion, a second geographic variable is
shown (often by distinct colors) on the cartogrammatic
base map, for example, per capita income on a world
population cartogram. Another use, most common in
epidemiology, is to present the geographic arrangement
of some distribution of concern to examine whether or
not clusters are related or dependent on the distribution
of people. Cartograms may also be used as an anamor-
phose designed to solve a specific theoretical problem.

The third map subtype maintains topological rela-
tions but not metric distances. The classic example is
the London subway diagram, where the order of sta-
tions is correct but the distances between them are not.
Early railroad advertising maps were similar.

—Waldo Tobler

See also Cartography
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CARTOGRAPHY

Cartography can be concisely and classically defined
as the art, science, and technology of making maps.
The popular associations of the word with techniques
of map making are a reflection of its lexical routes in
cart (French for map) and graffiti (Greek for writing).

More specifically, cartography is a unique set of
transformations for the creation and manipulation of
visual or virtual representations of spatial information,
most commonly maps, to facilitate the exploration,
analysis, understanding, and communication of infor-
mation about that space. Maps are a symbolized repre-
sentation of a spatial reality designed for use when
spatial relationships are of primary interest. This
sweeping definition would encompass all types of
maps, plans, charts and sections, three-dimensional
models, and globes representing spatial information or
any celestial body at any scale. Cartography, therefore,
has many variables of meaning but can be broadly con-
sidered as the process and study of map making. It is
more than an art/craft or a technology for producing
artifacts (maps); it is a science seeking to abstract
general truths and principles about this process.

The nature of cartography reflects the human need
to have a spatial awareness and knowledge of the
environment. This has been expressed from times
of prehistory in cave drawings to the present day in

complex computer models and virtual worlds. In this
sense, maps historically have acted, and continue to
act, as external aids for spatial communication and to
facilitate the investigation, analysis, and discussion of
spatial problems.

DEFINING MAPS

Put simply, a map is a model of spatial information.
Traditionally, maps often were classified according to
their subject or purpose—navigation charts, cadastral
maps showing land ownership, topographic maps,
general reference maps, thematic or statistical maps,
maps illustrating a particular theme, and so on. It is
now preferable to think of maps along different
dimensions. A map can be permanent and hard copy
(on paper) or virtual (existing in digital or cognitive
[mental map] form). Maps can be visible (able to
be seen) or invisible (stored in a computer database).
Maps can be readily manipulated among these forms:
paper (permanent: visible and tangible), on a com-
puter screen (virtual: visible but not tangible), stored
on a disk (virtual: invisible but tangible), and accessi-
ble over a network from a database such as the World
Wide Web (virtual: invisible and intangible). Maps
now have the capacity for additional functionalities;
they can be dynamic, animated in real time, designed
with new variables such as sound, and interactive
(containing hyperlinks to connect with additional
information within the related database), thereby
offering sources well beyond their visible content.
Maps help users to navigate through geospace via
associated network-linked databases of geospatially
related information. Maps can be used as single vir-
tual images or as collections of such images accessi-
ble on CDs or over a network, they can be used as part
of an interactive system in which the user/decision
maker is able to select and interact with previously
assembled maps, and they can be used to access data-
bases (via an interface map) to search and customize
what is needed. This facilitates a novel dynamic two-
way process of interacting with spatial information.

CARTOGRAPHIC TRANSFORMATIONS

These map types have been developed due to recent
transformations in cartography. Since the 1960s, car-
tography has become increasingly computer assisted
with (a) the development of software and hardware
to facilitate map production, (b) the flexibility and
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user-friendliness of the graphical user interface and
widespread development of desktop publishing soft-
ware, and (c) the rise of the use of geographic informa-
tion systems (GIS), which has led to a renewed interest
in cartography and the power of maps as the critical end
point in the public display of complex and systematic
geographic analysis. A GIS is a specialist information
system that processes geographic/geospatial informa-
tion combining software, hardware, data, data transfer
systems, procedures, and humans, facilitating the
analysis and display of geographic and related infor-
mation. The advent of the Internet, and in particular the
Web, has led to a proliferation of maps and mapping
services. This has increased the amount of geospatial
information available to nonexperts and the authoring
of maps by many nontraditional cartographers. Parallel
to this, new issues around ownership, access, and
the security of information have developed. Further
insights into cartographic products have been gained
through cartographic visualization. Here a generalized,
symbolized, and measurable visual image is explored
in a cartographic manner to reveal previously unknown
relationships or patterns within the data. Thus, an ani-
mated interactive digital terrain model is a form of
cartographic visualization. With recent technological
developments in positioning systems and mobile com-
puting, a new realm of cartography is emerging in the
form of portable digital mapping delivered to personal
data assistants or mobile telephones with personalized
content and geographically contextual relevant infor-
mation. Cartography is now used on a wide range of
scales, from displaying the minute DNA in medical
imaging to illustrating the vast displays of interstellar
systems.

CARTOGRAPHIC RESEARCH AREAS

The technical advances of cartography have been par-
alleled by the recognition of the social origins and
consequences of maps, including the power of maps
as used for colonial, navigation, war, propaganda,
ownership, and territorial agendas and their role in
framing and shaping the power and knowledge that
led to the role they played in the understanding of
geographies of the modern world. Cartography is a
complex, culturally embedded process situated within
historically specific contexts.

There has been a rise of technical and computa-
tional approaches that have led to an increase in ana-
lytical tools, symbolic codes, comprehension of data

values, spatial patterns, and geographic relationships
derived from developments in computer science and
other disciplines. At the same time, cartography has
been challenged as an objective rational science; its
ability to create an accurate and objective scaled
representation of reality has been challenged due to
inherent problems with representation and those of
cartographic generalization, selection, and classifica-
tion with the need to suppress, smooth, and displace
features. These problems have been known for a long
time but have been explored more systematically in a
technical manner attempting to quantify uncertainty
and imprecision.

The creativity of the artistic process involved in
cartography has long been acknowledged. Art is most
apparent by the use of emotive symbols, the choice
of colors for graphical representation, and the use of
decoration; hence, maps are prized as works of art. In
addition, there is an awareness of the role of the imag-
ination and artistic processes involved during the clas-
sic cartographic methodological problems of framing
selection, classification, and composition.

Cartography is a vibrant field, combining research
and ideas from many disciplines that are relevant
to social and scientific inquiry. Cartography’s broad
reach and impact on our lives continue to evolve with
new developments in visualization and on the Web,
such as cybercartography, taking cartography into
areas of augmented and virtual reality.

—Daniel Jacobson

See also GIS; Spaces of Representation; Vision
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CELLULAR AUTOMATA

Cellular automata are a class of abstract models that
exhibit complex spatial dynamics. Cellular automata
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are attractive as relatively simple representations of
apparently complex processes. In human geography,
cellular automata have been used to model urban
development and sprawl, land use and land cover
change, and the spatial interactions of social groups.

In computer science, an automaton is a machine
whose internal state changes in response to its current
state and the state of its inputs. A cellular automaton
(CA) is a collection of identical automata intercon-
nected in a lattice or an array, so that the inputs to
each automaton are the states of neighboring automata.
Each automaton is a cell whose evolution is governed
by its current state and by the changing states of
neighboring cells. In geographic applications, two-
dimensional grid arrays with each cell connected to
its four or eight immediate neighbors are most com-
mon, although other array configurations are possible.
The mapping that defines how each combination of
the current and neighboring states of a cell leads to the
next state is termed a rule. A rule may be determinis-
tic or stochastic, and cell state changes may occur
simultaneously for all cells or sequentially.

This description gives little sense of the variety
of dynamic behavior exhibited by cellular automata.
John Conway’s “Game of Life” generates patterns
reminiscent of the development of cell cultures on a
microscope slide from a very simple rule and is the
best-known example, with many free implementations
available on-line. In general, there is no way to predict
the global behavior of a cellular automaton from the
rule governing its behavior at the local cellular level.
This characteristic resonates strongly with the issue of
understanding how processes scale up and down in
geography.

In human geography and planning, CAs have
served both as simple abstract models and as the basis
for more complicated models of urban development
and sprawl, land use and land cover change, and the
spatial interaction of social groups. Consider, for
example, how land use and land cover change can be
represented in a CA. Using remote-sensed imagery,
land cover classification may be assigned to every cell
on a map grid. Possible and likely transitions in land
cover classes can be described as a rule, so that land
cover dynamics are represented by the evolution of a
CA. For example, land classified as “industrial” might
change to “derelict” but not immediately to “park-
land.” A simpler example might use only two cell
states, developed and not developed, to explore urban
growth and sprawl.

Models along these lines have been presented by
Michael Batty, Keith Clarke, and Roger White, among
others. Many departures from the standard CA archi-
tecture are typical in geographic applications. In
particular, geographers have been concerned with
accommodating nonlocal interaction between cells
and have experimented with cell update sequences
that do not require all cells to consider changes at
every time step in model evolution. The implications
of departing from regular grid arrays have also been
explored.

Opinions differ as to the usefulness of CA-based
models in geography. Although the potential for
developing models that intrinsically capture how local
interactions scale up to create global patterns is wel-
come, for some the framework is too restrictive for
the development of truly useful simulation models.
However, the pedagogic value of simple CA models
in showing how local effects can combine to produce
unexpected outcomes is widely acknowledged.

—David O’Sullivan
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CENSUS

A census is a periodic enumeration of people, the
value of their property, and other general characteris-
tics of a country. Historically, it was a way for leaders
to assess how many men could be mobilized for war
and how much property could be taxed. The first U.S.
census was taken in 1790, under the direction of
Secretary of State Thomas Jefferson, for the purpose
of apportioning seats in the House of Representatives
to the original 13 states. The U.S. Constitution man-
dated that Congress conduct a census every 10 years
to collect information needed to reapportion Congress
and to gauge the state of the nation. The practice
of taking a census spread across Europe during the
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19th century and then spread to the rest of the world
after World War II.

The census provides a wealth of spatially refer-
enced data. The provision of universal coverage—that
everyone in a specified territory is counted and
described—enables geographers to map the popula-
tion and its characteristics comprehensively. The cen-
sus’s periodic quality allows analysis over both time
and space. Census data are used widely to monitor
income and poverty levels of a population, to locate
medical services, to design transportation systems,
and to track the changing skill levels of the labor
force. Despite their usefulness in public policymak-
ing, decennial census data become increasingly out-
dated as the decade progresses and spatial detail is
sometimes sacrificed to meet census confidentiality
provisions.

Although censuses often are depicted as “objec-
tive” sources of information, it is increasingly clear
that there are limits to this objectivity. It is nearly
impossible to count every member of a population,
especially in a large, diverse, and constantly moving
population. It was just such a challenge that led in
1980 to the idea of a postenumeration survey by the
U.S. census to adjust the head count based on the
known undercount of urban minorities and the known
overcount of suburban whites. However, partisan
politics interfered. In 1998, the U.S. Supreme Court
prohibited the use of sampling for apportionment, and
the U.S. Bureau of the Census decided not to adjust
the 2000 census for redistricting purposes.

The taking of a national census is an expression
of national identity—this is who we are as a people.
The organization of people into categories reflects a
resolve among elites to set boundaries and develop
cultural identities within the larger group—to distinguish
among peoples, religions, languages, and regions.
Racial and ethnic classification systems derive from
and reinforce race and ethnicity as sources of group
identity. Groups that advocated for the opportunity
to choose two or more races in the 2000 census justi-
fied it with the language of social identity. Although
civil rights enforcement favors a small number of
categories, a growing multiracial society requires a
larger number for choice, self-expression, and cultural
identity.

—Pat Gober

See also Census Tracts; Population, Geography of
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CENSUS TRACTS

Census tracts are small, relatively stable statistical
areas that generally contain between 1,500 and 8,000
people, with an optimal population of 4,000. They
belong to a hierarchical system for organizing the ter-
ritory of the United States for census-taking purposes.
The country is divided first into regions and subdivi-
sions, then into states and counties, and finally into
census tracts, block groups, and blocks. Census tracts
are delineated by local census statistical area commit-
tees following U.S. Bureau of the Census guidelines.
Their spatial sizes vary widely depending on the den-
sity of settlement. Census tract boundaries are defined
with the idea that they will be maintained over many
decades so that comparisons can be made from one
census to the next, but physical changes in street pat-
terns and new development may result in boundary
revisions. In areas of rapid growth, census tracts often
are split; in areas of substantial population decline,
they are sometimes combined.

In 1906, the idea of collecting census information
for small areas was first put forth by Walter Laidlaw,
who studied neighborhoods in New York City. In
response to his request, the Bureau of the Census
tabulated information from the 1910 census by census
tracts for eight cities with populations larger than
500,000: New York, Baltimore, Boston, Cleveland,
Chicago, Philadelphia, Pittsburgh, and St. Louis. Data
for the same eight cities were again tabulated in the
1920 census. In 1930, the number of cities was
increased to 18. Data were not published but were
made available by the Bureau of the Census for pur-
chase. Beginning with the 1940 census, the Bureau of
the Census established the census tract as an official
geographic unit and published the tabulations for
large cities. By 1990, census tracts were delineated for
most metropolitan areas and other densely popu-
lated counties, and six states (California, Connecticut,
Delaware, Hawaii, New Jersey, and Rhode Island)
paid a fee to have complete tract coverage. The 2000



32 Central Business District

census was the first in which the entire United States
was covered by census tracts.

Census tract boundaries are available from the
Bureau of the Census’s Topologically Integrated
Encoding and Referencing (TIGER) files. Files from
the TIGER database can be downloaded directly into
geographic information systems (GIS) software and
used to map a variety of census tract features, includ-
ing demographic (e.g., age, race, ethnicity, gender),
social (e.g., education, place of birth, ancestry), eco-
nomic (e.g., income, occupation, employment, poverty
status), and housing (e.g., size, age, type, value, pres-
ence of plumbing and heating facilities) character-
istics. Census tract maps commonly are used to
represent intraurban variation because tracts generally
are small enough to be somewhat similar in income,
housing, and other characteristics but large enough
to avoid a visually unmanageable number of spatial
units. In addition, the use of tracts usually avoids
missing data problems stemming from census disclo-
sure rules. Census participants are promised that the
information collected about them as individuals and
households will remain confidential.

—Pat Gober

See also Census; Population, Geography of
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CENTRAL BUSINESS DISTRICT

The central business district (CBD), a term coined
by the Chicago School of urbanists during the 1920s,
refers to the downtown of urban areas. Because of its
maximum proximity to all parts of the metropolis, this
location is geographically advantaged, allowing firms
located there the greatest access to urban labor sup-
plies, one another, clients and customers, the infra-
structure, and specialized pools of information. Thus,
the CBD offers a comparative advantage in vertically
disintegrated types of production where firms have
many linkages to one another, and locating there
allows those firms with high transportation costs
(i.e., multiple inputs and outputs) to minimize costs by

taking advantages of the agglomeration economies
readily available there. Because accessibility is the
major determinant of land values and land use, loca-
tions in the CBD typically command very high rents
(including the peak value intersection) and are marked
by high degrees of vertical real estate development.

The form and function of the CBD have changed
significantly over time, reflecting broad structural
changes in the local, regional, national, and global
economies. During the 19th century, when city sizes
in the United States were relatively small, CBDs were
comparatively less well developed. In larger metro-
politan regions, they often were characterized by webs
of small manufacturing firms and smokestacks. Well
into the 1920s, when Ernest Burgess and others
first theorized about the CBD, the location was sur-
rounded by blue-collar, working-class neighborhoods
(the “zone of workingmen’s homes” in classical social
ecology). Many CBDs also contained important retail
functions.

However, during the 1880s and 1890s, a period
marked by the emergence of producer services and
the transition from local to national economies, CBDs
became larger and more complex. As multiestablishment
corporations began to dominate national economies,
CBDs became the command-and-control centers of
cities, including the headquarters of many firms. Thus,
their landscapes were increasingly given over to sky-
scrapers, an innovation made possible by technological
developments such as structural steel, the elevator, the
telephone, and mass transit. By the 1960s, this process
was more or less complete in the United States, and
CBDs were marked by dense complexes of steel and
glass towers occupied by workers in producer services
such as finance, law, accounting, and insurance.

However, suburbanization, “white flight,” and
industrial decentralization took their toll. In many
American cities plagued by deindustrialization and
capital disinvestment, neighborhoods near CBDs dur-
ing the 1970s and 1980s experienced sharp economic
declines, including rising levels of poverty, unem-
ployment, and homelessness. Many downtowns, par-
ticularly in the Northeast and the Midwest, exhibited
closed factories and warehouses. The suburbanization
of retailing and the evacuation of middle-class pur-
chasing power led many downtown stores to close.

By the 1990s, as globalization and the explosion of
producer services ushered in a new round of growth
and investments, many CBDs were reclaimed by
corporations, a process accompanied by widespread
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gentrification and the associated influx of professional
workers. Today, CBDs are typically the primary
points of entry for the forces of globalization in the
American city; large parts of the downtowns of many
U.S. cities are owned by foreign firms, including large
real estate interests. Despite the telecommunications
revolution, CBDs continue to facilitate face-to-face
interactions, another indication of their long-standing
importance to the creation of urban agglomeration
effects.

—Barney Warf

See also Chicago School; Urban Geography
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CHICAGO SCHOOL

Between the two world wars, Chicago emerged as
the epicenter of American social science, particularly
with regards to urban analysis. As the prototype of
the rapidly growing, industrialized city populated by
streams of immigrants, Chicago became the prototyp-
ical example of American urbanization. The Univer-
sity of Chicago played a major role in disciplines such
as economics, sociology, and geography. Within this
context, the Chicago School of urban studies arose
and was enormously influential in sociology and
geography for the next several decades.

The origins and success of the Chicago School lay
largely with its nominal leader, Robert E. Park, a for-
mer journalist turned teacher. The Chicago School is
credited with the first systematic attempt to understand
the dynamics of urban areas, including social change,
urban planning, and territoriality. In 1925, Park, Ernest
Burgess, and Roderick McKenzie published The City, a
series of interpretive essays about the cultural patterns
of urban life, a volume that both summarized and
inspired a long tradition of urban ethnography. Chicago
School practitioners, who inaugurated the creation of
the tradition of detailed case studies, ranged far and
wide over the city, studying the wealthy, immigrants,
hobos, the destitute, dance halls, criminals, prostitutes,
and anyone else they could in an attempt to draw as rich

and detailed a portrait of the city as possible. In the
process, they irrevocably fused the study of space and
the study of society.

The first paradigm of urban structure offered by
Chicago School theorists, particularly McKenzie, cen-
tered on a biological metaphor of the city as an urban
jungle, a view derived in large part from the social
Darwinism prevalent during the early 20th century.
Thus, for example, the displacement of one ethnic
group by another in a given neighborhood was framed
as a process of invasion and succession, a model that
drew directly from studies of how one plant species dis-
placed another through successive stages in the evolu-
tion of ecosystems. Later, this biological metaphor
would be dropped in the face of stinging criticisms that
it lacked a coherent account of social relations and
naturalized the inequality of urban areas. Throughout
the Chicago School’s worldview, competition appears
repeatedly as a driving force behind ethnic and class
segregation.

Chicago School theorists also drew on the urban
sociology of Ferdinand Tonnies and notions such as
Gemeinschaft and Gesellschaft to examine the phe-
nomenology of urbanization in light of the massive
rural-to-urban migration that was then characteristic
of most U.S. cities. In this reading, urbanization rep-
resented the annihilation of mythologized rural com-
munities in which everyone knew everyone else. In
contrast to small towns in which everyone ostensibly
was intimately connected to everyone else and pre-
sented the same sense of self under all contexts,
urbanization was held to decompose these traditional
bonds and erode the foundations of mutual trust.
Cities, it was held, were not conducive to the forma-
tion of a sense of community. Louis Wirth, in particu-
lar, advocated a desolate but compelling view of city
life as structured around three major axes: size, den-
sity, and heterogeneity. Size or total population, he
held, created a climate that was inherently predatory,
utilitarian, uncaring, and commodified; strangers were
rare in small towns but were the norm in large cities.
Density, he argued, led people to be close physically
but not emotionally; indeed, alienation was the norm.
Finally, social and cultural heterogeneity, manifested
in the diverse lifestyles found in large cities, generated
few of the common values necessary to the success
of healthy communities. The result was allegedly the
widespread presence of crime and other social pathol-
ogies ranging from suicide to psychoses. (Subsequent
work, it should be noted, has rectified this stereotype
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Figure 1 Burgess’s Concentric Ring Model

by pointing to the high crime rates in many small
cities and the presence of healthy, vibrant urban
neighborhoods.)

Perhaps the most famous products of the Chicago
School are three models of urban social structure
repeated endlessly in introductory sociology and
geography textbooks. The first of these, proposed
by Burgess in 1927, was the concentric ring model
(Figure 1), which, extrapolating from the specific
instance of Chicago, viewed the city as a series of
rings of varying size centered on the central business
district (CBD), a term coined by the Chicago School.
Adjacent to the CBD was a zone of factories and
warehouses, sometimes called a “zone of transition.”
Moving outward, this was followed by the “zone of
workingmen’s homes” (i.e., working-class, blue-
collar communities). Yet farther out were the medium-
income and then high-income belts of suburbia.
Burgess observed that cities tend to expand horizon-
tally as the wealthy had new homes constructed on
the urban periphery. As they came to occupy these,
the relocation of families outward set off a chain of
vacancies that reverberated across the urban landscape
as less-well-off families, in turn, occupied the cast-off
mansions of the rich, a process known as filtering or
the trickle-down theory of housing supply. Moreover,
Burgess observed a paradox: Low-income residents in
cities lived on expensive accessible land near the urban
core, whereas more-well-to-do inhabitants of wealthier
rings occupied less expensive land. This paradox, he
noted, was easily explained by the population density
curves characteristic of cities that decline exponentially
with distance from the CBD. The poor, crowded in dense

A CBD

B1 Zone of transition

B2 Blue-collar housing
C Middle-class housing
D Commuter suburbs

B2
B1

Figure 2 Hoyt’s Sector Model

communities, collectively generate high-aggregate rents
that create relatively high rates of profit in inner-city
areas, whereas the low-density environments of
the wealthier classes reduce the profitability of the less
accessible periphery.

In contrast to the rigid geometry of the Burgess
model, Homer Hoyt, an economist and another influ-
ential Chicago School theorist, proposed the sector
model of urban growth in 1939 based on an empirical
analysis of 142 cities (Figure 2). In this view, rather
than concentric rings, urban growth occurred along
transportation lines centered on the CBD. Once parts
of the central city acquired distinctive uses, they radi-
ated outward. High-income land uses played a deter-
mining role in shaping the rest of the city, growing
along waterfronts, along high-altitude areas, or toward
other high-income neighborhoods, and other uses
filled in the spaces between them. Rather than belts,
socioeconomic groups occupy sectors or wedges. The
wealthy, with the greatest ability to pay, outcompeted
less advantaged groups for the most desirable locales,
generally far from the disamenities of factories and
railroad lines. Low-income groups found themselves
confined in zones relatively far from the wealthy.

Finally, the third of the Chicago School trilogy,
proposed by Chauncy Harris and Edward Ullman in
1945, was called the multiple nuclei model (Figure 3).
Essentially, this view attempted to rectify the perceived
simplistic shortcomings of the previous two models. It
maintained that American cities did not have a single
city center but rather had become polycentric, with
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Figure 3 Harris and Ullman’s Multiple Nuclei Model

many nuclei around which land uses were organized in a
complex quilt. Rather than a single overarching logic, this
perspective maintained that certain land uses would repel
one another while others might be mutually attractive.

Although the Chicago School began to diminish in
importance shortly after World War 11, its ideas were
carried into urban sociology and geography for many
years afterward. For example, social ecologists during
the 1960s, armed with multivariate statistical methods
and census data, argued that each of the three classic
models effectively captured a different aspect of urban
social space. Thus, family status was distributed in
rings, per Burgess’s concentric ring model, reflecting
the dynamics of the family life cycle. Economic class
was held to occur in sectors conforming to Hoyt’s
theory of land use. Finally, ethnicity was theorized to
reflect the dense nucleations of different immigrant
groups, as proposed by the multiple nuclei model.

The Chicago School essentially defined American
urban analysis throughout the 20th century. More
recently, however, attempts by urban political econo-
mists to reveal the complex dynamics of globaliza-
tion and immigration in a postindustrial context have
yielded the so-called Los Angeles School, which takes
the southern California metropolis, rather than Chicago,
as its point of departure.

—Barney Warf

See also Central Business District; Invasion—Succession;
Neighborhood; Urban Geography

life. American Journal of Sociology,
44, 1-24.

CHILDREN, GEOGRAPHY OF

Geographers began researching the worlds of children
during the mid-20th century, but it was not until
recently that the notion of children’s geographies devel-
oped as a coherent aspect of the discipline. Earlier work
documented regional variations in child welfare or,
spurred by the growth of behavioral and perceptual
geography, focused on children’s mapping abilities
and environmental competences. Although this kind of
work continues today, geographic research since the
1990s is perhaps most influenced by feminist and post-
structural theories. For the most part, these new per-
spectives form a critical and reflexive engagement with
the lives of young people, focusing on positionalities,
playfulness, and prescriptions for spatial justice and the
celebration of difference. This new research embraces
the places and scales from which young people inform
and are informed by their world. It elaborates the
nuances and complexities of children’s so-called devel-
opment in a way that belies older linear and decontex-
tualized ways of knowing. It positions children more
forcefully in their local environments and at the heart of
larger globalization processes.

BUILDING A PLACE FOR
CHILDREN IN GEOGRAPHY

The contemporary origins of geographers’ interests
in children may be traced to William Bunge’s 1960s
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expeditions in Detroit and Toronto. Focusing specifi-
cally on the spatial oppression of children, Bunge
argued that young people are the ultimate victims of the
political, economic, and social forces that contrive the
geographies of the built environment. Starting with
observations of working-class children at play in inner-
city neighborhoods, Bunge’s expeditions employed a
myriad of quantitative and qualitative, as well as aggre-
gate and individualistic, approaches to the study of
spatial structure and interaction without losing sight of
the central theme of children’s oppression.

Around the same time, geographers and environ-
mental psychologists adopted experimental science
and humanistic approaches to explore children’s cog-
nitive development and wayfinding as well as their
imaginative play and sense of place. Although much
of this work lacked the political edge of Bunge’s expe-
ditions, it opened up for geographers some of the
developmental theories elaborated by Jean Piaget,
Erik Erikson, and others.

During the 1980s, a number of researchers built on
this groundbreaking work, making significant contri-
butions that focused, for example, on the effects on
children of spatial inequalities in the distribution of
health, housing, and educational resources or on how
children were positioned in relation to environmental
hazards and poverty. Other researchers were drawn
to new social studies of childhood that critiqued the
notion of childhood as a developmental phase that
leaves children as less than adult and suggested
instead that children are competent actors in and of
themselves. This research joined with feminist and
poststructural thinking to rekindle geographic interest
in Bunge’s commitment to give children a voice in an
adult-oriented world.

CHILDREN AS COMPETENT
GEOGRAPHIC ACTORS

Feminist sensitivity to difference, diversity, and polit-
ical activism focused discussion on children as
competent social and spatial actors rather than as a
marginalized social group. Children are considered
able to actively resist and subvert adult definitions of
their lives. The concepts of competence and agency
form the basis of a body of work on the ways in which
young people appropriate adult public space and
develop ingenious ways of adapting everyday envi-
ronments to their own uses. Other studies note young
people’s independence within the virtual geographies

of video gaming, e-mail, and the Internet. Still other
studies focus on the autonomous spaces of children,
their labor, and their contributions to productive activ-
ities. Some of this work has raised the issue of
children’s rights, spatial justice, and the problematic
relations between childhood and citizenship.
Contemporary poststructural geographic per-
spectives contest traditional notions of children and
space with nonlinear notions of development, nomadic
spaces of play, and nonmechanistic ideas of rights
and discipline. Drawing from the work of Michel
Foucault, geographers study the ways in which
children’s activities are scrutinized through panoptic
surveillance and how children are disciplined through
exclusion from adult spaces and placement in special,
often commodified, and seemingly child-friendly
places. Other poststructuralists focused on the prob-
lematic linearity of child development. Piagetian
theory, for example, formalizes stages of childhood in
a series of hierarchical stages of intellectual develop-
ment to the extent that children’s completeness is
determined by biological age. Alternatively, it is pos-
sible to think of children as being rather than becom-
ing, and so-called development need not be gauged
against some normative standard that ultimately
culminates in adulthood. Arguments here suggest
that child development does not take place in two-
dimensional spaces, with children’s horizons expand-
ing from crib to home to neighborhood and so forth.
The work of Gilles Deleuze and Felix Guattari invites
perspectives in which adults create striated spaces for
young people through rules, routines, and structures,
whereas the more chaotic spaces created by children
are rendered smooth. These smooth and striated
spaces coexist and subvert and taint each other; they
are intertwined and entangled together. Space exists
only as relations of smoothing and striation, and
neither children nor adults have a monopoly on the
processes that elaborate these geographies. Thus, the
entangled worlds of adults and children are understood
as continually maneuvering around and modifying
each other, casting doubts on the certainty with which
spaces of adulthood and childhood are contrived.

PLACING CHILDREN AT THE
HEART OF GLOBALIZATION

New wisdom about what constitutes childhood
and adulthood places children closer to the center of
our understanding of consumption, production, and
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reproduction and at the heart of inequities generated
by globalization. In a connected world of flexible
capital and instantaneous market adjustments, local
places are increasingly important for understanding
the children. And geographers see young people as
something more that a simple tabla rasa on which the
will of capital is etched. Children not only become or
develop through the influences of these changing
objects, they also bring the totality of themselves into
cultural life as they actively participate in the day-to-
day workings of places. In the same sense that the
processes of globalization are neither unidirectional
nor even, it is impossible to characterize or position a
uniform context for childhood because the local con-
ditions of global children are so varied. In short, child-
hood not only is constructed in different ways at
different times but also varies depending on where it
is constructed.

—Stuart Aitken

See also Body, Geography of; Critical Human Geography;
Home; Humanistic Geography; Population, Geography of;
Poststructuralism; Social Geography
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CHOROLOGY

Also known as aerial differentiation, chorology comes
from the Greek words for the science of place, in
contrast to chronology. Thus, it has a long history in
geography. Strabo (64 Bc—24 ap), a Greek geographer
working for the Romans, advocated a form of chorol-
ogy in his 17-volume Geography, which was essentially
a handbook for administrators. In contrast, Ptolemy
(87-150 ap), a Roman geographer and astronomer
working in the famous museum at Alexandria, main-
tained that the task of geography is the description of
the earth as a whole. In his eight-volume Guide fo
Geography, Ptolemy ridiculed Strabo’s emphasis on
regions, arguing instead for a holistic view of the earth

and that the regional emphasis was like painting a
person by showing only one of their eyes or ears.
Ptolemy differentiated among geography as the study
of universals, topography as the study of localities, and
chorography as integrating the two.

The great 17th-century geographer Varens (Varenius)
(1622-1650), who wrote the highly influential Geo-
graphia Generalis in 1650, distinguished between
what he called specific geography (concerned with the
unique character of places) and general geography
(concerned with universal laws). Immanuel Kant
(1724-1804), a geographer as well as a philosopher,
played an important role in the historical evolution
of chorology by arguing that, unlike the theoretical
sciences such as chemistry, geography and history
were essentially concerned only with the empirical
and the unique. His views were hugely influential in
subsequent philosophies of space.

During the 19th century, geographers such as Carl
Ritter likewise practiced a form of chorology. Perhaps
its first explicit advocate was Paul Vidal de la Blache
(1845-1918), considered the father of French geog-
raphy, who studied small French rural areas called
pays and their associated styles of life (or genres de
vies). Because the climate of France did not vary
much but lifestyles did, Vidal de la Blache was also
crucial to the introduction of possibilism to the disci-
pline. His German counterpart, Alfred Hettner
(1859-1941), argued in the Kantian tradition that geog-
raphy was the art of regional synthesis (i.e., the pursuit
of interrelations in given areas), an aspect that other
disciplines ignored. Thus, chorology became the basis
of geography’s disciplinary identity.

During the 1920s, American geographers adopted
chorology or aerial differentiation in the aftermath of
the catastrophe of environmental determinism. American
chorology was personified by Richard Hartshorne
(1899-1992), who studied under Hettner and graduated
from the University of Chicago in 1924. In the tradition
of Kant, Hartshorne and his fellow chorologists argued
that the essence of geography was the regional descrip-
tion of regions, including cultural and physical phe-
nomena. Chorologists advocated getting to know
places in great depth with a healthy regard for cartog-
raphy and fieldwork. Because large regions are diverse
and complex, he argued that chorology should focus on
small, relatively homogeneous regions. Hartshorne
maintained that regions are essentially mental concepts,
that is, subjective tools to find meaning and create order
in the landscape. Thus, regions were necessarily
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simplifications and were useful only inasmuch as the
gain in understanding they provided exceeded the loss
of detail. Implicit in Hartshornian chorology was the
view that location served as a form of explanation (i.e.,
proximity was synonymous with causality), leading
to a crude form of spatial determinism reminiscent of
Tobler’s first law. Finally, Hartshorne argued that
because landscapes are essentially stable from a human
perspective (i.e., exhibiting relatively little change in
the course of one lifetime), there was no urgent need
to study the process of change. In arguing that only
by sticking to the facts could we remain objective,
Hartshorne’s line of thought drew on the philosophical
tradition of empiricism in which facts are simply true
without regard for theory. Later, more theory-conscious
geographers acknowledged that all data are theory
laden.

Chorology collapsed during the 1950s as posi-
tivism arose to take its place, beginning with a famous
attack on Hartshorne by Fred Schaefer in 1953.
Schaefer claimed that Hartshorne’s view of geog-
raphy as an integrative science concerned only with
the unique was simplistic. By refusing to search for
explanatory laws, geography condemned itself to
what Schaefer called an immature science. Rather
than idiographic regions, geographers should seek
nomothetic regularities across regions. This critique
helped to open the door to the rise of positivism and
the quantitative revolution.

Although traditional chorology died under the posi-
tivist onslaught, it did experience something of a resur-
rection during the 1980s. Some Marxists, beginning
with Doreen Massey, argued that broad social processes
always play out in different ways in different places.
This perspective led to a renewed respect for the idio-
graphic. What became known as the localities school
approached regions in terms of their historical develop-
ment as they acquired unique combinations of imprints
of different divisions of labor (e.g., investments, labor
market practices, cultural forms). In this view, general
laws of explanation are manifested only in unique
contexts and localities are transformed into objects of
scientific understanding. Unlike the earlier tradition of
chorology, therefore, this approach eschews empiricism
and maintains a central role for theory.

—Barney Warf
See also Empiricism; History of Geography; Idiographic;

Nomothetic; Regional Geography; Tobler’s First Law of
Geography
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CIRCUITS OF CAPITAL

When you stand on a city corner, in the parking lot of
a factory, in a farmer’s field, in the aisle of a super-
market, or even in your own living room, everything
else you can see is a node in the circuit of capital. That
capital circulates—that capital must circulate—seems
obvious enough when seen from the viewers’ gallery
at a stock exchange or when looking at exchange rate
and balance of payment statistics in the business
pages of a newspaper, but must that be the case in
these other places? In fact, everything you see and
experience—the geography of the world—is influenced
by the rhythms of capital circulation. Geography is built
through circulating capital, and even in the most natural
of landscapes your very ability to view it (or not) is
defined by whether and how capital has circulated.

Circuit of capital refers, at its most basic level, to
the movement of capital:

M+MP,LP — C — (M + AM) = M’,

where M is the money capital used to purchase
the means of production (MP) and labor power (LP),
C is the resulting commodity, and M’ is the money
received when the commodity is sold. AM indicates
the surplus value produced in the production process.

There are several things to notice here. First, labor
power in capitalism is itself a commodity and must be
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purchased. Therefore, some capital, in the form of
wages, circulates in the hands of workers, who then
(among other things) form a market for goods pro-
duced, returning capital back to the production process
or diverting it to other capitalists who build their
homes, finance their loans, repair their cars, and so on.
The circuit of capital must take account of this form of
circulation with all of the risks and diversions (e.g., sav-
ings) associated with it. Second, the means of produc-
tion include a range of commodities from the buildings
and machines to the raw materials that go into making
the finished product. In each of these commodities,
some portion of circulating capital is “frozen” for a
period of time (relatively short for raw materials, poten-
tially very long for buildings and machinery). Capital
frozen in buildings, parking lots, and so on is critical to
the circuit of capital. But such frozen capital is at risk
for constant devaluation by innovation and obsoles-
cence, economic crisis, and so on.

Third, some necessary “fixing” of capital that
makes the circuit of capital possible—in roads, rails,
power grids, dams, and so on, together with institu-
tions necessary for the reproduction of labor power—
is too massive for a single capitalist to undertake.
Some surplus capital is diverted to the state or various
consortia of capitalists to undertake such massive pro-
jects. Fourth, because of the need for massive public
works to spread the risk of long-term investments and
to “rationally” allocate other surplus capital not rein-
vested in the production that gives rise to it, financial
institutions and capital markets arise. These, of
course, are crucial and are the most obvious nodes for
the circuit of capital, but they are also a function of the
circuit through the production process itself (even if
they also determine the where and how of much pro-
duction through interest rates, loan approval algo-
rithms, etc.).

Fifth, and crucially, the point of circulating capital
through the production process is to create more
capital—to accumulate. As opportunities for profit
decline in one place, capital switches—at least
ideally—to locations with lower labor or fixed costs
(or more competitive factories), to products that have
a better chance of being sold, to frontiers of suburban
development or gentrification, or to new or distant
capital markets. In reality, such shifts in investment
(in the circuit of capital) are rarely smooth in their
own terms (e.g., mistakes are made, investments are
lost) and almost always are disruptive to those who
stand in a relation to capital circulation different from

that of financial barons or captains of industry—
workers put out of their jobs when a factory is shut-
tered, local shopkeepers who lose their markets,
homeowners who cannot meet their mortgages, farm-
ers who can neither pay their workers nor afford their
machinery, and so on.

Circuits of capital are complex, crisis prone, and
contradictory. Different owners of capital may have dif-
ferent aims and may deploy their capital in such a way
as to thwart the smooth circulation of capital as a
whole. Contradictions such as these are endemic within
capitalism. Circuits of capital may come to a halt—be
thrown into crisis—because labor is too expensive,
means of production are outmoded, or commodities
cannot be sold at their full value due to an overaccu-
mulation. The highly complex geography of capital cir-
culation is defined through the ongoing development
and resolution of such crises and contradictions. The
complex relations, crises, and contradictions of circu-
lating capital, in other words, are key determinants of
both the built landscape and of the commodities with
which we may populate it at any time. Stand on a street
corner, in your living room, in a factory, in a store, or in
a farmer’s field, and no matter what else you see, you
certainly can see the (result of) circuits of capital.

—Don Mitchell

See also Capital; Economic Geography; Marxism, Geography
and; Uneven Development
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CITY GOVERNMENT

City governments are central and powerful institutions
and actors across urban areas in the United States. They
are the core administrative unit for more than 174 million
people in America (76 million of whom live in cities with
populations of at least 100,000 people). These 76 million



40  Civil Society

people make up 62% of the country’s population. States
specify the administrative nature of city governments
in America, with four forms of governance dominating:
the mayor—council, council-manager, commission, and
town meeting mechanisms. Each outlines proper proce-
dures for cities to solicit citizen input into the constitut-
ing of programs and rules for local administrating. The
five largest cities—New York, Los Angeles, Chicago,
Houston, and Philadelphia—have mayor—council insti-
tutional arrangements.

Models to understand the operation of city govern-
ment now increasingly depart from the “benevolent—
passive” perspective. One prominent model is the
Marxist—instrumentalist one. Here city governments
are apparatuses to serve the interests of local economic
and political elites. Such elites—amalgams of promi-
nent builders, developers, realtors, speculators, utility
companies, banks, and so on—push to drive profit
accumulation via city growth that also enhances tax
ratables for cities. But the accumulation process, ripe
with conflicts and contradictions, requires the use of
city governments (“the local state”) to adjudicate these
dilemmas on behalf of these elites. Local governments,
situating themselves in a veneer of neutrality and objec-
tivity, ultimately toil with this one constituency favored.

City governments are also widely understood
through a Weberian—bureaucratic perspective. Here city
governments historically have operated to help assist
local urban elites but increasingly move away from
this to advance their own interests and ambitions. It is
contended that a critical moment is reached when
city governments get sufficiently large and powerful to
shift their “logic of operations” to benefit themselves.
This shift means that they increasingly strike out (offer
new programs, policies, regulatory procedures, etc.) to
advance their sphere of power and influence as domi-
nant social, political, and economic institutions that
desire bolstering. Similar to the Marxist—instrumentalist
perspective, this drive is performed under the cover of
benevolent and constituent-neutral rhetoric.

City governments are widely seen to have changed
their operations with the 1980s rise of the “neoliberal
era” (beginning with Ronald Reagan’s election in
1980). This new era, characterized by a deepened
emphasis on private markets to determine social wel-
fare and a reduced welfare state orientation, affects
and is affected by local governments. Since 1980, local
governments have more fervently privileged private
markets to determine patterns of land use, amounts
and types of subsidies allocated, and recipients of
government largesse. In this context, the private sector

(businesses and corporations) is widely identified as the
positive engine of change in cities, the group that can
progressively restructure cities socially and spatially.
The result has been that people have needed to rely
more thoroughly on private resources to live, travel to
work, and physically upgrade homes and neighbor-
hoods after public services, public funds, and access to
public decision making have been slashed. City gov-
ernments across America, it follows, are propelled by
this neoliberal thrust that is simultaneously a vision of
progressive politics, a policy experiment, and a new
reality of landscape change.

In this context, city governments now operate
under more severe constraints than they did before.
A steady erosion of federal aid has meant fewer
resources to tackle the continuance of urban blight,
housing abandonment, poverty, homelessness, and
other entrenched problems. In fiscal year 2006, com-
munity development block grant funds (the principal
source of federal aid to cities) have been cut by $1 bil-
lion (to $4.355 billion). At the same time, President
George W. Bush proposed to make the program more
efficient by moving it out of the U.S. Department of
Housing and Urban Development to the Economic
Development Administration in the U.S. Department
of Commerce. Yet his professed goal, to unleash the
latent innovative capacities of local urban economies
by entrepreneurializing them, has also exacerbated
spatial and economic disparities in urban populations.
The poorest people in cities, recently growing in
number and intensity of deprivation, have been those
hurt most severely by city governments’ recent change.

—David Wilson
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CIVIL SOCIETY

Civil society is a concept with varied meanings.
Although somewhat simplistic, it is useful to see the
concept as having one set of meanings that derive
largely from liberal social theory and another set of
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meanings that derive largely from Marxist social
theory.

LIBERAL APPROACHES TO CIVIL SOCIETY

Liberal social theorists have usually presented civil
society as a space of human activity distinct from the
activities of the state or government. Although early lib-
erals did not always use the term in ways that are con-
gruent with its later use, one can see the rudiments of
this view of civil society in their work. For 17th-century
British philosopher John Locke, the social contract that
ends the state of nature ideally creates a space where
naturally given property rights and economic freedoms
are to be protected by the state. In the work of later
liberal social theorists, such as 19th-century British
political economist John Stuart Mill, this emphasis on
society as properly being a space of economic freedom
is supplemented by a more developed sense of society
as a space of varied human liberties, including rights to
free speech and political organization.

Throughout the 20th century, in a wide range of
liberal writings, civil society was idealized as a space
of both economic and political/ideological freedom.
Although many modern liberals have seen these free-
doms as two faces of the same coin, others have also
noted that the economic freedoms associated with cap-
italism might not be entirely compatible with the devel-
opment of other forms of freedom that are central to
liberal concepts of civil society. As a consequence, even
within a broadly liberal framework, there are some-
times competing emphases in the discussion of civil
society. For example, organizations such as the World
Bank and the International Monetary Fund (IMF)
have emphasized economic liberalization as a key to
the broader development of human freedoms. In this
approach, civil society is presented as a space of eco-
nomic and political opposition to strong and interven-
tionist states. Yet some critics of World Bank and IMF
economic liberalization policies have also presented
civil society as a space of activity that is potentially at
odds with both a strong state and a capitalist economy.
In this approach, civil society is construed as one of
three distinctive arenas of human activity: the state, the
market, and civil society.

MARXIST APPROACHES TO CIVIL SOCIETY

Marxist theories start from different assumptions than
do liberal theories. For Karl Marx himself, writing during
the 19th century, society was fundamentally structured in

its patterns of development by conflicts between differ-
ent social classes. Although these conflicts centered on
control of the economic surplus produced by society,
they were always carried out simultaneously in various
realms, including sites of production (the economic
realm), sites of state power (the political realm), and
sites of cultural and ideological struggle (the ideologi-
cal realm). Thus, early-20th-century Italian Marxist
theorist Antonio Gramsci, whose work has had signifi-
cant influence on contemporary understandings of civil
society, contended that the term did not refer to a realm
of social activities that could be seen as autonomous
from the state or the market. Rather, for Gramsci, the
state, the market, and civil society were integrally inter-
connected with one another and were essentially differ-
ent faces of the same social structure.

CIVIL SOCIETY IN CONTEMPORARY
DEVELOPMENT DEBATES

Such differences between liberal and Marxist
approaches help to explain contemporary debates over
development and the appropriate role of states.
Organizations such as the World Bank and the IMF
have argued for forms of development that minimize
the interventionist roles of states and involve a more
active role for civil society organizations, with these
often being represented as economic actors who can
benefit from more decentralization of economic and
political power at the local level. Such neoliberal
approaches often have sanctioned the growth of activ-
ity by nongovernmental organizations (NGOs) as a
way of devolving state power to nonstate actors more
embedded in local contexts of development.

At the same time, some NGOs and liberal social
groups arguing for a stronger civil society have
favored greater political and economic decentraliza-
tion but have also opposed the sort of liberalization,
privatization, and free trade agenda promoted by the
World Bank and the IMF. Such organizations have
argued not only for devolution of political and eco-
nomic decision making to local levels but also for
more active participation by local groups in making
those decisions—an outcome that is not ensured by
the devolution of formal decision-making authority.
Some such NGOs have favored forms of alternative
development that bypass the state and generate devel-
opment through locally embedded social, cultural,
political, and economic processes.

Although this last type of liberal populist agenda has
gained sympathy from many advocates of socialist
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forms of development, it has also been criticized from
the political left for its assumption that civil society
can be seen as a realm apart from the state or the mar-
ket. Thus, for some leftist critics of NGOs, the NGOs
are not organizations separate from the state and thus
are not capable of bypassing it. Rather than being rep-
resentatives of an autonomous civil society, NGOs are
seen as part of the larger social structure, intertwined
with the state and the market in a variety of ways. For
example, NGOs can be seen as organizations that have
been promoted and allowed to flourish by powerful
classes active within both the state and the market as
a way of trying to undo forms of state “intervention”
that historically were promoted through working-class
struggles. From this perspective, NGO collaboration
in devolution of decision-making power to the local
level might potentially pit many NGO projects against
the interests of most nonelite groups.

—Jim Glassman
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CLASS

In general, the term class refers to a group of people
who have the same social or economic status such
as the working class or a professional class. Within
the social sciences, two views of class have dominated:
those drawing on Karl Marx (1818-1883) and those
drawing on Max Weber (1864-1920). Given that he
wrote after Marx, Weber often is said to be engaged in
a dialogue with the ghost of Marx on the matter of
class. Although he was interested in many of the same
questions as Marx, Weber came to quite different con-
clusions. For example, Marx believed that workers’
alienation (by which he meant how workers gradually
lost control of the product of their labor such that the
shift from feudalism to industrial capitalism in Europe

transformed workers from relatively self-sufficient
peasant farmers into wage laborers who did not own
what they produced) would eventually be eliminated
when workers finally owned the products of their
labor in some future workers’ state. Weber, however,
believed that alienation had little to do with who
owned the means of production (e.g., factories, mines,
financial institutions) but was rather a consequence
of bureaucracy.

For Marx, class is primarily an economic category
derived from the differential ownership of the means
of production, with the structure of such ownership
subsequently determining how the product of society’s
labor is divided. According to Marx, the fundamental
division in any society is between those who own the
means of production and those who do not. Under
capitalism, this means that workers (the proletariat),
who do not own the means of production, must sell
their labor power for a wage to the capitalist class,
which does. Marx maintained that such a class system
is not inevitable but has its origins in the historical
development of human societies. Thus, he argued that
class systems began to develop once humans moved
beyond hunter—gatherer societies and beyond a level
of social development in which everyone produced
for themselves and their immediate family members.
Once agriculture had been invented some 10,000
years ago, there developed a social relationship in
which some people came to control the means of pro-
duction (e.g., land, tools) and so, ultimately, to control
the product of others’ labor. In formulating a general
analysis of this development of class relations over
time, Marx relied on the historical materialist approach
to understanding the forces of history. Finally, Marx
made a distinction between a class-in-itself, by which
he meant a group of individuals who objectively share
a similar social and economic situation, and a class-for-
itself (by which he meant a group that has developed a
consciousness about its own existence, i.e., that work-
ers recognize their class position as workers relative to
capitalists). In the Marxist schema, class is defined by
social relationships—the relationships between those
who own the means of production and those who do
not—rather than by statistical categories (which might
see, say, all of those earning more than $100,000 a year
as being in one class and all of those earning less than
that in another). Although Marx argued that there could
be movement of individuals between classes, such indi-
vidualized movement should not be seen to negate the
existence of classes themselves.
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Weber, like Marx, viewed class as having impor-
tant economic dimensions, but he did not seek to
develop a theory of the class forces that drove history
over the long term. Instead, he was more interested in
how societies are organized into hierarchical systems
of domination and subordination (on both an individ-
ual basis and a collective basis) and the significance of
power in shaping social relationships. He did this by
examining how what he called the three dimensions of
stratification (class, party, and status) intersected. For
Weber, an individual’s or a group’s ability to possess
power relates to the control of various social resources
such as capital, land, knowledge, and prestige. Within
this framework, class power results from unequal
access to economic resources, social power (status)
results from one group or individual being seen as the
social superior or inferior to another, and political
power (party) relates to how the state is organized (if
a particular group can influence how laws are made or
public policy is implemented, it is seen as having
political power). In Weber’s configuration, the ability
to shape a decision-making process in any of these
three realms means that one holds power, whether that
ability is based on economic class (one can threaten to
fire workers if he or she is their employer), social sta-
tus (a celebrity may command great respect from the
public), or political power (one can influence whether
a particular law is implemented through investing
time or money). These three axes of power do not nec-
essarily coincide—someone with social status might
not be wealthy, for instance—but generally power in
one realm will suggest power in another; wealthy
people usually have higher status and greater ability
to shape the political process than do poorer people.
Whereas Marx argued that it was the economic class
within which individuals were situated that shaped the
possibilities of their having social and political power,
Weber saw the three dimensions of power as, in
theory, potentially independent of one another, even if
in reality that were rarely the case. Also, Marx tended
to focus on the social, economic, and political system
as a whole, whereas Weber was more inclined to
examine individuals and particular social groups and
their different levels of power within the system.

Within geography, it is the Marxist view of class
that has tended to dominate. In particular, much effort
has gone into theorizing the spatial aspects of
processes of class formation and class dynamics.
Specifically, whereas early Marxist work saw classes
largely in aspatial terms as economic groupings that

were shaped essentially by the social relations of
capitalism, later work recognized that classes develop
within particular spatial contexts such that processes
of class formation and patterns of class structure vary
geographically. Likewise, this geographic variation
results in the landscapes of capitalism being made in
different ways in different places.

—Andrew Herod
See also Class War; Economic Geography; Justice, Geography

of; Labor Theory of Value; Marxism, Geography and;
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CLASS WAR

The term class war is used by people on both the right
and left of the political spectrum. In general, the term
relates to the political and economic conflicts between
different socioeconomic classes over things such as
the distribution of wealth and whether or not govern-
ment policy should be implemented to reduce inequal-
ities of wealth. Typically, the term is used to describe
conflicts between the “haves” and the “have-nots” that
work themselves out in some regulated judicial man-
ner such as in elections to government of various
political parties. Sometimes, however, actual violent
conflict between different socioeconomic classes
may break out. Such is the case when revolutionary
situations bring about significant transformations in a
society’s socioeconomic structure, particularly with
regard to the distribution of its wealth. Adopting the
language of military conflict, political scientist James
Scott, in his 1985 book Weapons of the Weak, distin-
guished between what he called “the small arms
fire” and the “big guns” of class conflict. For Scott,
examples of small arms fire include workers deliber-
ately being late for work, stealing from their employ-
ers, and intentionally ruining the products of their
labor (e.g., sewing the wrong-color buttons on shirts
in the case of garment workers). Rather than simply
being examples of antisocial behavior, Scott saw these
activities as ways for workers to come to terms with
their alienation in the workplace and to wrest some
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control of the labor process away from their employers
or landlords (in the case of peasant farmers, the
subject of Scott’s book). The big guns of class con-
flict, Scott suggested, are activities such as striking
and fostering political revolution.

Rhetorically, political parties on the left often have
used the term class war to describe how the powerful
in society exploit the less powerful and how, in turn,
the less powerful should organize themselves to
improve their position. In such a discourse, it is
argued, the less powerful are victims of a class war
waged against them by those in positions of eco-
nomic and political power; therefore, their actions are
defensive, designed to limit their own exploitation.
Frequently, however, those on the political right argue
that any efforts to bring about wealth redistribution
are simply examples of “class envy” and are attempts
by the poor or leftist politicians to wage “class war”
against the wealthy. For such commentators, unequal
distributions of wealth are seen either as natural or
as the reward for individual sacrifice and hard work;
that is, for many on the political right, the causes of
poverty are seen as the result of the personal failings
of the poor rather than the operation of structural
forces such as institutionalized racism or the ways
in which unregulated markets operate in a capitalist
society. Many leftists counter that, in decrying the
class war rhetoric of the left, those on the political
right are themselves, in fact, engaging precisely in
class war by seeking to defend the social status quo.

—Andrew Herod
See also Class; Marxism, Geography and
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COGNITIVE MODELS OF SPACE

Cognitive models of space refer to the different mech-
anisms by which humans perceive and understand
the components of geographic space. Cognition is the
range of intellectual activities spanning from aware-
ness, through perception and reasoning, and finally
to judgment. Spatial cognition refers to the mental
process of knowing that events and processes occur in,

are influenced by, and influence other events and
processes in geographic space.

SPATIAL AWARENESS AND THINKING

Spatial awareness is based on a simple principle of
being cognizant that human and natural events and
activities occur in geographic space. Human systems
are composed of human activities such as land con-
version, movement of people, road construction, and
energy consumption. As a complement to human sys-
tems, physical systems are based on the natural envi-
ronment such as storm events, volcanoes, plant and
animal life, and river systems. We use location as the
organizing principle to identify where on the surface
of the earth these activities occur.

The process of spatial thinking involves a contin-
uum from spatial awareness, through spatial percep-
tion and spatial reasoning, and finally to spatial
judgment. Spatial awareness is based on a simple
principle of being cognizant that human and natural
events and activities occur in geographic space.
Spatial perception implies a personal capacity to rec-
ognize and interpret the interactions of spatial events
and processes. Spatial reasoning involves logical and
analytical thought to make a decision concerning
spatial events, processes, and their interaction. Finally,
spatial judgment is the mental ability to perceive and
distinguish spatial relationships and the ability to
assess alternative situations.

A well-documented geographic example that had
unintended environmental consequences is the location
of industrial activities in the Ohio and Pennsylvania
region. The decision to locate industries that emit nitric
oxide and nitrogen dioxide gases (NOx), as well as a
group of chemical compounds of sulfur and oxygen
(mostly sulfur dioxide) gases (SOx), into the atmo-
sphere in the Ohio and Pennsylvania region has
degraded water quality in New England lakes via acid
rain deposition. The decision makers at the time these
industries were built did not understand the spatial
processes associated with emissions and atmospheric
processes.

MAPS AS MODELS

The paper-based map (and now the digital version of
it) has been the primary mechanism for conceptualiz-
ing, defining, and understanding geographic space. A
map is a graphical representation of geographic space
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where location and attribute (where something is
located and what it is) are combined into a single
visual product. The relative location (where it is
located in conjunction with other elements of the
map) and the absolute location (the precise coordinate
information) are provided along with the attribute
information (a solid blue region conveying that it is a
lake) as a graphic image. Maps are useful for convey-
ing specific messages about a topic (e.g., that the dis-
tribution of chemical waste sites is concentrated in
one geographic region) and useful for analyzing geo-
graphic phenomena (e.g., visualizing stream erosion).

Mental maps are internalized images of geographic
space. Although many people are very talented at
viewing geographic space in a manner similar to
viewing paper maps, other people are not. Mental
maps do not have the elements and metrics (e.g., abil-
ity to measure distances) associated with them as do
their physical counterparts.

SPATIAL LANGUAGE AS MODELS

Spatial information can be conveyed through oral or
written language. People frequently provide instruc-
tions on how to find a location through language
rather than drawing a map (e.g., wayfinding, naviga-
tion). For example, directions to a house or other loca-
tion may instruct the user to turn left at a stop sign or
head north on a freeway. Spatial language can be as
vague or as precise as needed and can provide as little
or as much of the surrounding context as the author
provides. Most often, spatial language uses relative
locations (e.g., north of another known entity) rather
than absolute locations (e.g., the latitude and longi-
tude). In face-to-face interactions, some of the spatial
language can also be conveyed through gestures (e.g.,
pointing in the direction of a school).

More formally, spatial language and ideas can be
organized in a systematic fashion. These are spatial
ontologies, which provide the basic elements to for-
mally and explicitly organize objects, concepts, and
the relationships among them. Spatial ontologies are
descriptions of geographic “things”—categories of
geographic objects, their behavior, and their relation-
ships as they exist in space. These elements can be
concrete or abstract, divisible or indivisible. They can
be a simple taxonomy, a lexicon, a thesaurus, or even
a fully axiomatized theory. Two basic types of ontolo-
gies exist: descriptive and formal. Descriptive ontolo-
gies are built around concepts and categories that,

taken together, form the basis for a particular view
of the world. A formal ontology endeavors to define
elements based on a set of concepts and then further
defines the relationships between those elements. The
process of developing spatial ontologies involves cre-
ating order of ideas, objects, and processes that inter-
act in space. Creating order and describing processes
require a spatial language so that ideas and informa-
tion can be communicated effectively. The language
and accompanying vocabulary describe explicitly
ideas, objects, properties, and behaviors.

Despite attempts for explicit spatial ontologies
of spatial characteristics, concepts and objects often
remain fuzzy and inexact. Fuzzy set theory and other
strategies are being used to represent, both conceptu-
ally and in computer data models, information that
by nature cannot be defined with sharp boundaries.
The fuzzy boundaries could be on the surface of the
earth (e.g., the boundary between different vegetation
types) or in the categorization criteria (e.g., land use
designations). Spatial concepts and data may also be
fuzzy when there are uncertainties at the needed level
of detail—location, time, or attribute.

CULTURAL MODELS

For many human geographers, space and locations
are not always the defining principles for assessment,
evaluation, and analysis. The geographic context is
viewed not as absolute but rather as relative with
regard to human experience and is understood only by
the objects and processes that constitute it. As such,
cognitive models of space are based on visual percep-
tion, personal experience, and nonvisible structures of
space (e.g., social class, globalization).

Some geographers question whether political
boundaries (and how space is conceptualized by some)
remain significant in assessing the impact of issues
that have worldwide consequences, for example, when
studying globalization. Globalization is defined as
issues that are globally connected or worldwide in scope
or application. Geographers doing research on global-
ization examine the politics, economics, and social
issues associated with climate, poverty, terrorism, pol-
lution, land degradation, and other issues related to
human and natural activities. Proponents consider glob-
alization as the answer to social, political, and eco-
nomic problems that plague developing countries
because it provides them with opportunities to advance.
Globalization is also considered a problem—primarily
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in developing countries—because of inequalities, loss
of jobs, and environmental degradation (“winners” and
“losers”). Some geographers argue that the network
(social, political, or economic) represents the defining
linkages and could be independent of the spatial loca-
tion or configuration. For example, terrorist networks,
existing in cells worldwide, are linked via social con-
nection rather than geographic location.

The recent trend in geography has been to analyze
human and physical landscapes as a union. The envi-
ronmental deterministic ideas created a division
between human and physical features. This approach
used the physical characteristics of the land to manipu-
late viewpoints concerning the characteristics of
humans based on environmental conditions. The unify-
ing views of the landscape can be seen within cultural
geography and recent trends in geography. These ideas
incorporate a more holistic approach that includes the
examination of political and social conflicts in gender,
race, and class differences. The cause-and-effect rela-
tions in early cultural geography (e.g., associated with
environmental determinism) assume that the physical
attributes are the driving agent to culture. In the recent
approaches to cultural geography, these contributions
are acknowledged, yet there is a difference between
considering the past and regarding it as the only
accepted methodology. The contemporary trends in
geography are searching for broader cause-and-effect
relations in space and time. Although no definitive con-
clusion can be drawn regarding whether a reductionist
or a holistic view of the landscape is more appropriate,
the evolution of geographic thought has modified how
space is conceptualized.

—Elizabeth Wentz
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COLONIALISM

Colonialism, as distinguished from imperialism, is
generally defined as the appropriation, occupation,
and control of one territory by another. This simple
definition, however, masks a longer and more com-
plex genealogy of the term and concept. The term
colonial, derived from the Roman concept of colonia,
originally referred to settlement. Roman colonies
were viewed as the physical extension of the Roman
Empire. This initial use was focused on Roman citi-
zens. These settlements were places where Romans
retained their citizenship, a practice reminiscent of
extraterritoriality. Colonies were self-sufficient. This
definition did not consider the position of the indige-
nous populations.

The modern use of colonialism includes elements
and characteristics that extend far beyond the initial
sense of “settlement.” And whereas colonialism always
entails the settlement of people from the colonial state
to a colonized territory, the practice of colonialism is
characterized by more than simply immigration flows.
Colonialism has come to refer to the conquest and
control of other peoples and other territories. This dis-
tinguishes colonialism from another equally complex
term, imperialism. This latter term is generally defined
as the ideological underpinning of colonial practices.

There is no essential colonialism. The meanings
and interpretations of colonialism are contingent on
different eras, different places, and different territorial
relationships. These have been shaped by particular
contexts of politics, economics, culture, and geog-
raphy. There is, however, general agreement that
our contemporary world geography is a result of
European (and American) colonial practices that have
occurred over the past five centuries. In effect, these
powers constructed the current political world.
Modern state boundaries are largely a reflection of
colonial histories and rivalries. It is instructive, there-
fore, to consider how colonies, particularly within the
past five centuries, were established, administered,
and maintained.

The establishment of colonies is a reflection of
geography and a reflection of political intent. Although
there is no set pattern, colonies may be established
initially through the use or threat of military force.
Economic, cultural, and political institutions are intro-
duced subsequently. Colonies may also be established
through the imposition of (unequal) treaties. This may
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likewise be imposed by the threat or actual use of
violence. Treaties may also establish a protectorate in
which a dependent territory surrenders all or part of its
sovereignty to the colonial power.

Colonial rule may be established suddenly, or it
may be extended over a period of years. The imposi-
tion of French rule in Indochina, for example, was
completed during a period of 25 years, from the late
1850s to the mid-1880s. The British conquest of
Burma was completed over six decades and included
two substantial wars. Colonized states, moreover, may
witness considerable variation or sequencing of colo-
nialism. The Caribbean island state of Grenada, for
example, was initially colonized by the French in
1650; over the next three centuries, it alternated from
French and British colonial control until it achieved
independence in 1974. The Caribbean island of
St. Eustatius, colonized by the Dutch in 1636, like-
wise changed in colonial affiliation among the Dutch,
French, and British for more than four centuries. It
remains a Dutch possession.

A number of different motivations led to the estab-
lishment of colonies. Most accounts of colonialism
stress economic motives. Colonies serve as sources of
labor, raw materials, and markets. Often colonial pow-
ers form monopolistic arrangements. Colonies may
also serve as sources of investment. A colonial power
can also increase its wealth through the appropriation
of other societies’ wealth. During the 16th century, for
example, Spain plundered the riches of existing civi-
lizations in the Americas and later augmented this
wealth through the control and exploitation of mines
and plantations.

Although it is generally agreed that colonies are
established for economic reasons, there are other
motivations as well. For example, colonies may be
founded for religious purposes. Many Western European
states attempted to spread their religious beliefs and
to convert nonbelievers throughout their areas of
influence. During the 16th and 17th centuries, Spain
spread Roman Catholicism throughout its colonies in
the Americas as well as in the Philippines. The Dutch,
beginning largely in the 17th century, likewise spread
Protestant beliefs throughout their colonies in the
islands of present-day Indonesia.

Other cultural explanations dovetail with religious
motivations. It was not uncommon, for example, for
colonial powers to justify their practices on the pre-
sumption that colonial subjects were not capable of
self-government. Such beliefs were used to legitimate

periods of tutelage and “benevolent” assimilation.
Often racist and paternalistic attitudes were apparent,
as in the United States’ reference to Filipinos as
America’s “little brown brothers.”

Strategic reasons also lead to the establishment of
colonies. During the late 19th century, for example, the
United States required a system of coaling stations.
Navies and maritime commerce activities, such as
whaling, were powered by coal. This required a net-
work of maritime base coaling stations. Thus, colonial
practices were conducted in line with the doctrines of
maritime power that existed during the 19th century.
Other strategic reasons for the establishment of
colonies include the protection of trade routes such as
the control of the Cape of Good Hope at the southern
tip of Africa and the British control of Egypt to ensure
continued access to, and use of, the Suez Canal.

Once established, the nature of the colonial regime
and its administrative form vary greatly. In general,
a distinction is made regarding the extent to which
indigenous populations play a role in the administra-
tion of a colony. On the one hand, colonies may be
administered by direct rule. In this case, the adminis-
trative functioning of the colony is exercised without
any influence by indigenous people. The Portuguese,
for example, adopted a policy of direct rule in their
African colonies of Angola and Mozambique. On the
other hand, colonies may be administered through a
system of indirect rule. Under this system, an element
of power is given to a small, carefully selected indige-
nous group of people. These are figureheads and
do not represent the local population. In British-
controlled Nigeria, for example, local kings and chiefs
functioned as intermediaries, acting as links between
their people and the British colonial authorities. In
French Indochina, Vietnamese landlords likewise
became extensions of the French colonial govern-
ment. Under systems of indirect rule, it is not uncom-
mon for the local rulers to be responsible for the
collection of taxes and the enforcement of local ordi-
nances. Whether direct or indirect, however, the ultimate
administrative control of a colony is found within the
colonial power.

There exists tremendous variation of administrative
control both between and within colonial powers. The
British, for example, had no preconceived model of a
colony. British authorities did not follow a set pattern
or model of colonialism and instead preferred a policy
of devolution whereby different parts of the British
empire were granted varying degrees of autonomy.
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The type of colony was based on a combination
of factors, including preexisting political and eco-
nomic structures, the proximity of potential colonial
rivals, and physical geography. Consequently, Britain
retained a network of crown colonies, condominiums
(territories ruled jointly by two or more states), trustee-
ship territories, commonwealth territories, and high
commission territories (those administrated by a high
commissioner).

Different forms of colonies would consequently
entail different forms of administration. In Africa, for
example, the British distinguished between colonies
and protectorates. Colonies were generally coastal in
location, small in scale, and ruled intensively and
directly. Kenya and Lagos were considered colonies.
Protectorates, conversely, often were remotely located
in inland areas; these tended to be ruled indirectly
through local rulers. Very few British settlers lived in
protectorates. Nigeria, Uganda, and Swaziland, among
others, were ruled as protectorates. The British pos-
session of Sudan, conversely, was ruled indirectly
through the Anglo-Egyptian Condominium Govern-
ment. Sudan, in principle, was administered jointly by
British and Egyptian officials; however, British rule
remained dominant.

It is not uncommon for different ethnic groups to
be treated differently within colonies. In Sierra Leone,
for example, the British colony consisted of Freetown
Peninsula and Shebro Island, and the rest of the country
was administered as a protectorate. Ethnically, the
colony was dominated by the Creoles, who were
descendants of the freed slaves from Nova Scotia.
However, there were also 17 other ethnic groups, with
the largest groups being the Mende and Temne. These
groups, whose members resided mostly in the outlying
areas, were marginalized by both the British and the
Creoles.

The administration of colonies is also a function of
the underlying motivations of colonization. Given the
prevalence of economic motives, colonial administra-
tors generally exploited resources and markets to the
detriment of the colonies. Cultural motivations, how-
ever, would also significantly influence the adminis-
tration of colonies. In Africa and Asia, both France
and Portugal fostered policies of acculturation that
sought to encourage their colonial subjects to adopt
the culture, language, and customs of France and
Portugal, respectively. In French colonies, this was
referred to as the mission civilisatrice (or civilizing
mission). The French operated on the ideals of the

French Revolution, including an unbinding belief in
the superiority of French culture and civilization. In
the Portuguese colonies of Angola, Mozambique, and
Guinea-Bisseau, conversely, Africans who aspired to
Portuguese citizenship were granted assimilado sta-
tus, and these individuals were placed at the top of
the social hierarchy instituted by the Portuguese. In
a process of divide-and-rule, assimilados would be
given preference in civil service positions in the
colonies.

The maintenance of colonial rule was conditioned
by a multitude of factors, including preexisting histor-
ical circumstance, local geographies, the amount of
raw materials and markets, and the nature of eco-
nomic and political administration. Some colonial
powers maintained rule through strict policies and
violence, whereas others were more “benevolent” in
their approach. In general, however, colonies suffered
at the expense of the colonial powers. Indigenous
populations, and especially those of the peasant class,
witnessed a curtailment of civil rights and a lack of
political representation.

Economic arrangements were decidedly unequal.
In 1830, the Dutch introduced a colonial practice
known as the culture system on the colony of Java in
present-day Indonesia. This work scheme required
compulsory labor of the indigenous peoples and man-
dated the intensive cultivation of cash crops such as
coffee, sugar, indigo, tea, tobacco, pepper, and cinna-
mon. Crops were subsequently sold at low prices to
Dutch authorities. The system was a government-
run economic monopoly. Dutch authorities deter-
mined which crops would be planted. The culture sys-
tem produced substantial profits for the Dutch but
contributed to the impoverishment of many Javanese.

The extent, and consequently the intensity, of
colonialism was spatially uneven both between and
within colonies. Spain confined its activities in the
Philippines largely to the main island of Luzon and
particularly the capital city of Manila. In Vietnam, the
French affected a more radical change in the southern
region than in the northern one. In the southern region,
known by the French as Cochin China, colonial author-
ities attempted to make the region self-supporting.
Officials introduced the concept of private ownership
and subsequently encouraged the conversion of for-
mer communal lands into private estates and planta-
tions for the cultivation of cash crops for export. As a
result, social relations were ruptured and transformed
for the majority of Vietnamese peasants.
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Historically, European colonialism has been divided
into two broad eras. The first period, which occurred
approximately between the 15th and 18th centuries,
began with the Portuguese taking of Ceuta off the coast
of Northwest Africa in 1415, the Spanish conquest of
the Americas in 1492, and the Portuguese capture of
Malacca in 1511. This era was dominated by Spain,
Portugal, and England. Geographically, most colonies
were established throughout the Americas. These
included the colonies of British North America and
the Spanish colonies of present-day Central and South
America. Colonial practices during the first period
were underpinned by an economic system termed mer-
cantilism. This system bridged feudalism and capital-
ism and was premised on the attempt to garner a
favorable balance of trade. Wealth was measured by the
accumulation of gold and silver.

The second period witnessed the colonization of
much of Africa and Asia. The Berlin Conference and
the subsequent scramble for Africa illustrate vividly
the practices of this second era of European colonial-
ism. In 1884-1885, the major European powers, as
well as the United States, met in Berlin to establish
rules for the partitioning of Africa. European powers
agreed to the rules for the partitioning of Africa. A
free trade zone was declared across Africa and recog-
nized European spheres of influence, which provided
rules for the occupation of colonies throughout the
continent. In 1870, more than 80% of the African
continent was controlled by indigenous rulers. Within
a decade, however, this situation was reversed as
European powers colonized all of sub-Saharan Africa
with the exception of Ethiopia.

Colonialism as a concept evolves continuously.
During the 1960s, for example, radical groups such as
the Black Panther Party (cofounded by Huey Newton
and Bobby Seale) developed the idea of domestic
colonialism. They argued that African American
communities within the United States functioned as
internal colonies, with the labor of blacks being appro-
priated and exploited by white capitalists.

It has been argued that colonialism, as a practice,
was abolished decades ago. However, the work of
Derek Gregory testified quite clearly that the practices
that are used to define colonialism remain as potent as
ever politically, economically, and culturally.

—James Tyner

See also Anticolonialism; Dependency Theory; Globalization;
Imperialism
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COMMODITY

A commodity is an economic good or, more specifi-
cally, a good that is produced for the purpose of
exchange. So long as the commodity is exchanged, it
can be tangible or intangible. Traditional definitions
of commodities further specify that they are goods for
which variations in quality are insignificant (i.e., all
items are considered to have a similar value regardless
of their sources). This homogeneity of commodities is
significant because they are considered to form the
basis of economic exchange—a process that may lead
to the creation of additional capital. The critical role
of commodities in trade and capital accumulation
caused Karl Marx to refer to commodities as the
“cell” of capitalist society.

The value assigned to a commodity is thought by
some to be dependent on several factors: its use value
(the gain that consumers will receive from the con-
sumption of the good), its exchange value (the value of
the commodities that will be received in trade for the
commodity in question), and its labor value (the value
of man-hours involved in the extraction or production
of the commodity). However, the necessity of com-
modity trading requires the value of commodities to
be set quickly and easily; therefore, traders commonly
rely on values set by market mechanisms. This valua-
tion shortcut may result in commodity prices that are
divorced from local use, exchange, or labor values.

Because commodity values often are set by forces
beyond producers’ control, it is desirable for com-
modity producers to “de-commodify” their products
to make them appear more attractive (useful) and
to increase the prices received for the goods. For
example, commodities such as gasoline have been
perceived as homogeneous and therefore will generate
minimal profits for producers. Advertising can be used
to suggest that specific brands of gasoline have greater
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use values than do others. Such de-commodification
allows producers to charge premium prices for com-
mon products. In its extreme, this de-commodification
may transcend consumers’ needs for a product, and
marketing can result in the consumption of commodi-
ties even when consumers receive no value from such
consumption.

Geographic research on commodities historically
has focused on their availability as a source of com-
parative advantage. Current research has shifted to
analyze the geography of commodity transformation.
The emphasis of these studies has been on isolating
the network (or chain) through which a raw material
moves as it is transformed into a more sophisticated
commodity. By isolating the forces that connect the
network and a localities position in the commodity
chain, geographers can identify the relative impor-
tance of a place within the global economy.

—William Graves

See also Marxism, Geography and
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COMMUNICATIONS,
GEOGRAPHY OF

There is no process in human geography, whether
economic, political, or cultural, that does not depend
on communication in extensive and important ways.
Communications are flows of ideas and information
through space and time. Communications often also
contain images of places, either generic or specific.
The geographic interest in communication, accord-
ingly, is composed of two related concerns: the spatial
organization of communication flows, on the one hand,
and the ways in which places are represented and
socially contested, on the other hand.

SPATIAL FLOWS AND STRUCTURES

Interest in the spatial organization of communication
flows and infrastructure arose during the 1960s as
geographers turned to physics for the keys to under-
standing geographic patterns. Spatial analysts used

distance decay models, analogous to models of
gravitic attraction, to predict interaction between
places. Rather than distance, the more sophisticated
models were based on accessibility. These models
generally neglected the ability of people to act at a dis-
tance through communication media, but a handful of
geographers, including Ronald Abler, Donald Janelle,
and Peter Gould, gave special attention to communi-
cations. An important idea to emerge from their
scholarship was the dynamic changeable quality of
space when viewed in terms of accessibility. The
best-known aspect of this research is the concept of
time—space convergence, the progressive reduction in
the time required to access one location from another
location. Janelle showed that time—space compresses
or converges due to a combination of technological
innovation and economic competition, with each
encouraging the other. The end point of such conver-
gence—absolute or complete time—space conver-
gence—was of particular interest. In such a situation,
distance presumably would no longer affect the inter-
action between two points. Although complete
time—space convergence was only a theoretical limit
in transportation studies, it already existed in practical
terms for communications by the 1970s due to tech-
nological innovations such as radio, television, and
the telephone. Spatial analysts who studied communi-
cation needed to develop theories in which distance
was replaced by other space-shaping factors such as
perceptions and policies. Janelle also introduced the
idea of personal extensibility, that is, the ability of an
individual to access distant points.

These ideas of accessibility, extensibility, and spatial
metamorphosis were subsequently revisited during the
1990s in light of the diffusion of networked computers
and other information technologies. Cultural geog-
raphers, urban geographers, political geographers, and
economic geographers all contributed to this emerg-
ing topic of interest, arguing that the space created by
instantaneous communication was not as simple as
early observers had expected. Late-20th-century com-
munications had given rise to both centralization and
decentralization at the same time. Economic, political,
and administrative power became centralized in a small
number of technological growth poles, including world
cities and cyberstates, even as many jobs were decen-
tralizing to sprawling suburbs with back offices and
farther afield to maquiladora factories and overseas
sweatshops. Both centralization and decentralization
resulted from a new integration of production, sales,
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administration, and distribution over long distances
with virtually no delays involved in access via commu-
nication technologies.

This process brought the world under increasing
control by world cities or, more precisely, by well-
connected elites in world cities. Manuel Castells
described the situation in terms of a ‘“space of
flows”—a digital context of interaction absorbing and
suppressing the older “space of places” where people
live, work, and struggle to achieve security. Castells’s
model was subsequently modified to acknowledge
local variations in the understanding and appropria-
tion of communication technologies. Technologies are
understood to be socially constructed; their ubiquity
does not mean that their adoption occurs in the same
way in every place. First, places vary tremendously
in their degrees of access to the new communication
devices. Second, even where the access to communi-
cation devices is equally high, the particular mix of
media uses varies due to differences in pricing, regu-
lation, and taxation. Third, the uses of a communi-
cation device vary from place to place, so the same
device may be understood in one community as an
adjunct to marketing and sales even while it is under-
stood in another community as a forum for interpersonal
communication. Therefore, the absolute time—space
convergence produced by new media is far from
rendering space and place irrelevant.

REPRESENTATIONS OF
PLACES AND SPACES

The second array of concerns in the geography of com-
munications arises from the fact that place images are
an essential part of communication content. Some com-
munications are explicitly about place, and representa-
tions of people and things are symbolically linked to
places—the cowboy in the American West, the sky-
scraper in Manhattan, and so on. Geographers have
asked various questions about place representations.
Who are they made by and for? What purposes are they
intended to serve? What are their historical social ori-
gins? How is their production funded? What specific
symbols and signs do they contain? These questions are
addressed through various approaches ranging from
humanist geography and phenomenology to Marxist
structuralism, poststructuralism, postmodernism, post-
colonial theory, gender theory, and queer theory.

The 1970s was the formative decade for this
approach as a group of geographers, including Yi-Fu

Tuan, Anne Buttimer, and David Seamon, began to
explore literary and artistic communications for
insight into experiences of space and place. In explor-
ing personal experience, these geographers drew
eclectically on anthropology, sociology, philosophy
(particularly phenomenology), and history. In a more
analytical vein, Robert Sack analyzed the historical
transformation of social representations of territory
and space. Geographers such as Allan Pred and
Gunnar Olsson not only studied communication but
also reconfigured communication through radically
experimental language.

By the 1990s, the focus of humanistic geography
had shifted from subjective place experiences toward
social power relations and the instrumental uses of
symbolism. Systematic distortions in maps and texts
were understood in terms of how they maintained
social domination, oppression, and exploitation. Repre-
sentations of places are now seen not only as means of
sharing experiences of the world but also as tools used
by elites to mask social conflicts and maintain domi-
nance. Key works include a critique of the practices
of naming and mapping geographic space by Peter
Jackson; deconstructions of mapmaking practices by
J. B. Harley, Mark Monmonier, and John Pickles; and
interpretations of power relations in the urban land-
scape by James Duncan, Denis Cosgrove, and Edward
Soja. The objective of such work was to reveal, exca-
vate, deconstruct, or destabilize taken-for-granted rep-
resentations of spaces and places and often to support
silenced, subaltern, or resistant place meanings. This
shift of humanist geography toward political concerns
was matched by a reciprocal “cultural turn” among
political and economic geographers. British geog-
raphers, in particular, drew on the writings of Raymond
Williams, E. P. Thompson, and European semiotic
theory to justify the study of both dominant/authoritative
and popular forms of communication such as romances,
popular songs, and soap operas. In the United States,
the situation was complex because of the competition
of the critical approach with a broad-based humanistic
approach influenced by Tuan and an empirical
approach promoted by George Carney and others in the
American Midwest; however, the “critical social
theory” contingent became increasingly predominant
during the 1990s.

Recently, inconsistencies in the critical approach
have been revealed. Geographers on both sides of
the Atlantic drawing on social constructivism have
suggested that to critique representations (whether
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popular or elite) is to presume that one has access to a
truth or reality that is ontologically prior to and out-
side of representational practice. Although the critic
claims to be unsettling, excavating, or destabilizing
authority, he or she in fact takes on an authoritative
position. The contradictions inherent in this approach
suggest that geographers should engage with repre-
sentations as equal participants in meaning making
rather than trying to discipline understanding through
critique.

—Paul C. Adams

See also Spaces of Representation; Telecommunications,
Geography and
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COMMUNISM

Communism, as a theory and as a social movement,
centers on the lack of private property and the organi-
zation of society such that all members have equal
status both economically and socially. Under a com-
munist system, labor would be divided among citizens
according to their interests and abilities, and resources
would be distributed corresponding to need. By such
a vision, government itself would be replaced by
communism, that is, by the communal ownership of
all property. Communism is also thought to be the
abolition of all forms of oppression, whether in the
form of oppression of people by people, of countries
by countries, of classes by classes, or any other form
of oppression.

Although early views of communism, promoted by
Plato during the 4th century BC and by later perspec-
tives during the 1600s, advocated communal ownership
of property on a small scale, Karl Marx conceived of
communism as a revolutionary movement that had
potential at the global scale. He envisioned that society
would move through successive phases—feudalism,
capitalism, and then socialism.

In 1848, Marx and Friedrich Engels wrote The
Communist Manifesto, in which they described com-
munism as an inevitable outcome of the fact that in
most societies the wealth and means of production (i.e.,
natural resources and infrastructure) are controlled
by a small elite. Under capitalist systems, this group of
people, whom Marx referred to as the bourgeoisie,
purchased from the majority of the population their
labor and sold the results of their work for a profit. This
imbalance of power and economic wealth, Marx argued,
created different classes of citizens and established an
unbalanced and unsustainable distribution of wealth.
At some point, Marx argued, members of the working
class, which he referred to as the proletariat, would
organize themselves to overthrow the bourgeoisie elite
and to redistribute wealth more equitably.

Unlike social democrats (e.g., the Social Demo-
cratic Party in Germany, the British Labour Party)
who have believed that communism could be brought
about by democratic means, Vladimir Lenin main-
tained that revolution, initially in less economically
developed states such as Russia, was necessary to trans-
form society to communism. Lenin’s work inspired
Leon Trotsky and Joseph Stalin, both of whom con-
tributed much to building and strengthening the
Communist party in Russia and, shortly thereafter, in
the Soviet Union. According to Lenin, the establish-
ment of a Communist party was a political necessity
within a communist system, but critics have argued
that the Communist party in the Soviet Union served
the interests of a politically powerful elite rather than
benefiting the populace as a whole.

From a Marxist perspective, Soviet-style commu-
nism failed because it attempted to move society
directly from feudalism to socialism without the inter-
mediary phase of capitalism. Other factors recognized
as contributing to the collapse of the Soviet Union,
and thus the end of the cold war, include the Soviet
Union’s inability to afford the arms race against the
United States and the plummeting world oil prices
during the early 1970s that denied the oil-exporting
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Soviet Union much-needed income for the purchase
of food and other basic goods. Communism continues
to shape political practice in China, Cuba, Laos, North
Korea, and Vietnam, but Communist parties in these
contexts differ greatly from each other.

—Shannon O’Lear

See also Marxism, Geography and
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COMPARATIVE ADVANTAGE

Under capitalism, different regions have long special-
ized in the production of different types of goods and
services. In Europe during the Industrial Revolution,
for example, Britain became a major producer of tex-
tiles, ships, and iron; France produced silks and wine;
Spain, Portugal, and Greece generated citrus, wine,
and olive oil; Germany, by the end of the 19th century,
was a major exporter of heavy manufactured goods
and chemicals; Czechs sold glass and linens;
Scandinavia produced furs and timber; and Iceland
exported cod to the growing middle classes. Within
the United States, similarly, different places acquired
advantages in some goods and not others. The
Northeast was dominated by light industry, particu-
larly textiles; the Manufacturing Belt became the
center of heavy industry; Appalachia developed a
large coal industry to feed the furnaces of the indus-
trial core; the South grew crops such as cotton and
tobacco; the Midwest became the agricultural prod-
ucts behemoth of the world; and the Pacific Northwest
was incorporated into the national division of labor
based on the expanding timber and lumber industry.
When regions or countries specialize in the pro-
duction and export of some goods or services, they
enjoy a comparative advantage. This notion was first
introduced by 19th-century economist David Ricardo
(1772-1823). Like all classical political economists,

he assumed the labor theory of value (i.e., the value of
goods reflects the amount of socially necessary labor
time that goes into their production) and thus ignored
demand. Ricardo concluded that nations will special-
ize in the production of commodities that they can
produce using the least labor compared with other
nations.

Ricardo’s classic example of this process is demon-
strated in Table 1, which illustrates the allocation of
labor time in England and Portugal, two longtime
trading partners, before and after they specialized. In
the first part, which depicts the labor hours per unit of
wine or cloth that England and Portugal must each
dedicate to the production of one unit of each good, it
is evident that Portugal has an absolute advantage in
both goods; that is, it can produce both of them with
fewer labor hours than can England. If Portugal is
more efficient, does it make sense for Portugal to
trade? The answer is yes, implying that even the most
efficient producer benefits from trade. Ricardo’s
analysis examined what happens when each country
allocates its resources to the good it can produce most
efficiently compared with its trading partners, that is,
when it acquires a comparative advantage. Thus, in
the second part of the table, England produces only
cloth (two units at 100 hours each) and Portugal pro-
duces only wine (two units at 80 hours each). In the
process of specializing (i.e., of producing for a market
that consists of both economies together rather than
either economy alone), each country frees up some
resources that would otherwise have been dedicated to
the inefficient production of a good in which it did not
have a comparative advantage. England saves 20 labor
hours and Portugal saves 10 labor hours; thus, the
combined trading system saves 30 labor hours that
can be reallocated toward investment (although the
original model is static and says nothing about change
over time).

The Ricardian model—the simplest of many com-
plex notions of comparative advantage—has impor-
tant implications for economic geography. First, it
shows how powerfully trade and exchange shape local
production systems. It demonstrates that trade allo-
cates resources to the most efficient (i.e., profitable)
ends. The costs of free trade are borne by inefficient
producers, in this case English wine makers and
Portuguese textile producers. Second, Ricardian
notions of comparative advantage reveal that special-
ization reduces the total costs of production; thus,
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Table 1 Ricardian Example of Comparative
Advantage

Before specialization (labor hours/unit):

Wine Cloth Total
England 120 100 220
Portugal 80 90 170
Units produced 2 2 390
After specialization (labor hours/unit):

Wine  Cloth  Total  Savings
England 0 200 200 20
Portugal 160 0 160 10
Units produced 2 2 360 30

SOURCE: Ricardo, D. (1817). Principles of political economy
and taxation. London: John Murray. Reprinted 1996 by Prometheus
Books.

trade improves efficiency even without reallocating
resources. For this reason, the vast majority of econo-
mists favor free trade as beneficial to all parties con-
cerned. Third, this approach points out that large
markets allow more specialization than do small ones.
Adam Smith noted the same thing when he stated that
the division of labor is governed by the size of the
market. In this case, when the market expanded from
one country to two countries, it allowed firms to spe-
cialize and become more efficient in the process.

Just as there is no specialization without trade,
there can be no trade without transportation. Goods
must be moved across space from producer to con-
sumer, and these transport costs must ultimately be
borne by those who consume the goods. To the degree
that transport costs affect the delivered price of com-
modities, they also influence consumers’ willingness
to buy them and thus the competitiveness of the
regions that export them. If transport costs are low,
their impacts on the division of labor will be minimal.
However, particularly for heavy and bulky goods,
transportation costs sometimes may increase the
market prices of exports/imports prohibitively; that is,
transport costs may make the exports too expensive to
ship across regions. Throughout the history of capital-
ism, declines in transport costs have made it progres-
sively easier for regions to realize their comparative
advantages; thus, lower transport costs have con-
tributed to lower production costs. For example, New
Zealand became a major producer of lamb following
the introduction of refrigerated shipping during the

late 19th century. Similarly, the Pacific Northwest
began to export vast quantities of wood and paper
to the cities of the Midwest and East Coast following
the completion of the transcontinental rail lines during
the 1890s.

Ricardo’s two-country, two-product theory of
comparative advantage can be expanded by allowing
several production factors. The multifactor approach
to trade theory derives from work by two Swedish
economists, Eli Heckscher and Bertil Ohlin. The
Heckscher—Ohlin theory holds that a country should
specialize in producing those goods that demand the
least from its scarce production factors. Unlike the
original Ricardian model, it includes demand and
allows for the production of more than one good. In
this formulation, specialization of production will be
incomplete; that is, countries may continue to produce
some of a good even if they do not enjoy complete
superiority in the costs of production. The Heckscher—
Ohlin theory argues not only that trade results in gains
but also that wage rates will tend to equalize. The
reasoning behind this factor—price equalization, as it
came to be called, is as follows. If a country special-
izes in a labor-intensive good, its abundance of labor
diminishes, the marginal productivity of labor rises,
and wages increase. Conversely, if a different country
specializes in capital-intensive goods, labor becomes
less scarce, the marginal productivity of labor falls,
and wages fall.

The traditional theory of comparative advantage
is simplistic and unrealistic. Ricardo never gave an
adequate account of why regions specialize in some
goods and not others, instead offering a picture that
is static with respect to time, overemphasizes labor
and climate, ignores consumption as well as the role
of economies of scale and agglomeration, says noth-
ing about the nature of competition, and is silent
concerning the impacts of public policy. These short-
comings were addressed in the theory of competitive
advantage.

—Barney Warf

See also Competitive Advantage; Economic Geography;
Factors of Production
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COMPETITIVE ADVANTAGE

An alternative to the traditional theory of comparative
advantage is called the theory of competitive advan-
tage. Unlike the Ricardian model, which was useful
for understanding the simpler economies of the early
Industrial Revolution, this approach focuses on the
social creation of innovation in a knowledge-based
economy. The key to competitiveness in this view is
productivity growth; over the long run, rising pro-
ductivity creates wealth for everyone, if not equally.
Productivity growth in turn reflects many factors,
including the education and skills of the labor force,
available capital and technology, government policies
and infrastructure, and the presence of scale economies.
In the context of global markets, all firms can maxi-
mize scale economies.

Competitive advantage is dynamic and changes
over time. The goal of national development strategies
is to move into high-value-added, high-profit, high-
wage industries as rapidly as possible. Such goods
have high multiplier effects and do the most to trigger
rounds of growth. To accomplish this goal, firms and
countries should seek to sell high-quality goods at
premium prices in differentiated markets. Quality is a
key variable here; countries often acquire reputations
for producing high- or low-quality goods, earning (or
not earning) brand loyalty as a result. By moving into
high-value-added goods, nations should seek to auto-
mate low-wage, low-skill functions and retain knowl-
edge-intensive ones.

Although the global economy is increasingly seam-
less, competitive advantage is created in highly local-
ized contexts, that is, within individual metropolitan
areas. Globalization does not eliminate the importance
of a home base. Thus, countries that succeed interna-
tionally do so because a few regions within them move
into “cutting-edge” products and processes. Within the
United States, propulsive regions include Silicon
Valley, Boston’s Route 128, and New York’s position
in finance and producer services; in Europe, they
include Italy’s Emilia—Romagna, that continent’s
largest high-technology region, as well as Germany’s
Baden—Wiirttemberg, Denmark’s Jutland peninsula,
and the Cambridge region of the United Kingdom; and
in Japan, the government has actively constructed a
series of technopolises toward this end.

The overall determinants of competitive advantage
include skilled labor, good educational systems, and

technical training; agglomeration economies, includ-
ing pools of expertise, webs of formal and informal
interactions, trust, linkages, strategic alliances, trade
associations, and integrated networks of suppliers and
ancillary services; and a culture that rewards innova-
tion, adaptation, experimentation, risk tolerance, and
entrepreneurship, including heavy levels of corporate
and public research and development and the contin-
ual upgrading of capital and skills. Corporations must
engage in ongoing and organizational learning, antici-
pating changes in markets and demand. Rigid corporate
bureaucracies lead to complacency and short planning
horizons, and uncompetitive markets (i.e., private or
public monopolies) exhibit little innovation. In the
world economy today, increasingly sophisticated buy-
ers spur a constant upgrading in the quality of output,
adequate financing and venture capital, and public poli-
cies that encourage productivity growth, including sub-
sidized research, export promotion, educational
systems, and an up-to-date infrastructure (e.g., airports,
telecommunications).

The theory of competitive advantage maintains that
four attributes of a nation combine to increase or
decrease its global competitive advantage and world
trade: (1) factor conditions, (2) demand conditions,
(3) supporting industries, and (4) firm strategy, struc-
ture, and competition. Factor conditions (or production
factors) include human resources (quantity of labor,
skill, educational level, productivity, and cost of
labor), physical resources (raw materials and their
costs, location, access, and transport costs), capital
resources (funds to finance the industry and trade,
including the amount of capital available; savings
rate; health of money markets and banking in the host
country; government policies that affect interest rates,
savings rates, and the money supply; levels of indebt-
edness; trade deficits; and public and international
debt), knowledge-based resources (research, develop-
ment, scientific and technical community within the
country, its achievements and levels of understanding,
and the likelihood of future technological support
and innovation), and infrastructure (all public services
available to develop the conditions necessary for pro-
ducing the goods and services that provide a country
with a competitive advantage, including transpor-
tation systems, communications and information
systems, housing, cultural and social institutions,
education, welfare, retirement, pensions, and national
policies on healthcare and child care). These five
factors are identified in current international and
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economic circles as the keys to the competitive advan-
tage of a nation in the foreseeable future.

Demand conditions are the market conditions in a
country that aid the production processes in achieving
better products, cheaper products, scale economies,
and higher standards in terms of quality, service, and
durability. Demand conditions cause firms to become
innovative and thus to produce products that will sell
not only in the domestic market but also in the world
market.

To be competitive internationally, firms require
access to networks of other firms that specialize in
different tasks in the economy. For example, large
financial institutions require law firms, marketers, and
advertisers. Often large companies use management
consultants or similar business services, subcontracting
tasks that require heavy investments in human capital.
Access to these industries that generally provide exper-
tise often is done through face-to-face contact.

Firm strategy, structure, and competition relate to
the conditions under which firms originate, grow, and
mature. For example, because stockholders demand
that U.S. companies show short-term profits, U.S. cor-
porate performance may be less successful in the long
run than it would be if it were judged over a much
longer time period, as is Japanese and German corpo-
rate performance.

State support of corporate strategy and perfor-
mance is important. For example, a country can regu-
late taxes and incentives so that investment by a firm
is high or low. In addition, competition within a
country can impose demands on company perfor-
mance; new business formations often pressure exist-
ing firms to improve products and lower prices and
thus to increase competitiveness.

—Barney Warf

See also Comparative Advantage; Economic Geography;
Factors of Production
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COMPUTATIONAL
MODELS OF SPACE

Computational models of space are ways in which
space is represented to solve spatial problems from
given inputs by means of algorithms. The develop-
ment of computational models of space relates closely
to how space is conceptualized: as discrete objects
or as continuous fields. Both object- and field-based
conceptualizations of space have been represented in
various forms to facilitate geographic computation.
The nature of a geographic problem determines the
suitability and effectiveness of computational models
as to how the models represent space, ingest input
data, and support algorithm development to derive
solutions for the given problem.

Computational models of objects define space by
identifiable entities of interest. In traffic analysis, for
example, computational space is defined by the trans-
portation network of interest; and trips outside the
network are excluded from consideration. Similarly,
computational models for power grids may include
transmission lines and transformers, and those for
census demographics may include areas of enumera-
tion. Object space often is implemented by vector
models of points, lines, and polygons with object
identifiers, dimensions, coordinates, and attributes.
These geometric objects can be further combined to
form complex objects to represent geographic entities
of complex shape and structure such as rings to repre-
sent lakes with islands and aggregates of line seg-
ments to represent delivery routes. Computational
geometry serves as the foundation for the develop-
ment of vector algorithms to quantify individual
objects and their spatial distributions, topological
relationships, and spatial interactions.

A field describes the distribution of a geographic
variable for which value is determined by location;
that is, value is a function of location such as a tem-
perature field. A field space is said to be planar and
spatially exhaustive because every location has one
and only one value for a given variable. In field-based
computational models, space is partitioned into regu-
lar or irregular units, each of which has a fixed loca-
tion and, therefore, defines a field value. The most
commonly used field model is a matrix of squares
(i.e., rasters or grids). Remote sensing technologies
provide rich sources for raster data. Other possible
partitions of space include triangles, hexagons, and
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irregular polygons. Among all types of spatial parti-
tions, fields of regularly spaced squares are the most
computationally efficient because of geometric sim-
plicity and regular tessellation of space. There are
two basic approaches to the development of raster
algorithms. One is based on cellular automata that
consider how a particular cell value (e.g., fire cells)
propagates in a raster layer (e.g., to examine how a
fire spreads in space). The emerging technique of
agent-based modeling takes a similar approach to
examine the evolution of spatial patterns aggregated
from individual behaviors when discrete cells of a
certain value (e.g., individual pedestrians) animate on
a raster over time under a specified set of rules and
assumptions (e.g., allow moving only to adjacent
cells). The other approach is map algebra in which
each raster serves as a spatial variable to formulate
algebraic expressions. All input and output variables
in map algebra are rasters. Computation may be per-
formed on a cell-by-cell basis or on a group of cells.

Both object- and field-based models are essential
to meet the computational needs of diverse geo-
graphic problems. In some cases, conversion between
vector and raster data is deemed necessary to support
geographic problem solving.

—May Yuan

See also GIS; Humanistic GIScience; Ontology

CONSERVATION

Conservation, the principle or practice of managing
the use of natural resources, is fundamental to successful
human societies but became part of widespread political
and economic discussion in 19th-century America. It
enters into human geography through its mediation of
human—environment interactions.

Although practiced—or abused—by all societies,
conservation was chiefly an American ideology
until recently. Today, its three strands are central to
debates within environmental ethics. One strand—
more aptly called nature preservation—emerged from
the Romantic movement with its spiritual reverence
for creation and an intrinsic value of nature. Naturalist
John Audubon, an early advocate, called for protec-
tion of natural habitat against human abuse. Later
preservationists John Muir, Henry David Thoreau,

and Ralph Waldo Emerson championed this dis-
tinctly biocentric ethic. In contrast, a second strand
borrowed from the Enlightenment principle of ratio-
nalism, prompting scientific studies of land and water
resources to provide understanding of the extent
that nature could yield to American society. Conser-
vation in this form holds the anthropocentric notion
that nature is instrumental to the human purpose of
resource development and became the dominant view
of conservation by the end of the 19th century. A third
strand emerged midway through the 20th century as
the study of ecology provided a science-based but
nonanthropocentric understanding of human—environ-
ment interlinkages, best attributed to the work of Aldo
Leopold. Holistic in its approach, this view gravitates
toward an ecocentric ethic and evolved into ecosystem
management. The three strands created a dynamic ten-
sion that continues in 21st-century American resource
management.

CONSERVATION AS
NATURE PRESERVATION

“In wildness is the preservation of the world,” wrote
Thoreau in 1851. This sentiment is the essence of the
preservation movement today and is most closely asso-
ciated with its greatest proponent, Muir. After walking
from Indiana to Florida in 1867, Muir set out to explore
the Sierra Nevada. With Thoreau, he advocated for con-
servation borne of human transcendence over nature.
For Muir, living in the wilderness was the greatest
spiritual experience in which to be “born again in the
spirit”” Connecting conservation with Romantic tran-
scendentalism first appeared in Emerson’s 1836 essay
“Nature”: “In the woods, we return to reason and faith.”

Nature preservation gained scientific credibility in
1864 with George Perkins Marsh’s Man and Nature,
a scientific perspective on the fragility of the North
American environment. This helped to legitimize
the creation of the first national parks—Yellowstone
(1872) and Yosemite (1891)—and wildlife preserves,
eventually extended to hundreds of protected areas
both domestically and internationally. In 1964, a cen-
tury after Man and Nature appeared, the Wilderness
Act became law, an effort culminating from decades
of dedicated work by leaders of new nationwide orga-
nizations such as the Sierra Club and the Wilderness
Society. By the end of the 20th century, preservation
of wild nature remained a leading ideal for many
environmentalists.
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CONSERVATION AS EFFICIENT
RESOURCE DEVELOPMENT

An expanding America with a frontier rich in natural
resources began to see a need for efficient use of those
resources by the end of the 19th century when the
American frontier was declared closed and New
England was largely deforested. Marsh precipitated
the conservation movement in Man and Nature. Its
chief resource focus, the role of forests in maintaining
soil and water quality, remained the early emphasis of
conservation in America and led to establishment of
the Division of Forestry in 1881 and of New York’s
Adirondack Forest Preserve in 1885. The leading con-
servation proponent at this time was Gifford Pinchot,
first chief of the U.S. Forest Service. Pinchot held that
conservation is founded on three principles: (1) devel-
opment of resources to benefit people who are alive
“here and now,” (2) prevention of waste and destruc-
tion of natural resources, and (3) resource manage-
ment for the benefit of the many, not of the few—the
utilitarian ethic that drove early conservation efforts.
Not surprisingly, the Forest Service was created under
the Department of Agriculture rather than the Depart-
ment of the Interior.

With westward expansion into the so-called Great
American Desert following John Wesley Powell’s
exploration of the Colorado River in 1869, conserva-
tion of soil and water resources became key concerns
for conservation. Powell recognized that aridity made
160-acre homesteads impractical in the West, and he
advocated a new policy of 2,560-acre homesteads.
Congress rejected this notion, and over the next sev-
eral decades a great migration to the arid lands was
promoted under the myth that “the rain follows the
plow.” The outcome would later lead to establishment
of the Bureau of Land Management, the Bureau of
Reclamation, and the Soil Conservation Service (now
the Natural Resource Conservation Service) and pre-
cipitated a shift of America’s population and political
power toward the Sunbelt.

CONSERVATION AS
ECOSYSTEM MANAGEMENT

Ecology, traced by some to Marsh, was championed
most emphatically by wildlife biologist Aldo Leopold
and popularized in his Sand County Almanac, pub-
lished in 1949. As ecology matured, it provided a
dispassionate scientific approach to understanding

nature. It did not advocate for either preservation or
development of natural resources, but it gave resource
management more insightful and holistic methods
that were eventually adopted by the Nature Conser-
vancy in its establishment of a network of privately
protected and managed ecosystems and by the Forest
Service and other federal agencies that began taking
an ecosystem approach to conservation. In this late-
20th-century manifestation, humans are included as
coequals with the ecosystem, and polarized champi-
ons of development versus preservation are included
in decision making with other stakeholders. Less
developed than either of the earlier strands of conser-
vation, ecosystem management represents the newest
wave—and might not be the last.

CONSERVATION IN THE 21ST CENTURY

The Nature Conservancy, the World Conservation
Union, and a growing number of other nongovern-
mental organizations have extended the practice of
resource conservation globally, so it is no longer a
uniquely American practice. Conservation has been
extended beyond resource commodities to protect
threatened and endangered species and now extends
to include whole ecosystems. The principle remains
one that is contested by differing ideologies; recent
momentum toward more holistic and sustainable
views of conservation contrasts sharply with contin-
ued political wrangling over resource exploitation.
Conservation in the 21st century remains a principle
focused on resource management, but that concept
has been extended to include managing the global
environment.

—James Eflin
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CONSUMPTION, GEOGRAPHY AND

In contrast to production, which has been studied in
exhaustive detail in geography, consumption has long
been ignored or taken as unproblematic. The reasons
for this silence are not clear but may reflect, among
other things, Marxism’s emphasis on production and
labor as the central acts of social life and, conversely,
neoclassical economics’ sterile and asocial view of
consumption. Consumption and production cannot
be neatly separated and are closely intertwined; most
people work in order to consume and consume in
order to live. Historically, the growth of mass pro-
duction was accompanied by mass consumption and
advertising during the 19th century and by Keynesian
demand management during the 1930s. During the
late 20th century, changes in the world economy,
including deindustrialization and the explosive growth
of producer services, induced concomitant changes in
consumption, including increasingly specialized niche
markets and sophisticated consumers. By any mea-
sure, consumption is enormously important as an
economic act (constituting the bulk of gross national
products of most countries), environmentally (e.g.,
energy use, the act of turning products into trash), and
in terms of the lifestyles and self-images of much of
the population. The geography of consumption is
critical to understanding related issues such as travel
and transportation, tourism, standards of living, and
uneven development.

THEORETICAL PERSPECTIVES
ON CONSUMPTION

The historically dominant view of consumption came
from neoclassical economics, which analytically privi-
leges demand. In this perspective, individual consumers,
personified by the desolate, self-centered, asocial charac-
ter Homo economicus, maximize their utility or happi-
ness by allocating incomes among different goods. This
topic has been examined in exhaustive detail, including
topics such as the impacts of changing incomes and
prices, consumer surplus, elasticities of supply and
demand, and imperfect information. Inevitably, the con-
clusion of such views is that markets are optimally effi-
cient (and hence morally optimal as well). Although the
neoclassical view is internally consistent within its own
terms of reference, it is ultimately sterile and ahistorical,
failing to do justice to the rich semiotics and social

dimensions of consumption. In part, this failure arises
because neoclassical economics does not represent con-
sumers, or consumption, as a social act, that is, embed-
ded within broader relations of class, gender, ethnicity,
and power. For example, it offers no account of the ori-
gins of utility curves or why they assume their particular
form. Social categories, if they arise at all, are defined
largely by their relations to consumption; for example,
class in conventional Weberian social analysis refers to
income and socioeconomic status.

A second interpretation of consumption comes
from Marxism, which argues that social science must
penetrate the veneer of outer appearances to reveal the
social relations that lie beneath them. In this vein,
Marx argued that commodities are not only things but
also embodiments of social relations. To view com-
modities separately from their social origins is to
commit the error of commodity fetishism; the opaque-
ness by which market relations obscure relations
among producers is functional for capitalism. Rather,
Marxism draws on classical economics to differenti-
ate the use value of commodities—the qualitative sub-
jective dimensions—from their exchange value, that
is, the quantitative price they command on the market.
For example, the use value of an apple is its taste and
the relief from hunger it offers, whereas its exchange
value is the price at which it sells. Critically, for
Marxists, labor also is a commodity whose use value
to employers is less than its exchange value in wages.
Thus, class is defined by relations to production and
not to consumption. Marxism suggests that the extrac-
tion of surplus value by employers inevitably leads
to underconsumption by the working class and the
tendency toward crisis.

A third perspective on consumption focuses on
the semiotic dimensions. Rather than a simple act of
utility maximization, as represented by neoclassical
economics, this body of work points to shopping and
consumption as social and spatial practices that
emanate from, and in turn reinforce, existing struc-
tures of power, culture, and ideology.

In highly individualized societies such as the
United States, much personal status is achieved
through the consumption of commodities. Indeed,
self-identity and even self-esteem are frequently
linked to owning the “right” brands of goods. Thus,
what one may call the sensuous nature of consump-
tion includes the complex social and psychological
motivations that underpin the urge to buy, including
consumers’ egos, sense of self, status definition, and
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alleged individuality that comes from the purchase of
mass-produced commodities.

Early-20th-century cultural theorist Walter
Benjamin extended historical materialism to include
the bourgeois infatuation with the commodity. He
sought to uncover the ways in which the commodity
penetrated into the consciousness of buyers, charting
the growth of bourgeois consciousness in the emerg-
ing malls and stores of early-20th-century Europe.
Working in Paris and Berlin during the 1920s,
Benjamin’s Arcades Project examined the linkages
among the urban environment, experience, history,
and memory, portraying cities as labyrinths in which
individual subjectivity was swept aside by modernity
and its impersonal relations, bureaucracies, and mar-
kets. Perception, Benjamin maintained, was itself his-
torically specific. Commodities, in this reading, were
far more than embodiments of labor power; they were
also visual aesthetics with a significance above and
beyond the narrow realm of the economic. In this
light, Benjamin revealed that commodities are as
much distillations of signs as they are embodiments of
use and exchange values. Thus, Benjamin’s Arcades
Project captured the commodified nature of moder-
nity, the deep linkages between seeing and knowing,
on the one hand, and money and the commodity, on
the other. This step effectively opened up the analysis
of consumption as a social process, noting its mount-
ing autonomy from production and the pervasive role
of symbols in the construction and manipulation of
consumer consciousness.

This line of thought reemerged in postmodern
analyses of consumption, particularly the astute cri-
tique of contemporary capitalism offered by the polit-
ical economy of signs. For Jean Baudrillard, the mass
media have made the sign more important than its
referents, creating a world of the simulacra in which
we can no longer distinguish between simulations
and reality or between true and false. In the context
of post-Fordism, postmodern consumption centers as
much on the symbolic value of commodities as on
their use value. Thus, pseudo-Irish bars are more Irish
than Ireland. Baudrillard’s dissection of DisneyWorld
and its Main Street reveals it to be just such a simu-
lacrum—a giant shopping mall—and for Baudrillard
the United States is essentially DisneyWorld writ
large. Television carries this process of abstraction to
new heights, reflecting and shaping the material world
in complex and highly stylized ways.

GEOGRAPHIES OF CONSUMPTION

Drawing on the work of sociologists, historians,
philosophers, and anthropologists, geographers have
engaged in numerous lines of thought that suture com-
modities to their social and spatial origins. This body
of work has tended to fall into three major categories.
First, drawing on the tradition of humanistic
geography, some geographers have examined the rela-
tions among consumption, the body, and individual
experience. A considerable literature, for example, has
looked at food, its origins and cultural meanings
in different geographic contexts, and its role in the
unfolding of daily life. Similarly, geographers have
examined the shopping mall not only as an economic
phenomenon but also as a cultural site pregnant with
meanings. Jon Goss, for example, studied the Mall
of America in Bloomington, Minnesota, which has
520 stores, chapels, a roller coaster, an aquarium, and
a rain forest. In this environment, fantasy, fun, and the
commodity are merged into a seamless whole.
Second, many geographers have turned to con-
sumption in the context of economic landscapes,
including the pivotal role played by retail trade and
consumer services. Traditionally, economic geog-
raphy focused on production and the role of the so-
called export base in economic development. When
geographers turned to consumption, it was through
the static and ahistorical lens of central place theory.
More recent work has called attention to so-called
nonbasic functions, including retail trade and personal
services, and has shed light on their potential for job
generation and economic change. Some geographers
have studied enormous chains and franchises such as
McDonald’s and Wal-Mart. Studies of the geography
of tourism are a burgeoning part of the discipline.
Third, geographers have focused on consumption
in the context of the global economy, particularly the
manner in which commodities are produced, distrib-
uted, and consumed via commodity chains. By
embedding this sector within wider circles of finance,
investment, trade, and consumption, this literature
notes the ways in which globalization has unleashed
a tidal wave of cheap imports that has propelled the
high rates of consumer spending in societies such as
the United States. This body of work traces the com-
modity through complex contingent lines of causality
linking sellers and buyers across multiple spatial
scales. Variations of this theme point to the highly



Core-Periphery Models 61

gendered nature of consumption as well as to the
moral and environmental dimensions that surround
how commodities are consumed, including the sacri-
fices made by low-wage labor trapped in sweatshops
in the developing world to provide American con-
sumers with cheap goods. Such a perspective reveals
consumption as being an economic, cultural, psycho-
logical, and environmental act that simultaneously
reproduces both the world’s most abstract space (the
global economy) and the most intimate one (the indi-
vidual subject and body).

—Barney Warf

See also Applied Geography; Body, Geography of; Class;
Commodity; Cultural Landscape; Economic Geography;
Food, Geography of; Geodemographics; Humanistic Geog-
raphy; Identity, Geography and; Labor Theory of Value; New
Urbanism; Phenomenology; Sense of Place; Spaces of
Representation; Sport, Geography of; Subject and Subjectiv-
ity; Symbols and Symbolism; Tourism, Geography and/of;
Uneven Development; Urban Geography; Urban Sprawl

Suggested Reading

Crewe, L., & Lowe, M. (1995). Gap on the map? Towards a
geography of consumption and identity. Environment and
Planning A, 27, 1877-1885.

De Graaf, J., Wann, D., & Naylor, T. (2001). Affluenza: The
all-consuming epidemic. San Francisco: Berrett—Koehler.

Gereffi, G., & Korzeniewicz, M. (Eds.). (1994). Commodity
chains and global capitalism. Westport, CT: Greenwood.

Goss, J. (1993). “The magic of the mall”: An analysis of form,
function, and meaning in the contemporary retail built
environment. Annals of the Association of American
Geographers, 83, 18-47.

Goss, J. (1999). Once upon a time in the commodity world:
An unofficial guide to the Mall of America. Annals of the
Association of American Geographers, 98, 45-75.

Gregson, N., Crewe, L., & Brooks, K. (2002). Shopping, space,
and practice. Environment and Planning D, 20, 597-617.

Hartwick, E. (1998). Geographies of consumption: A com-
modity-chain approach. Environment and Planning D, 16,
423-437.

Hartwick, E. (2000). Towards a geographical politics of con-
sumption. Environment and Planning A, 32, 1177-1192.
Lee, M. (Ed.). (2000). The consumer society reader. Oxford,

UK: Blackwell.

Marsden, T., & Wrigley, N. (1999). Regulation, retailing,
and consumption. Environment and Planning A, 27,
1899-1912.

Miller, D. (Ed.). (1995). Acknowledging consumption. New
York: Routledge.

Stearns, P. (2001). Consumerism in world history: The global
transformation of desire. London: Routledge.

Valentine, G. (1999). A corporeal geography of consumption.
Environment and Planning D, 17, 329-341.

Wilk, R. (2002). Consumption, human needs, and global envi-
ronmental change. Global Environmental Change, 12, 5-13.

Williams, C. (1997). Consumer services and economic devel-
opment. London: Routledge.

CORE-PERIPHERY MODELS

A simplified view of economic space that assumes
places can be categorized as belonging to an eco-
nomic core (i.e., wealthy and possessing the means of
production) or an economic periphery (i.e., poor and
dependent on the core for the means to produce). The
model is based on the observation of sharp economic
development contrasts within and between nearly all
territorial divisions. The core—periphery distinction
can be found at any scale, from the local to the global.
The specific characteristics of the core are vague but
are generally thought to include the concentration
of power, financial capital, human capital, research,
innovation, diversified employment, and steady eco-
nomic growth. Conversely, the periphery is character-
ized by low wages, low levels of diversification,
volatile economic conditions, low levels of education,
and little investment.

This method of classifying places is particularly
useful to Marxist economists because it emphasizes
the necessity of uneven development in market
economies. The uneven development described by the
core—periphery model springs from the Marxist asser-
tion that the accumulation of wealth in the core is a
product of the exploitation of resources obtained from
the periphery. In addition, core systems construct pat-
terns of trade that force the continued dependence
of the periphery on the core. These patterns of uneven
trade, wage minimization, multinational corporate
structure, and migration encourage the departure of
capital (both human and financial) from the periphery,
thereby preventing less developed regions from alter-
ing their dependent status.

Although the core—periphery model is one of the
most widely accepted conceptions in economic geog-
raphy, it has faced criticism based on its simplistic
reliance on trade as a causal mechanism and the vague
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treatment of power relations in the model. The perva-
siveness of this core—periphery relationship is also a
matter of considerable debate. Adherents of depen-
dency theory consider the core—periphery relationship
to be a necessary element of capitalism and thus a
perpetual condition in market economies. Adherents to
equilibrium economics assert that the reduced cost of
operating in the periphery will encourage a diffusion of
economic activity toward these areas, thereby ending
uneven development. Much of the current research in
economic geography is focused on either identifying
the mechanisms that create and maintain the core—
periphery dichotomy or on investigating the merits of
the dependency and diffusionist arguments.

—William Graves
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CRIME, GEOGRAPHY OF

The geography of crime is the study of the spatial
arrangement of criminals and crime. Geographic
research on the location of criminals began in Western
Europe during the early 1800s. Termed the carto-
graphic school, researchers mapped the homes of
criminals and related these maps to the socioeconomic
environments of the country. At the turn of the 20th
century, the geography of crime became more focused
on urban areas when the urban ecologists at the
University of Chicago related the home addresses of
delinquents with characteristics of urban neighbor-
hoods thought to spawn delinquency. The spatial pat-
tern that they discovered is termed the urban crime
gradient, which is the tendency for the number of
criminals living in a neighborhood to decline with
distance from the center of the city.

In contemporary times, the focus of geography of
crime has shifted to the location of crime rather than
the location of criminals. Because criminals must

leave their homes to commit most crimes, analysts
have focused on the three geographic concepts that
describe this movement to a crime site: distance,
direction, and reference point. These are three con-
cepts that are used to locate anything in space.

Distance research has discovered that crime trips
tend to follow a definite distance decay function.
Criminals tend not to travel any farther than necessary
to locate a crime site. However, if the crime is confron-
tive, they tend to avoid a buffer zone around the home.
Therefore, the probability of a confrontive crime, such
as rape or robbery, tends to increase with distance from
the home until the edge of the buffer zone is reached
and then decreases rapidly, following the principle
of expending the least effort necessary to identify
an opportunity for crime while avoiding recognition.
Recently, these principles have been applied in geo-
graphic profiling where analysts attempt to predict the
likely location of the home of a serial offender from the
spatial arrangement of the offenses committed. Again,
the assumption is that the offender lives in close prox-
imity to the crimes committed.

Directional analysis focuses on the nature of places
that have a lot of criminal activity surrounding them.
These places are of two types: crime generators and
criminal attractors. Crime generators are places such
as high schools that cluster many people, some of
whom have criminal tendencies, in one place on a
daily basis. Criminal attractors are places to which
criminals travel to identify a criminal opportunity.
Examples include ATM machines for robbers, parking
lots for auto thieves, and beaches for rapists. Because
criminals will come from varying distances, the focus
is on the directional bias toward one of these facilities.
Directional bias is generally measured from the home
of the criminal. Rather than using the four cardinal
directions, bias is measured with respect to some
anchor point such as the center of the city (toward or
away from it in degrees on a protractor). Other anchor
points that have been used in directional research
of the spatial movement of criminals are workplaces,
recreation areas, and illegal drug markets. Again, the
spatial movement of the criminal is measured toward
or away from the anchor point in degrees.

Finally, the reference point from which distance
and direction are measured is an important determi-
nant of crime patterns. Traditionally, the home of the
criminal has been used as the reference point from
which distance and direction of the crime trip is mea-
sured. This is because the home places constraints on



Crisis 63

how far the criminal can travel given that he or she
must return in the evening.

Research on illegal drug offenders has determined
that many do not have a regular home base to which
they return every evening; many are homeless. In
this case, other reference points are more important
than a home in determining the spatial nature of
crime trips. Drug marketplaces are more central to
the lives of drug-dependent criminals than are home
addresses.

Many criminals begin their crime trips from some
place other than the home. This is the case for loca-
tions termed crime generators. Schools may be the
beginning of crime trips for juveniles, and workplaces
may be the origin points of crime trips for adults.
Anchor points other than the home are important con-
siderations when crime generators cluster crime in
their locality.

The geography of crime has gained importance in
police work with the advent of geographic informa-
tion systems (GIS). Before real-time mapping was
possible, there was a tendency for police to avoid per-
sistent high-crime areas. This was termed containment
polity. The reasoning was that it is nearly impossible
to do effective police work without the cooperation of
local residents. Therefore, if local residents oppose
the police, why waste the time and resources to con-
front crime in their neighborhoods? Rather, police
should try to stop the spatial spread of crime into the
tipping-point neighborhoods surrounding the contain-
ment area.

Recent GIS analysis demonstrates that if persistent
high-crime areas are not addressed vigorously, they
will diffuse spatially into surrounding tipping-point
communities. In this manner, whole sections of the
city may be devastated. GIS analysis has allowed
police administrators to turn containment policy on its
head and to focus police resources on the most crime-
ridden neighborhoods termed hot spots. COMSTAT
(acronym for “computerized statistics”) meetings of
regional commanders use crime mapping to track
the success of dampening hot spots and hold district
commanders responsible for concentrations of crime
that persist in their districts.

Geography has become increasingly important in
crime analysis. Whether focusing on the homes of
the criminals or the locations of the crimes, the GIS
advancement in geography has allowed a much more
sophisticated analysis than was possible when maps
were drawn by hand and data tended to be restricted

to those obtained from the police (Uniform Crime
Reports of the Federal Bureau of Investigation) and
the census (demographic, social, and economic data
at the tract level). Features of GIS, such as buffering
around places to determine whether they attract crim-
inals, and overlays to aggregate rare events around
features are just a couple of examples of how geog-
raphy has advanced crime research.

—George F. Rengert
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CRISIS

A crisis, in the lexicon of contemporary human geog-
raphy, refers to a period of significant structural change
and transformation. Typically, the term and the con-
cept are used in various forms of Marxist analyses of
capitalism. However, traditional economists occasion-
ally refer to crises in the contexts of downturns in the
business cycle. In both traditions, the notion of crisis
speaks to the instability that lies at the core of capital-
ist development in time and space.

For Marx, capitalism’s tendency toward crisis
emanated directly from the extraction of surplus value
in the production process. Because capitalists must
extract surplus value to generate a profit, there is a
long-run tendency for the system of production to
overwhelm workers’ capacity for consumption. The
result is a chronic oversupply of goods, leading to
declining prices and profits. As profits decline, firms
are forced to react by cutting wages, restructuring pro-
duction, or both. Marx predicted that capitalism’s ten-
dency in this regard eventually would so immiserate
the proletariat that, in the final crisis, the working
class would ultimately destroy that system and replace
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it with a socialist one better suited to working-class
needs.

More recent views of crisis focus on changes that
occur during periodic recessions and depressions.
Economist Joseph Schumpeter argued famously that
capitalist development is characterized by “creative
destruction” as new technologies and markets destroy
the old ones. In this reading, capitalism is in constant
disequilibrium; indeed, much of the vitality and
adaptability of the capitalist system arise directly from
its continual processes of change. In the same vein,
Simon Kuznets examined investment behavior as the
motor that drives the business cycle. In his view, each
firm must invest or disinvest in anticipation of future
profits; thus, each company’s individual rationality
creates a collective irrationality; that is, the market is
inherently unstable. Although crises are devastating
for less competitive firms, often driving them into
bankruptcy, they often make surviving firms even
stronger. During downturns, when firms have rela-
tively little to lose, they may experiment with new
forms of production (i.e., technologies), new products,
and/or new markets as well as seek out new geo-
graphic locations. Thus, crises are useful in reestab-
lishing the conditions of profitability. For this reason,
James O’Connor argued that crises are actually useful
for capitalists as a whole even though they are fatal
for some. Indeed, market-based systems would be
deprived of their ingenuity without the periodic need
to experiment and restructure; thus, capitalism is not
only crisis ridden but also crisis dependent. Increas-
ingly, therefore, as crises are seen as functionally nec-
essary for the survival of capitalism, they have become
viewed not as abnormal aberrations but rather as per-
fectly normal parts of the capitalist machinery.

A central contribution of Marxist geographers was
to spatialize the notion of crisis. David Harvey played
a profound role in this regard, particularly through his
famous notion of the spatial fix. Harvey argued that
the processes of competition and the extraction of
surplus value led firms to accelerate the turnover rate
of capital. Geographically, this process involved the
search for more efficient transport systems. Capital
tied up in transport is not directly realizing surplus
value; therefore, reducing transport times accelerates
the process of capital accumulation—what Harvey
called time-space compression. However, reducing
transport costs is difficult and expensive because the
infrastructure needed to shuttle people and goods is
expensive, is durable, and has a long depreciation

time. Indeed, out-of-date transport systems (or the
whole pattern of fixed capital investments in general)
will inhibit future rounds of accumulation, eventually
becoming a barrier to further accumulation. Thus, the
spatial fix—the landscape that capitalism produces
during temporary windows of stability—is periodi-
cally reworked during periods of crisis.

More broadly, crisis has become wrapped up with
broader notions of restructuring in which capitalism
undergoes periodic rounds of transformation. The late
19th century, for example, witnessed massive restruc-
turing in the wake of the depression of 1893, including
the ascent of large, well-capitalized, multiestablishment
industrial firms; significant technological change; and
the replacement of small local markets by a national
market. Similarly, the late 20th century saw a crisis of
profitability associated with the “petroshocks” of the
1970s, deindustrialization, the rise of the newly indus-
trializing countries, the degeneration of the Rustbelt
and the rise of the Sunbelt, the microelectronics revolu-
tion, and the ascendancy of neoliberalism worldwide.

Finally, these economic dimensions of crisis have
been complemented by sociological and cultural
ones. The most famous interpretation was offered
by renowned sociologist and philosopher Jurgen
Habermas in his concept of legitimation. Invoking
Antonio Gramsci’s notion of ideology, Habermas
maintained that the state is continually torn between
accommodating the needs of capital and production,
on the one hand, and those of labor and social repro-
duction, on the other. To the extent that the system
works smoothly, the state can serve the interests of
capital under the guise that it operates on behalf of the
general public good. However, during periods of trau-
matic realignment (e.g., the Great Depression of the
1930s), when its class bias is exposed, the state expe-
riences a legitimation crisis, opening the door for
alternative political movements.

—Barney Warf
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CRITICAL GEOPOLITICS

Critical geopolitics challenges conventional geopolit-
ical accounts that posit an unproblematic use of geog-
raphy as a causal or influential force in international
politics. Based on poststructural theory, critical geo-
politics has sought to subvert the taken-for-granted
reasoning underlying geopolitics to insist, following
Michel Foucault, that power and knowledge are
always inseparable. There can be no apolitical or “nat-
ural” geographic influence on the practice of politics.
Critical geopolitics has paid particular attention to the
language of geopolitics (or geopolitical discourse).
To critical geopolitics, language is not unproblematic,
simply describing what is there. There is always a
choice in the concepts that can be drawn on to make
sense of a situation. Language is metaphorical,
explaining through reference to other already known
concepts. For instance, during the cold war, the
domino metaphor simultaneously embodied a power
political system where only two powers existed (the
Soviet Union and the United States), where only force
could oppose force, and where the unfolding of the
process was inevitable; once started, the continuing
fall of states was as unavoidable as stopping a line of
dominoes from toppling once the first domino had
been pushed. Disease metaphors were structurally
very similar, relying on notions of contagion or the
malign spread of infection, again depending on a
simple notion of geographic proximity as the basis for
social and political change.

Whereas traditional geopolitics regards geog-
raphy as a set of facts and relationships “out there” in
the world awaiting description, critical geopolitics
believes that geographic orders are created by key
individuals and institutions and are then imposed on
the world as frameworks of understanding. Critical
geopolitical approaches seek to examine how it is that

international politics are imagined spatially or
geographically and in so doing to uncover the politics
involved in writing the geography of global space.
Gearoid O Tuathail called this process “geo-graphing”
(or earth-writing). For geopoliticians, there is great
power available to those whose maps and explana-
tions of world politics are accepted as accurate due to
the influence that these have on the way in which the
world and its workings are understood and, therefore,
the effects that this has on subsequent political prac-
tice. Critical geopolitics aims to challenge the objec-
tivity of geopoliticians. For example, the privileging
of sight (especially with the use of maps and dia-
grams) over other senses in geopolitical reasoning
allows geopoliticians to write as if from afar—as if
somehow unconnected to the world being surveyed.
This reinforces the idea of an objective account rather
than one written from a position grounded within the
events being discussed. It hides the fact that geopoliti-
cians have their own points of view and loyalties.

In arguing this, critical geopolitics suggests that
geopolitics is not something simply linked to describ-
ing or predicting the shape of international politics; it
is also central to the ways in which identity is formed
and maintained in modern societies. National identity
is not simply defined by what binds the members of
the nation together; perhaps even more important, it is
also defined by representing those who exist outside
as different from members of the nation. Drawing
borders around territory to produce “us” and “them” of
the nation and those who are different does not simply
reflect the divisions inherent in the world; it also helps
to create these differences. Again, geopolitics does not
simply reflect the facts of geography; dividing the
world into domestic and international realms helps to
form geographic orders and geographic relationships.
Geopolitics reduces spaces and places to concepts or
ideology. The complexity of global space is simplified
to units that singularly display evidence of the charac-
teristics that are used to define the spaces in the first
place (e.g., Asia is exoticism, the Soviet Union is com-
munism, Iran is fundamentalism, the United States is
freedom and democracy).

The creation of a sense of difference, and particu-
larly the sense of danger that this presents, has implica-
tions for the practice of domestic affairs in addition to
how foreign policy is conducted. Thus, Simon Dalby
suggested that geopolitics can justify limiting domestic
political activity through the production of a greater
enemy outside. At the same time, this presents a
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normative image of identity. So, for example, when the
Soviet Union was imagined as being completely unlike
the United States, any description of the Soviets as evil,
aggressive, and unreasonable implies goodness, toler-
ance, and reason on the part of Americans.

The landscape of traditional geopolitics was popu-
lated by elite white men, a point explored by feminist
and postcolonial critics. Cynthia Enloe suggested that
women have been ignored in international politics,
which traditionally has written a story of the spectac-
ular confrontation of mighty states led by powerful
statesmen, of the speeches and heroic acts of the elite,
and of the specialist knowledge of “intellectuals of
statecraft.” Enloe refused to accept this story as
covering the full extent of the workings of relations
between states and instead focused on other actors and
processes excluded and silenced by the conventional
account—the role of international migration, the ide-
ology of docile female labor for capitalist exploita-
tion, the availability of sex workers for the global
tourist industry, and so on. Enloe linked international
geopolitics to everyday geographies of gender rela-
tions to highlight the constructed nature of scale and
of state boundaries.

—Joanne Sharp

See also Geopolitics
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CRITICAL HUMAN GEOGRAPHY

A disciplinary trend, critical human geography is the
result of the growing influence of—and interest in—
critical theory in the social sciences. This paradigm

change in scholarly thought must be understood in
relation to, and as the result of, historical and social
conditions. Although critical human geography is an
emergent paradigm at a global scale, the discussion
here focuses on its development in Anglo-American
geography.

The emergence of critical human geography is tied
closely to the social tensions of U.S. and British poli-
tics during the late 1960s. In the United States, it was
especially the impact of the civil rights movement and
the reaction to the Vietnam War that resulted in vari-
ous forms of social critique and protest. In academia,
this trend translated into the influence of a wide array
of theoretical developments. Among them were
Marxist critiques of capitalism, the critical theory of
the Frankfurt School, French poststructuralism, post-
colonial theory, feminist thought, and queer theory.
A general theme uniting these different philosophi-
cal approaches is their use in reconceptualizing two
aspects of human geography.

First, critical human geography seeks to provide a
broad critique of the prevalent paradigms of scientific
inquiry in the discipline. It is a reaction against posi-
tivism and its concern with objectivity and the scientific
method. In addition, it undermines the assumptions
of behaviorism and its emphasis on the goal-oriented
decision-making models. Furthermore, it rallies against
humanistic geography and its phenomenological
approach to the lived world that often universalizes pat-
terns of human behavior and meaning making. Last,
it is a reaction against what it perceived as masculine
models of science, and it contrasts these with distinctly
feminist perspectives on science and knowledge acqui-
sition. In summary, critical human geography intends
to function as a potent critique of traditional scientific
models in the discipline. It especially aims to decon-
struct previously taken-for-granted scientific models by
showing how scientific researchers, projects, data, and
reports all are embedded in the power structures of a
society and thus actively involved in socially construct-
ing certain realities.

Second, critical human geography seeks to provide
a powerful critique of the cultural, economic, social,
and political geography of capitalist societies. Such
endeavors have resulted in Marxist critiques of the
capitalist logic behind urban design, expositions of
the global patterns of exploitation in trade, studies on
the increasing uniformity of cultural expression as a
result of an emerging global culture industry, and much
more. In addition, geographers have paid particular
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attention to the growing infringement on the public
sphere, as evidenced by the number of studies addres-
sing the surveillance and regulation of public space.

CRITICAL HUMAN GEOGRAPHY AND
ALTERNATIVE MODELS OF SCIENCE

Scholarly work in critical human geography is an
epistemological critique of the discipline. It calls
into question the validity of the dominant positivist
paradigm in geography and its use of the scientific
method. It begins this critique by looking at the rela-
tionship between the researcher and his or her
research objects or subjects.

Positivism idealized the concept of the objective
researcher who, in the process of conducting a project,
distanced himself or herself as much as possible from
research subjects and the pressures or social forces
within the discipline. It assumed and required that
personal bias be left out of the research process and
that disinterestedness guided the ethical conduct of a
scholar who searches only for facts and not opinions.
In contrast to such an objectivist model, Marxist geog-
raphers emphasize that scientific inquiry is always
a product of the society in which it is produced and
thus reflects and is influenced by power structures and
dominant ideologies. It is almost impossible for a
researcher to be unbiased and objective.

Moreover, feminist and queer geographers note
that knowledge production in academia traditionally
has been in the hands of heterosexual men. What con-
stitutes knowledge and what counts as appropriate
method was determined by these men. Feminists and
queer theorists argue that men’s research has been
centered predominantly on goal-oriented, practical
data gathering and has discounted intuitive and situa-
tional knowledge as invalid, subjective, and “soft.” In
addition to—or in place of—the hard science of gath-
ering measurable results, feminism emphasizes that
the collection of intuitive knowledge cannot be mea-
sured objectively. Other models of scientific inquiry
that are more personal, subjective, qualitative, and
even decisively political must be explored and permit-
ted as valid research.

Critical human geography also questions the
process of abstraction and reduction—of model mak-
ing and its supposed objectivity. Traditionally, it was
the behavioral geography of the 1960s that used the
concept of “rational man” and his goal-oriented
behavior as the starting point of inquiry and sought to

model and standardize expressions of human spatial
behavior. Both Marxist thought and feminist thought
question the ability and reality of decision making on
a purely rational basis and emphasize that behaviorist
models are insufficient insofar as they do not account
for spontaneous or intuitive behavior. Also, they ques-
tion that actors are always aware or fully conscious of
all their options. Instead, critical geographers argue,
individuals often unconsciously choose from options
that are predetermined or selected for them based on
the society and ideology under which they live.

Much more than just a critique of scientific
approaches, critical human geography offers a variety
of methods to provide a critical analysis of society.
Most important in the methodological approach is the
argument that all knowledge and the spatial character-
istics of reality are socially constructed. Marxist,
but particularly poststructuralist, approaches in criti-
cal human geography seek to deconstruct taken-
for-granted notions of space. The predominant tool of
deconstruction is discourse analysis. Discourse analy-
sis looks at the ways in which texts (e.g., speeches,
articles, inscriptions) attach meaning to certain places
and how these meanings are purposely created to rep-
resent certain positions of power. In other words, it
links texts and the meaning they give to places with
the people who created these texts and their positions
of power. This is done to show how power is used to
give meaning to places and to silence other texts and
meanings.

An example of the interconnectedness of place,
text, and power is the recently completed Memorial
for the Murdered Jews of Europe in Berlin. From 1989
to 2000, various commissions and juries debated the
design as well as the message of the memorial.
Particular controversy arose as to who was supposed
to be honored by the monument. Originally, it was
intended as a site of remembrance for the millions of
European Jews killed during the 12 years of the Nazi
regime. Once the goal of the memorial was clarified,
Sinti and Roma (European Gypsies) and other victim
groups felt excluded from representation and argued for
inclusion in the memorial. This argument was rejected
by the organizing committees, which argued that a
specifically Jewish memorial was needed to single
out the Jewish victimhood in the Holocaust. German
history historically has tried to blur the boundary
between victims and perpetrators, and in the end the
community of German Jews, supported by many allies
in the German government, were successful in getting
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their specific memorial. The 11-year debate about the
memorial was conducted by people representing vari-
ous groups in different positions of power. Although
the growing community of German Jews was given
many opportunities to voice their position in the public
media, the Sinti and Roma as a historically itinerant
group have strong negative stereotypes attached to
them even today. Subsequently, their position of power
and their ability to influence public debate are signifi-
cantly less pronounced.

In summary, discourse analysis carefully examines
who plays what role in the ways in which place is
invested with meaning. It analyzes who speaks in a
public debate about place and who is silent, and it asks
what it said and from what position of power, thereby
dissecting public dialogue about the social construc-
tion of places.

CRITICAL HUMAN GEOGRAPHY
AND ALTERNATIVES TO CAPITALISM

Rarely is the history of a scientific discipline and its
shift in thinking so closely tied to one person as in
the case of human geography and its critical turn.
Especially when it comes to the development of criti-
cal human geography as a critique of capitalism, one
scholar—David Harvey—clearly stands out as having
defined this paradigm shift. His career began in
England during the 1960s as an influential positivis-
tic geographer interested in the development and
advancement of the scientific method in geography.
The publication of Explanation in Geography in 1969
marks the culmination of these efforts. Following
his move to the United States, Harvey’s career was
marked by a radical shift of interest and the introduc-
tion of the first geographic work to explicitly draw on
the writings of Karl Marx. Like no other work, Social
Justice and the City, first published in 1973, set the
tone for a critical Marxist analysis of the geographic
structures and processes underlying the political—
economic system of capitalism. Harvey’s work focused
on the analysis of the spatial logic of capitalism (i.e.,
the spatial requirements of profit generation and cir-
culation). For example, he emphasized the necessity
of capitalism to create cores and peripheries, or spa-
tially manifested inequalities of participation, in a
market economy. Capitalism depends on the accumu-
lation of capital and its continuous circulation and
reinvestment. This means that capitalists not only are
looking for new opportunities to invest but also must

have new places to invest. Thus, capitalism depends
on the constant growth of markets in both volume and
spatial extent. Capitalism as a political and economic
system not only happens in space but also actively
produces it. In addition to examining the intricate
details of this process, Harvey’s work analyzed the
role of the state and its foreign politics in the enforce-
ment of the progress of global systems of capitalist
production cycles.

Following Harvey’s lead in the description of the
intricate details of the geography of capitalism, several
other scholars have contributed additional work on the
aspects of space and place in capitalist societies. Most
notably, feminist work has added a gender perspective
to the spatial inequities created by capitalism and has
shown how it is particularly women who are pushed to
the margins of societies with fewer work opportunities,
lower pay, and often longer distances to appropriate
workplaces. Recently, there also has emerged a strong
research tradition that pays attention to the diminishing
role of public spaces in many capitalist societies. Don
Mitchell, in particular, showed how large and often
multinational corporations have been influential in
the increased regulation and limitation of the right to
assemble and to speak freely in public space. Mitchell
and others interpret this as the result of the cooperation
of state, county, and federal governments with capital-
ist interests. For example, many American cities now
have in place by-laws that prohibit panhandling or even
the prolonged presence of individuals in certain public
spaces. Instead of addressing the roots of poverty in
inner cities, governments now create rules that enforce
the removal of people and activities that are considered
harmful to local businesses. Thus, by increasingly reg-
ulating public space, the state and its institutions act in
the interest of corporations and their desire to increase
profits but neglect the needs of the citizenry.

—Olaf Kuhlke
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CULTURAL ECOLOGY

Cultural ecology is an approach within geography
and anthropology to the study of people and the inter-
relationships among cultures, resources, and environ-
ments. Cultural ecology and its practitioners hold that
similar assemblages of environments and technolo-
gies demonstrate functional and causal relationships
to concomitant forms of social organization. There-
fore, it studies the patterns, practices, and processes
whereby cultural groups adapt to their specific habi-
tats or environmental conditions. In turn, cultural
ecologists are primarily concerned with specifying
and explaining subsistence activities or food produc-
tion. These patterns and practices are seen as consti-
tuting the “culture core” of a given cultural formation.
Cultural ecology can be seen as a subdomain within
the larger and more diffuse field of human ecology
and as a variant of anthropogeography in its nondeter-
ministic expression.

Cultural ecology as a distinct and recognized sub-
field in geography and anthropology first emerged
during the 1950s. Its older roots tap into the perennial
concern to understand humans’ cultural relationships
with their ambient environments. More proximate
antecedents can be seen in 19th-century geography’s
syntheses of human and physical geography, espe-
cially where concern for the cultural dimensions of
humans’ impact on specific environments was regis-
tered. Starting in the 1930s, anthropologist Julian
Steward can be credited with naming the approach,
theorizing its objectives, and providing examples of
its practice with his studies of remnant Amerind
hunter—gatherers in the American West. Much subse-
quent work in traditional cultural ecology has concen-
trated on hunter—gatherer populations and traditional
agriculturalists.

Quite simply, the “simpler” or more direct the
cultural group’s interaction with the “natural” environ-
ment, the more tractable and accessible the analysis of
adaptative processes (or at least this was the idea).
Steward later applied his cultural ecological method
to more complex societal formations, both prehistoric
and contemporary. His method can be summarized as
a tripartite exercise, namely (a) specifying the interre-
lations between environments and subsistence tech-
nologies, (b) studying the resulting behaviors, and
(c) determining the effect of these behaviors on other
aspects of culture. Collectively, these adaptational

changes led to multilinear pathways of cultural evolu-
tion. Thus, Steward conceived his theory and method
as counter to approaches that posited unilinear stage
progression in cultural evolution. Rather than search-
ing for universal principles of causation and uniform
evolutionary trajectories as with dogmatic versions
of historical materialism (e.g., Marxist) or cultural
organicist cyclical models (e.g., Spenglerian), Steward
looked for parallels in cultural causalities. The nonde-
terministic approach of cultural ecology has found
widespread acceptance in the study of prehistoric
societies.

Although Steward has been widely considered the
intellectual author and first practitioner of cultural ecol-
ogy, his ideas were actually incubated in the context
of his graduate studies at the University of California,
Berkeley. Steward sought to renew attention to culture—
environment interactions and to rehabilitate cultural
evolutionary perspectives within a more materialist
anthropology. In the wake of the excesses of environ-
mental determinism and unilinear evolutionism, Franz
Boas and his followers moved anthropology away from
these earlier tendencies. As a student, Steward had
close contacts with Carl Sauer and his Berkeley School
followers. In turn, much of what both Sauer and
Steward proposed in terms of the study of subsistence
systems and cultural adaptations was anticipated and
articulated by British geographer C. D. Forde. Since
Steward’s initial 1950s launching, cultural ecology
has undergone a number of adaptations to changing
academic currents and critical concerns. These shifts
and reorientations can be viewed in terms of decadal
phases, each with its distinctive theoretical concerns,
key practitioners, and prime texts. The 1950s phase,
then, can be characterized by the concerns of Steward
and others (both archaeologists and cultural anthropol-
ogists) to put questions of subsistence at the center of
their investigations. For archaeologists, this included
looking for comparative regularities in ancient civiliza-
tional processes rather than simply charting cultural—
historical sequences or specifying civilizational patterns.
For cultural anthropologists, it meant directing less
attention to questions of kinship and ideational aspects
of culture(s) and more to the material workings of
cultural reproduction, especially food production and
habitat appropriation.

The insights and methods of biological ecology
also began to inform cultural ecologists’ objectives.
Anthropologist Frederick Barth demonstrated the util-
ity of the ecological concept of econiche in his study
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of how farmers and pastoralists could symbiotically
exploit the same environments. Steward’s Theory of
Culture Change remains a key text from this period.

The 1960s saw a rapid expansion in the numbers
of practitioners, publications, and problems that
came under the purview of cultural ecology. Differing
approaches or traditions within cultural ecology also
began to take form. Local studies focused on single
groups, and limited areal extents were carried out in
efforts to determine energy flows, subsistence tech-
niques, and many other measurable dimensions of tra-
ditional people’s ecological relationships with their
environments. Geographer Harold Brookfield and his
colleagues’ work in highland New Guinea and other
Pacific locales established methods and benchmarks
that were replicated elsewhere in tropical contexts.
Anthropologist Roy Rapport pioneered the emphasis
on energetics that took off during the 1970s with his
study of food rituals and energy flows in a New
Guinean group. At the same time, a few cultural ecol-
ogists sought similar objectives at broader scales.
Anthropologist Clifford Geertz’s research on agri-
cultural involution in Indonesia effectively showed
how comparative study of differing ecosystems—in his
case, antecedent rain forest, shifting cultivation, and
wet rice farming—could enframe and elucidate the
larger questions of Euro-expansion and its impacts on
local peoples and their environments.

During the 1970s, earlier concerns were carried
forward, some with new labels such as adaptive
dynamics, while increased emphasis was put on rec-
ognizing the role that macropolitical economic factors
played in shaping local cultural ecologies. The work
of geographers Michael Watts in Africa, Lawrence
Grossman in New Guinea, and Bernard Nietschmann
in Central America laid the foundations for the emer-
gence of political ecology as a distinct offshoot of
cultural ecology. Other geographers with direct ties to
the Sauerian tradition of landscape studies, especially
William Denevan, David Harris, and James Parsons,
and their students, including B. L. Turner, 11, Gregory
Knapp, and Kent Mathewson, enlisted cultural ecol-
ogy for the study of ancient agricultural land forms
(e.g., terraces, irrigation systems, raised fields). The
past two and a half decades have seen an explosion of
interest in political ecology and a maturation of some
of cultural ecology’s original objectives along with
the abandonment of others. Much of the current work
in cultural ecology shares many of the concerns, meth-
ods, and theoretical groundings of political ecology,

producing a productive blurring of boundaries. The
sites and arenas of shared interest that engage both
include questions of identity and social movements,
pastoral—agricultural conflicts, ecopolitics and natural
resource control, protected areas and indigenous pres-
ence, gender ecology, and environmental discourse
and policy issues.

Perhaps the single largest change over the past half
century within cultural ecology has been the theoreti-
cal shift from the older ecology based in cybernetic
assumptions that natural systems tend toward equilib-
rium to the “new ecology’s” recognition of the central-
ity of discontinuities, perturbations, and nonequilibrium
dynamics in both “natural” and cultural systems.

—Kent Mathewson
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CULTURAL GEOGRAPHY

Anglo-American cultural geography has a long and
rich history stretching back to the early 20th century
in the United States and beyond that to late-19th-
century German anthropogeography. Until the 1980s,
there were few cultural geographers practicing in
Britain. Two decades later, in a remarkable change
that paralleled the “cultural turn” within the social
sciences more generally, cultural geography has
become one of the most popular areas of geography in
Britain. We return to this development later, briefly
tracing its genealogy, but first let us turn to the devel-
opment of the subfield in the United States.
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Cultural geography in the United States, from its
founding during the 1920s through the 1970s, was
dominated by Carl Sauer and his students at the
University of California, Berkeley. Under the power-
ful influence of the charismatic Sauer, a coherent set
of interests and approaches to research emerged under
the unofficial name of the Berkeley School. Given the
importance of Sauer to the foundation of the subfield,
a few words are in order about his perspective. By the
time he moved to Berkeley during the 1920s, he had
rejected the still currently fashionable environmental
determinism, which claimed that cultures were deter-
mined by nature (e.g., that hot climates produced less
developed societies than did cold climates). Under the
influence of cultural anthropologists A. Kroeber and
R. Lowie, Sauer came to accept what was known as
the “superorganic” notion of culture that treated cul-
ture as a kind of “black-boxed” entity that (rather
mysteriously) shaped the behavior of different groups
in different environments. He also developed a life-
long interest in Latin America and in prehistory.
During the 1930s, Sauer fostered increasingly strong
ties with biological scientists and pioneered research
on the interaction between humans and the physical
environment. He approached human—environment
relations historically and focused on the human trans-
formation of the earth.

Many of the most important ideas that Sauer intro-
duced to the field (e.g., historical reconstruction of the
impact of past cultures, the culture area or region, the
diffusion of culture traits from region to region) were
current at the time in German anthropogeography and
American cultural anthropology. Sauer placed a
greater emphasis on the human relationship with the
physical environment than did the anthropologists,
and perhaps this is where his most original contribu-
tions lie. His black-boxing of culture resulted from his
view that geographers need not concern themselves
with social, psychological, or political processes. (To
be fair, much of his work was on historical cultures
about which there were little data on the Ilatter
processes; nevertheless, many of his followers work-
ing on more contemporary issues had no such excuse
for ignoring these.) Culture as a holistic entity was
seen as a force that causes members of culture groups
to act in culturally and historically specific ways.
Such a broad formulation had the advantage of allow-
ing the first generation of cultural geographers to
describe the behavior of ‘“cultural groups” without
needing to invoke social-psychological or political

processes. It was assumed, perhaps heuristically, that
people behaved as they did because their culture made
them do so. Such a simplifying assumption allowed
cultural geographers to focus on the abstracted pro-
cesses in which they were most interested such as the
historical diffusion of cultural traits across space and
how particular culture traits work (e.g., how methods
of cultivation work ecologically in particular types of
places). As we will see, post-1980 cultural geographers
called into question the assumptions of the Berkeley
School, although more recently there has been a
revaluing and greater appreciation of the environmen-
tal focus of the Berkeley School, which began to be
lost with the first wave of what has been termed the
new cultural geography.

Let us now turn to a consideration of the four prin-
cipal themes in pre-1980s American cultural geog-
raphy. The first is the diffusion of culture traits.
Cultural geographers, like cultural anthropologists
before the 1940s, sought to explain the development
of cultures in terms of the diffusion of culture traits
such as plants, domesticated animals, house types,
and ideas rather than in terms of independent inven-
tion. In this manner, the movements of cultural groups
could be traced by the cultural spoor they left behind.
A second and related theme is the identification of
culture regions through the plotting of material and
nonmaterial culture traits. Attempts were made to cor-
relate the incidence of such traits so as to identify rel-
atively homogeneous cultural regions. A third theme
was landscape interpretation, which attempted to trace
the historical development of a particular landscape
from its “natural” state into a cultural landscape. A
fourth theme was historical cultural ecology. In this
approach, attention was focused on how people’s per-
ception and use of their environment are culturally
conditioned. Although these four themes continue to
be active areas of research among North American cul-
tural geographers, they no longer occupy the dominant
position that they once did.

Traditional Berkeley School geography was sup-
planted by a new cultural geography originating in the
1980s. Simultaneously on both sides of the Atlantic,
there arose a series of challenges to traditional cultural
geography’s modes of explanation. These challenges
were the result of the rise of a Marxist-inspired geog-
raphy in quest of contemporary social and political
relevance, on the one hand, and a humanistic geog-
raphy that sought to move to center stage the role
played by individuals, on the other. Although these
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two approaches had very different models of explana-
tion, both prioritized social and political theory. The
result was a flurry of criticism of traditional cultural
geography as antiquarian, overly simplistic, and deter-
ministic in its explanation of social action and as inca-
pable methodologically of handling the complexity of
contemporary societies. Although such critiques occa-
sionally were overdrawn, they pointed to some real
problems with a deterministic superorganic concep-
tion of culture and with a romantic approach to peas-
ant societies.

The rise of cultural geography in Britain was part
of a broader cultural turn within the social sciences
and had little in common with the genealogy of tradi-
tional American cultural geography. Because of the
relative absence of a cultural geographic tradition in
Britain and a lack of interest in the topics that inspired
traditional American geography, British social and
historical geographers sought to create a distinctively
British cultural geography based on the study of cul-
ture as exemplified by the writings of Marxian literary
critic Raymond Williams and the founders of the
nascent field of cultural studies at the Birmingham
Centre for Cultural Studies. In contrast to traditional
American cultural geography’s emphasis on cultural
homogeneity and continuity over time, cultural stud-
ies celebrated diversity and change. And in contrast
to the former’s focus on rural developing societies,
the latter sought to understand urban societies in the
developed world. Whereas the former focused on the
landscape and place as indicators of culture, the latter
often sought to describe cultural practices and politics
as they shape identities and lifestyles with more refer-
ences to issues of class, race, gender, and sexuality
than to landscape. Although during the 1980s and
early 1990s the differences between traditional and
new cultural geography were rather stark, they have
softened over time, and in some areas of the subfield
there has been blurring of the difference between
the two. In particular, one can see this in the area of
landscape interpretation and in a renewed interest in
human—nature relations; however, as we will see,
these similar foci have different genealogies. In the
following section, a number of other areas of current
interest to cultural geographers are discussed.

LANDSCAPE

Although landscape interpretation has tended to
maintain important connections to traditional cultural

geography, some new directions have been charted
that are more explicitly theoretical and show greater
concern for the sociocultural and political processes
that shape landscapes as well as the active role that
landscapes play in these processes. Scholars have
reconceptualized landscape in various ways. For those
who draw on Marxian cultural criticism and the
iconographic approach of art history, landscape is
considered a “way of seeing” rather than a set of
objects. Such a way of seeing, it is argued, is ideolog-
ical, representing the ways in which a particular class
has represented itself pictorially or the ways in which
members of that class survey the landscape, especially
as property. Others have applied poststructural notions
of discourse, text, intertextuality, and power drawn
from literary theory and Michel Foucault to under-
standing the ways in which landscapes are constructed
and then read by those who inhabit or encounter them.
This work often focuses on the political and social
consequences of landscapes being taken-for-granted
indicators of how societies are and should naturally be
organized, especially within cultural regions. Another
strand of poststructural landscape interpretation draws
inspiration from Jean Baudrillard and explores land-
scapes as hyperreal simulacra (or simulations).
Themed environments such as Las Vegas are seen as
hyperreal, and philosophical questions surrounding
the issue of authenticity are raised, for example,
whether any landscape is any more or less authentic
than any other. Disneyland and American malls are
typical subjects of study. Yet another model of land-
scape interpretation is that of theater, drawing on
dramaturgical approaches to the ways in which land-
scapes have an active role or a performative (consti-
tuting) role in social life. Important work has been
conducted using combinations of these theoretical
approaches to explore cultural memory, whether at the
scale of individual monuments, urban landscapes, or
nationalism.

Since the mid-1990s, there have been an increasing
number of criticisms of the discursive turn within
geography that is seen to overemphasize discourses
and ideas about landscapes as opposed to the materi-
ality of landscapes. Some have come from a psycho-
analytic critique by feminist geographers unhappy
with the masculinist “gaze” in landscape interpreta-
tion that emphasizes the visual pleasure of surveying
the world from a particular privileged perspective (the
“master of all he surveys” type of gaze). Other chal-
lenges have been inspired by the materialisms of
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Marxism, actor—network, and nonrepresentational
theory. These have tried to move landscape interpreta-
tion away from a focus on representation toward a
greater stress on materiality, embodiment, and a rejec-
tion of the nature—culture dichotomy. Although these
critiques have helped to correct an imbalance created
by the discursive turn, important work continues to be
done seeking a balance between representational and
nonrepresentational practices as seen in an increase in
studies of the cultural politics of landscapes.

NATURE

Nature—culture relations, which was one of the princi-
pal areas of research in the Berkeley School, has again
become an important focus. Bruce Braun identified
four strands of research present within this area. The
first is cultural ecology, a perspective that was most
popular several decades ago but still has adherents
in geography. Cultural ecologists seek to connect cul-
tural practices in “traditional” societies to local ecolo-
gies, seeing these as complex feedback loops between
culture and nature. Although this position has much
to offer in providing an integration of the cultural and
the natural, it has been criticized as seeing culture as
merely subsidiary and functional to natural processes.

A second strand, political ecology, can also be
traced back to the Sauerian tradition with its interest
in the relations of Third World peasants to the land.
But unlike the cultural ecology approach, political
ecology focuses squarely on the political and eco-
nomic contexts and ecological consequences of peas-
ant land use practices. Although this approach offers a
welcome politicization of human relations to nature,
often nature is treated as an inert entity manipulated
by economic interests.

A third strand is the cultural approach to nature.
Having been influenced by the cultural turn within
the social sciences and poststructuralism, it argues
that although nature is material, it is also socially
constructed—that what counts as nature depends on
linguistic and cultural meaning-giving practices.
Cultural meanings conceptually divided up and thus
constitute physical environments as objects of knowl-
edge and power. Thus, researchers focus attention on
the ways in which nature is represented by different
cultural groups. An interesting body of feminist liter-
ature influenced in part by the work Donna Haraway
has emerged under this approach. Some have made
the criticism that this perspective substitutes a discursive

determinism for the environmental determinism of
cultural ecology and the economic determinism of
political ecology.

A fourth strand seeks to collapse the distinction
between culture and nature that critics argue is central
to these other approaches. Contemporary cultural
geographers drawing on the work of nongeographers
such as Haraway and Bruno Latour have begun to
explore the ways in which culture and nature are
mutually constitutive and inseparable. The work done
under this nondualistic approach is broad and includes
studies of animal geographies, including the history of
domestication, demonstrating that genetic modifica-
tion is not an entirely new phenomenon. Such argu-
ments draw inspiration from Latour’s notion of
“hybrids” and “quasi-objects,” everyday technologies
that are neither cultural nor natural but rather both
simultaneously. Cultural practices are not located in
individuals. Individuals can be understood only as
part of assemblages of the human and the nonhuman
that cannot be explained by any simple causal model.
It is a relational structure that some have termed an
extended organism. The environment is intrinsic to
any human or other organism; distinctions such as cul-
ture and nature debates or nature and nurture debates
are seen to make no sense.

NONREPRESENTATIONAL GEOGRAPHIES

During the mid-1990s, there was a reaction against
the overuse of notions of discourse, representation,
and text that called itself nonrepresentational geog-
raphy. One can identify two examples of nonrepresen-
tational geography. The first, which draws on the
writings of Latour and other sociologists of science,
attempts to decenter the focus of analysis of social
agency away from consciousness and cultural systems
of meaning and toward nonhuman material agency.
The second, which is associated largely with the work
of Nigel Thrift, calls for a focusing of attention on
forms of intuitive, noncontemplative embodied action
such as song, dance, crying, and unarticulated human
practices. Some question whether these latter practices
are any more embodied than those that are normally
thought of as “representational” such as seeing, speak-
ing, and writing. However, these critiques are part of
what has been termed a rematerialization of geog-
raphy, and there is no question that the study of the
body and the embodiment of culture are now impor-
tant areas of research in cultural geography.
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A second form of critique of representation comes
from certain traditions within Marxism that have long
been uncomfortable with placing consciousness at the
center of analysis. Wishing to privilege deep structural
economic forces and tending to understand conscious-
ness as ideological, certain of the more economistic
Marxists have raised the charge of “discursive deter-
minism” and “idealism” against those who do not
share their view that action is ultimately determined
by the logic of economic relations. While acknowl-
edging the critique that there is far more to the world
than representation and that one must consider mater-
ial (or bare) life and noncognitive or nondiscursive
and embodied phenomena that may require new inno-
vative methodologies, any model of cultural behavior
that excludes discourse and representation as a central
component is dangerously impoverished.

RACE AND POSTCOLONIALITY

Race has been prominent on the agenda of cultural
geographers since the 1980s. During that first decade,
most of the research and theorizing concerned what is
called the racialized character of British and American
urban societies, meaning that those societies are often
understood in terms of their racial makeup—that
although the concept of race may lack a scientific basis,
it has important cultural meaning and thus social and
political consequences (race is real because it has real
social consequences). Since the 1990s, this interest has
expanded into a concern with the centrality of race cat-
egories and erroneous theories about racial differences
that have been central to the cultures of colonial and
postcolonial societies. Important work has been under-
taken by cultural geographers demonstrating how race
is crosscut by gender and class and how whiteness must
be considered as well rather than being treated as the
unseen or unmarked norm. Linked to this has been an
interest in the role played by the discipline of geog-
raphy in the production of colonial knowledge and in
cultural imperialism that results from a Eurocentric bias
in geographic representations of the world, both aca-
demic and popular. Edward Said’s well-known book
Orientalism argued this point. Such work has added an
important historiographic dimension to the work of
cultural geographers.

CULTURE

There are many who find the contemporary defini-
tions of culture to be problematic. Some still find

culture to be too broad and deterministic a concept.
One could argue that as the boundaries between
notions of culture and other concepts such as nature,
the economy, and politics become questioned or col-
lapsed, the concept of culture needs to be rethought
but not abandoned. As the idea of culture in the form
of simplistic culturalist explanations and justifica-
tions is increasingly mobilized by political leaders,
journalists, judges, managers in business, and policy
advisers, it may be especially important to critically
reexamine the concept. For example, some politicians
and agencies concerned with economic development
employ the concept of cultures of poverty by which
they explain underdevelopment in terms of what they
believe is “backwardness” or the unambitious nature
of peasant cultures. Thus, just when the concept of
culture is beginning to be widely used, often as a dan-
gerous explanatory term in the world beyond the acad-
emy, it would be a very bad time for academics to
abandon the concept rather than critically rethink it.

There are at least two persisting problems with the
notion of culture. The first is that it tends to see popu-
lations of particular regions as having the same cul-
ture, thereby homogenizing and ignoring differences
within societies. The second is that it posits a dualism
between culture and nature. The first of these prob-
lems can be overcome by thinking of cultures as broad
systems of understanding but not of agreement or
shared values. This goes some way toward conceptu-
alizing cultures as structured yet in no way homo-
geneous. The second problem—that culture is too
focused on human agents—is resolved if culture no
longer is seen as something apart from nature but
rather is seen as embodied in humans that are a part
of nature and whose bodies are essentially “open” to
culture.

—James S. Duncan
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CULTURAL LANDSCAPE

A keyword in British and American human geography,
cultural landscape is a multivalent concept that refers to
the look or appearance of the earth’s surface, to how
that appearance is depicted in the visual arts, to the
material objects that shape its appearance, and to an
area of territory. For J. B. Jackson, one of cultural land-
scape’s most significant interpreters, this complex term
can be neatly summarized as a portion of the earth’s
surface that can be comprehended at a glance. Although
deceptively simple, Jackson’s traditional definition can
provide a useful point of departure for a discussion that
has expanded well beyond the boundaries of human
geography as historians, architects, sociologists, anthro-
pologists, literary critics, and social theorists all have
found in cultural landscape a necessary concept to
understand human-shaped environments.

EMERGENCE AND CHANGING
DEFINITIONS OF A KEYWORD

Implicit in Jackson’s definition is a tension that has
long characterized discussions of landscape, a tension

that has a great deal to do with its etymology. The
English word landscape contains within it two specific
meanings that are at once complementary and, at times,
contradictory: the human shaping of territorial space
(the earth’s surface) and mental or visual images of
that space (that which can be comprehended at a
glance). These two meanings—the material and the
representational—entered the English language through
different routes and eventually merged into the multi-
faceted word that we know today.

During the Middle Ages in England, landskipe or
landscaef referred to a specific portion of land occu-
pied, managed, and controlled by an identifiable
group of people—not natural scenery but rather land
that had been modified by human interaction. This
Old English sense of landscape as jurisdiction seems
to have gradually disappeared from use when, by the
17th century, the related Dutch word landschap
entered the English language. Here a landscape con-
noted the look or appearance of the land, especially in
paintings of the rural scene. Landscape historian John
Stilgoe described how, by 1630, landscape referred to
both paintings and large-scale rural vistas that were
pleasing to the eye—the hilltop views of villages,
fields, woods, and church spires that so inspired
England’s emerging merchant class.

A third source came from continental Europe dur-
ing the late 19th century, when universities in several
countries—most notably France and Germany—
developed influential scholarly traditions to examine
the relationship between the natural environment and
human intervention. In Germany, geographers began
to define their new discipline as landscape science,
whereby geography was most concerned with the form
of landscapes in particular areas. These early German
geographers strove to categorize with scientific preci-
sion the regions, settlements, village types, and agricul-
tural systems throughout the country; thus, the word
landschaft stood for a specific area defined by identifi-
able material features, both physical and cultural.

MORPHOLOGY OF LANDSCAPE

A young University of California, Berkeley, professor
who had studied in Germany introduced the concept of
landschaft into American geography. Carl Sauer began
his long career as chair of the Department of Geography
at Berkeley during the early 1920s and in 1925 published
his landmark essay, “The Morphology of Landscape.”
More than perhaps any single work by a geographer,
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Figure 1 Carl Sauer’s Morphology of Landscape. This diagrammatic

Rather, landscape meant an “area”
or a “region” that was a product of
natural attributes of climate, soil,
and plant and animal life and of
cultural attributes of population,
housing, economics, and commu-
nication. It should be studied his-
torically by examining how a
natural landscape developed into a cultural landscape.
This is how he famously put it: “The cultural landscape
is fashioned from a natural landscape by a culture
group. Culture is the agent, the natural area is the
medium, the cultural landscape is the result” (Figure 1).

Such a concept of cultural landscape was meant, in
large part, as a counter to the environmental determin-
ism that had long dominated American human geog-
raphy. Unlike that geographic theory, which aspired to
enumerate the causal influences of the environment on
humans, Sauer’s landscape approach sought to show
the interactions between people and the environment
with an emphasis on human agency. More specifically,
Sauer stressed the agency of culture as a shaper of the
visible features of the earth’s surface. This is not to
suggest that the physical environment was of little
importance; indeed, Sauer understood the physical
environment to be the medium of cultural landscape
modification. It suggests only that elements such as
soil, topography, and climate should be incorporated
into landscape study as the raw material for, and modi-
fied elements of, a deeply human place.

VERNACULAR AND
ORDINARY LANDSCAPES

Whereas some scholars, such as geographer Richard
Hartshorne, found Sauer’s conception of landscape to
be too close in meaning to an area or a region to be
of much use, for many others it became the guid-
ing principle for a wide array of studies of human—
environment relations. Some of those studies were

representation of the morphology of landscape encapsulates
Sauer’s conception of cultural landscape as the product of the
interaction between natural landscapes and human cultures.
Figure by Joy Adams, adapted from Sauer’s 1925 essay, “The
Morphology of Landscape.”

conducted by Berkeley School cultural geographers
who charted the historical diffusion of ideas and prac-
tices from one region to another. For example, Wilbur
Zelinsky correlated the occurrence of a particular
form of town design with what he called the
Pennsylvania Culture Area, and Fred Kniffen traced
the spread of building types, settlement forms, and
fences to distinguish cultural hearths and migration
patterns. Other scholars not immediately affiliated
with the Berkeley tradition also began studying the
ordinary landscapes of everyday America, and none
was more influential than Jackson.

A prolific writer, editor, and occasional teacher,
Jackson founded Landscape magazine in 1951 as
a forum for his ideas about landscape and, equally
important, for a wide variety of young scholars inter-
ested in environmental concerns. Although Harvard
University educated in the visual and literary arts,
Jackson eschewed interest in aesthetics or “land-
scape beauty” in favor of what he called “vernacular
landscapes”—the motels, fast-food franchises, mobile
homes, garages, and strip malls of the workaday
world. For Jackson, the true and lasting meaning of
the word landscape is not something to look at but
rather something to live in—with other people, not
alone. The landscape is anchored in human society, in
all its strange and wonderful variety.

Such an approach to vernacular landscapes,
although still thriving today, received perhaps its
most elegant treatment in D. W. Meinig’s edited vol-
ume The Interpretation of Ordinary Landscapes.
Bringing together essays by many well-known cultural
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Figure 2

“Houses and Billboards in Atlanta” by Walker Evans. This 1936 photograph of an ordinary street scene in

Atlanta can be interpreted in a variety of ways, each reflective of its viewer’s subjective position. Reprinted
Courtesy of the Library of Congress, Prints and Photographs Division, FSA-OWI Collection [LC-USF342-

TO01-008057-A DLC].

geographers, the book canonized Jackson’s belief that
all landscapes are expressions of cultural values and
that cultural landscape study is a companion to the
social history that seeks to understand the lives of ordi-
nary people. In one of the book’s most innovative
essays, “The Beholding Eye,” Meinig demonstrated
how 10 different people, when looking at the same
scene, could perceive it in 10 different ways. Take, for
example, the 1936 photograph by Walker Evans of an
ordinary street in Atlanta, Georgia (Figure 2). Viewers
might see it as habitat, as an artifact of an earlier age, as
a problem to be solved, as reflective of ideology, and so
on. Meinig’s central theme is that the interpretation of
landscapes is far from an exact science and that our
subjectivities inevitably shape those interpretations.

NEW DIRECTIONS IN CULTURAL
LANDSCAPE STUDIES

One thing that is easy to neglect when looking at
Evans’s photograph of Atlanta (Figure 2) is that it is a

photograph—a representation of a three-dimensional
reality. Drawing from European and British social and
cultural theory, much recent work in human geog-
raphy has examined precisely this relationship between
the built environment and the media that depict it.
Denis Cosgrove, for example, characterized landscape
not as an object or a geographic area but rather as a
“way of seeing”—a pictorial means of representing or
structuring the world. With the explicit intention of
theorizing the idea of landscape in a broadly Marxian
understanding of culture and society, he described
how this way of seeing was ideological because it rep-
resented how a privileged class depicted itself and its
property. For scholars such as Cosgrove and Stephen
Daniels, a landscape’s power, as well as its duplicity,
lies in its ability to project a sense of timelessness and
coherency when in fact, as their work demonstrates,
a landscape is anything but timeless and coherent.
Surveying the picture-perfect landscape of California’s
fruit-growing regions, Don Mitchell made a similar
argument, namely that such landscapes, beautiful as
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they might appear, “lie” to us when they obscure the
often harsh social and labor conditions that went into
their production.

This way of conceiving landscape has proved to be
fruitful during recent years, generating a large number
of diverse studies that emphasize the communicative
and representational aspects of landscape; as method-
ological sources, art history and poststructuralist notions
of text and textuality have become as important as cul-
tural ecology. Furthermore, recent work has expanded
well beyond the Berkeley School’s near- exclusive focus
on rural relic landscapes to encompass the urban envi-
ronment and national mythologies. In her study of 19th-
century landscapes in New York and Boston, Mona
Domosh demonstrated how the upper- class leaders of
those cities envisioned urban public culture in very dif-
ferent ways, resulting in varying representations and
material, built forms unique to each place. Even more
than cities, countries possess certain landscapes that are
considered symbolic; nowhere is this more evident than
in England. But as David Matless showed, underlying
the entwined relationship between landscape and
English identity are powerful social interests and histor-
ical actors that create or construct an organic sense of
Englishness rooted in land and soil.

Whereas some feminist scholars, such as Gillian
Rose, have objected to the visual emphasis of land-
scape as inherently masculinist, others, such as the
writers in Vera Norwood and Janice Monk’s edited
volume The Desert Is No Lady, demonstrated that a
consideration of landscape is essential to understand-
ing matters of gender—as well as of race, ethnicity,
class, and sexuality. Dolores Hayden’s history of
American suburbanization, unlike previous accounts
that emphasized changing transportation technology,
explored the interplay of natural and built environ-
ments and showed how resulting landscapes power-
fully affect nearly every aspect of contemporary
American life, including gender relations. James
Duncan and Nancy Duncan also were wary of the
visual appearance of landscape, but not on theoretical
or methodological grounds; their study of environ-
mental aesthetics in suburban New York illustrated
that the physical presentation of a landscape carries
with it a range of markers of inclusion and exclusion.

Interest in cultural landscape shows no sign of
slowing down. Scholars such as William Cronon have
helped to launch entire fields of study (e.g., environ-
mental history) that rely on this central concept. No

less important, citizen groups concerned about the
social and ecological costs of urban sprawl and
environmental degradation increasingly describe their
concerns with the language of landscape.

—Steve Hoelscher

See also Berkeley School; Cultural Ecology; Cultural
Geography; Culture; Diffusion; Environmental Deter-
minism; Feminist Geographies; Human Agency; Marxism,
Geography and; Theory
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CULTURAL TURN

The cultural turn summarily represents a critique of
traditional cultural geography by a group of scholars
starting in the late 1970s. This group of geographers
sought to redefine cultural geography with a criti-
que of the so-called Berkeley School, the founding
school of thought in cultural geography. The cultural
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geography of the 1980s and 1990s offered a two-step
reassessment of core elements of traditional cultural
geography. First, it sought to tackle and rewrite the
problematic definition of culture as the central object
of geographic analysis. Second, it supported the shift
of cultural geography away from a static and empiri-
cal analysis of human—environment interactions and
the examination material landscape to a more reflex-
ive practice that involved a wider range of research
techniques and more interaction between the researcher
and his or her subjects of study.

Traditional cultural geography before the cultural
turn is often referred to as based on the superorganic
theory of culture. This means that cultures are com-
posed of geographic units such as culture groups that
are represented as collectives in which individuals
have very little power or agency but rather are socially
conditioned to act, behave, and express meaning in
fixed ways. The superorganic concept of culture
assumes that cultures (or aspects of culture such as
religion and language) are largely independent of
individuals and their behavior; individuals do not
cause a culture to be formed, but culture is the agent
that causes people to behave as they do. In such a con-
cept of culture, values, beliefs, and meanings operate
independently of individuals; they are not created and
shaped by them, but individuals receive and are influ-
enced by culture in the same fashion that their bodies
and anatomies are the result of genetic codes.
Whereas genetics controls people from within, culture
controls people from without. Traditionally defined,
then, cultural geography describes the spatial patterns
of culture but not the cultural patterns of individuals
within a culture. Culture as an agent—not individuals
within a culture—is of primary interest to geographers.
They examine cultural landscapes as if culture is the
agent and nature is the medium that is geographically
shaped, patterned, ordered, and transformed by it.
Thus, the spatial organization of cultural patterns is
the result of the collective internalization of cultural
values by individuals who are characterized as passive
recipients of information. Individuals and their cul-
tural habits, beliefs, and traditions are simply repre-
sentatives of cultural regions that express a certain
character. Many prominent proponents of the super-
organic view of culture often stereotype a region (and
the individuals within it) as having a certain heart,
soul, character, psyche, and/or personality. For
example, stereotypical expressions such as “the soul

of Germany lies in its love of discipline” and “the
core element of the American psyche is its strong
sense of individualism” were characteristic of regional
character types described by traditional cultural
geographers.

The new cultural geography that instigated the
cultural turn focused its critique on the limitations of
superorganicism as it was promoted and popularized
by the Berkeley School under Carl Sauer. Beginning
in the late 1970s, two strands of critique of this lim-
ited concept of culture emerged. First, cultural geog-
raphers have increasingly moved away from the
superorganic concept of culture and replaced it with
one that takes into account the active role of humans
as agents of cultural change. Culture no longer is con-
ceptualized as something imposed on passive humans
from without anymore; rather, it is delineated as a
system of distinguishable practices, symbols, tools,
and texts by which people attach meaning to experi-
ences and events in their lives. Also, culture was
redefined as socially constructed and malleable.
Individuals were reconceptualized as agents of social
change who could actively reshape cultural geogra-
phies; they were not helpless recipients of cultural
traits. In short, culture emerged as a more or less
coherent signifying system—as a set of ideas, texts,
and symbols that give human lives meaning and that
they express in public and private spaces. A second
critique of traditional concepts of culture emerged in
the work of Don Mitchell, who not only challenged
the superorganic theory but also regarded the idea
of culture as a signifying system as a problematic
approach. Mitchell argued that the division of human-
ity into distinct, spatially recognizable culture regions
is in itself a fallacy. Rather than a discrete reality,
these geographic units of culture always affix a sense
of uniformity to a certain group of people or a region
as it does not really exist. Culture is multifarious and
always changing; it cannot be defined simply along
geographic lines. To capture the true diversity of cul-
tural experience, and to decode the ways in which def-
initions of certain cultures have silenced such variety,
the new cultural geography also includes a method-
ological critique. Whereas the Berkeley School was
often accused of passive fieldwork, little interaction of
researchers with their surroundings, and inadequate
archive work, the cultural turn signified an embrace of
a wider range of techniques. Influenced by feminist
critique of geographic fieldwork, the 1990s saw a
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surge of scholarship that explored a wider variety of
qualitative methods such as interviews, focus groups,
participant observation, and discourse analysis.

—Olaf Kuhlke

See also Berkeley School; Cultural Geography

Suggested Reading

Duncan, J. (1980). The superorganic in American cultural
geography. Annals of the Association of American
Geographers, 70, 181-198.

Mitchell, D. (1995). There is no such thing as culture: Towards
a reconceptualization of the idea of culture in geography.
Transactions of the Institute of British Geographers, 20(1),
102-116.

Price, M., & Lewis, M. (1993). The reinvention of cultural
geography. Annals of the Association of American
Geography, 83, 1-17.

CULTURE

Arguably among the most contested and complex
concepts ever discussed in the social sciences, culture
is one of the significant ideas that scholarly classifica-
tions of society have created. In general, geographers
and other social scientists have debated four separate
aspects of the concept of culture over the past century
and a half. First, the question arose as to whether cul-
ture is simply the sum total of all cultural expressions
of a society or is some independent superorganic
entity that, while profoundly influencing society, is
still larger than and separate from it. Second, cultural
geography in particular has seen a marked shift of
focus from the study of material culture, such as
tangible landscapes, tools, and other artifacts, to sym-
bolic culture, such as religion, language, and other
cultural texts. Third, social scientists have investigated
the ways in which humans have constructed bound-
aries between culture and nature. Although these
concepts traditionally were regarded as mutually
exclusive, recent studies have shown how even natural
landscapes have been consistently invested with
cultural meanings and values. Fourth, and ultimately,
some geographers have even questioned the use of the
concept of culture as a whole and have called for an
in-depth investigation of the social construction and
use of the concept itself.

CULTURE AS A SUPERORGANIC OR
SOCIALLY CONSTRUCTED ENTITY

The first question of importance for geographers is
how culture affects society. Is culture imposed on a
society as a superorganic entity from above and in a
top-down fashion, or is it socially constructed from
the bottom up and nothing more than the sum total of
individual cultural expressions? Is culture static or
constantly changing, and does it have a lasting, iden-
tity-building effect on individuals and communities,
or is it rather fluent, with humans constantly reevalu-
ating and redesigning their identities?

Superorganicism takes for granted that culture is an
independent and stable entity. Culture is the agent that
causes people to behave as they do. It superimposes
behaviors and traits on them from beyond society.
Values, beliefs, and meanings operate independently of
individuals; they are not created and shaped by them,
but individuals receive and are influenced by culture.
Take the example of religion, where some groups argue
that morals and dogma have been given to humans or
were inspired by God rather than being constructed by
humans as a consequence of their social interaction.
Traditionally, cultural geography described the spatial
form(s) (morphos in Greek) that culture imprinted on
the landscape as an active agent, relegating individu-
als to passive recipients of information. Just as
geomorphology described the natural formation of the
landscape by the forces of nature, cultural geography
illustrated the morphology (formation) of cultural land-
scapes by the force of culture. Carl Sauer’s landmark
essay on “The Morphology of Landscape” in 1925 rep-
resented this trend most clearly. In it, Sauer argued that
geography ought to be concerned with the interactions
of nature and culture as well as the influence that these
entities have on each other. For Sauer, culture is an
active agent that grows according to the natural land-
scape in which it is situated and remains attached to
that landscape indefinitely. Nature provides a certain
number of options for humans to transform and use it,
and culture acts as the sum of all these potential options
and not just the realized expressions. As humans realize
certain cultural potentials that are given to them, they
begin to transform nature and activate a set of cultural
uses of the natural landscape. Thus, Sauer placed great
emphasis on the use value of natural landscape and
wanted geography to pay attention primarily to how
productive human work makes natural landscapes
permanently valuable for humans.
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This rather static view of culture that more or less
permanently tied cultural meaning to landscape has been
exposed to considerable critique. From the late 1970s
onward, cultural concepts have been reevaluated and the
active and passive roles of culture and individuals have
been reversed. Culture no longer is conceptualized as
something impressed on passive humans but rather is
defined as a system of distinguishable practices, sym-
bols, tools, and texts by which people attach meaning to
experiences and events in their lives. Also, culture has
become more of a malleable concept, with individuals as
agents of social change who can actively reshape cultural
geographies. In summary, culture emerged as a coherent
signifying system—as a set of ideas, texts, and symbols
that give human lives meaning and that they express in
public and private spaces. In geography, this trend was
exemplified by the emergence of humanistic geography
during the 1980s and later the linguistic turn that focused
the object of cultural geographic inquiry not just on indi-
viduals but also on the variety of cultural texts they
create (e.g., memorials, architecture, public art).

CULTURE AS A MATERIAL
OR SYMBOLIC ENTITY

When studying cultures and their spatial components,
geographers traditionally have examined the transfor-
mation of natural landscapes into cultural landscapes.
The clear focus was on materials and their use value
or the transformation of natural materials such as cer-
tain resources (e.g., wood, stone) into cultural artifacts
for a useful purpose (e.g., shelter, housing, tool mak-
ing). An example of this trend was the plethora of
studies on North American house types that emerged
from the 1940s to the 1980s.

At the same time, these landscape forms were said
to have had an impact on the culture of humans in that
area. Individual cultural habits were regarded as rep-
resentatives of cultural regions that express a certain
character. It was especially the prominent proponents
of the superorganic view of culture that often created
stereotypical representations of regions (and assigned
the individuals within these as having a certain set of
character or personality traits). Thus, material cultures
were regarded as the results of a character-shaping
and/or character-determining process that reflected
humans’ response to environmental conditions.

Geographers have also examined culture as a
symbolic tradition. They have studied how people trans-
form cultural and natural entities into symbolic objects

not aimed at transforming the landscape but rather for
the purposes of communication and meaning making.
On the one hand, geographic scholarship sought to
reveal the universal global patterns and practices of
symbolic culture as they can be found in many belief
systems. For example, the practice of pilgrimage or the
establishment of sacred places according to stellar
patterns and movements can be found in many world
regions and cultures. On the other hand, geographers
have focused on debunking myths of perceived cultural
uniformity to uncover the culturally specific and diverse
expressions of symbolic phenomena such as collective
identities. In summary, the geographic study of sym-
bolic culture has led to examinations of both culturally
universal and diverse patterns of geographic expression
of meaning; it has resulted in a broad scope of “maps of
meaning” created by geographic scholarship.

THE CULTURE-NATURE BOUNDARY

Traditional definitions of culture clearly separated it
as an entity distinct from nature. Originally, culture
denoted the collective body of activities and knowl-
edge that transform nature and natural landscapes.
Hence, early anthropological and geographic studies
focused on productive and transformative activities
such as agriculture, horticulture, and viticulture. The
culture—nature boundary was drawn to refer to human
activities as culture that affects nonhuman nature and
turns natural landscapes into cultural landscapes.

In contrast, the early examination of culture also
included the determining role of the environment in
the formation of human character traits. The evolution
of human life was portrayed as having developed
from a more primitive natural state to a more cultured
restrained status often referred to as civilization. Geog-
raphers who embraced environmental determinism
sought to portray an evolutionary development of
cultural patterns as the result of environmental condi-
tions. Charles Darwin’s principles of evolution by
natural selection were applied to the study of society
and used to explain the development and superiority
of certain cultures over others. Although largely dis-
credited, even some modern scientific work repeat-
edly seeks to revive the principles of determinism to
argue for a connection among environmental condi-
tions, racial traits of humans, and humans’ cultural
achievements.

Recent geographic work goes even further in its
analysis of the culture—nature boundary and argues that
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all untouched nature has been culturally constructed
and invested with meaning by humans. Thus, while
physically intact and in its original state, it has still been
constructed and turned into something that it not neces-
sarily is. For example, geographers have revealed how
colonial powers imbued the natural landscapes of
the African continent or even the Middle East and its
inhabitants with moral values and cultural stereotypes.
Such observations have led to the concept of social
nature and the idea that untouched nature as we knew it
does not exist anymore but that such pristine environ-
ments almost always are invested with social meanings.

QUESTIONING CULTURE AS A CONCEPT

Finally, geographers have questioned the use of the
concept of culture as a whole. For example, Don Mitchell
argued that the division of the ecumene (the inhabited
surface of the earth) into culture regions with specific
and more or less sharply defined boundaries is a mis-
leading notion. These geographic units of culture always
attach a sense of uniformity to a certain group of people
or aregion as it does not really exist. Culture is much too
diverse and fluid to be mapped out along distinct lines,
and when we do so we always somehow silence the true
variety of cultural expressions. This critique reveals that
the very definition of the concept of culture is a value-
laden political act in which certain individuals define
themselves and others along certain geographic lines;
they begin to distinguish between “us” and “them.”
Thus, recent geographic work offers a potent ideologi-
cal critique that emphasizes the role of power in the
social construction of cultural landscapes. Under the
influence of critical human geography, a distinct focus
has now been placed on the actors that shape cultural
representations and the ways in which cultural represen-
tations are influenced by societal elites. In addition, geo-
graphic work has now emphasized the role of class in
the construction of cultural representations and shifted
its attention to marginalized populations whose cultural
expressions are often silenced by cultural elites and thus
absent from public discourse. With regard to the concept
of culture, it has been the ultimate goal of critical geog-
raphy to deconstruct any notions of sameness in favor of
uncovering the diversity of cultural experiences and the
ways in which they are shaped by power.

—Olaf Kuhlke

See also Berkeley School; Critical Human Geography;
Cultural Geography; Cultural Turn; History of Geography
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CULTURE HEARTH

Though the overarching concept of culture hearth did
not originate in geography per se, it has come to occupy
a central place in traditional cultural geography’s
reconstructions of cultural origins and diffusions.
Carl Sauer (1889-1975) seems to have introduced the
term culture hearth in his 1952 Bowman Lecture,
“Agricultural Origins and Dispersals.” Hearth, with its
ancient Indo-European cognates meaning charcoal and
fire, well evokes Sauer’s theory that agriculture’s origins
are to be found in contexts of leisured sedentary folk
with sufficient diversity of sustenance and resources to
explore natural processes imaginatively. Sauer also
posited that control of fire was humanity’s first great
cultural acquisition and prepared the way for agricul-
ture’s inceptions many millennia later. Once kindled
and tended, cultural traits such as plant domestication
were then dispersed along avenues of adoption. The
principles of cultural diffusion, and the notion of cen-
ters of innovation, can be traced back to earlier cultural
and agricultural historians. Swiss botantist Alphonse de
Candolle (1806—-1893), in his Origins of Domesticated
Plants, posed the question of global centers of plant
domestication. During the 1920s and 1930s, Russian
botantist Nikolai Vavilov (1887-1943) mounted dozens
of plant-collecting expeditions to places that he
believed were the original centers of plant domestica-
tion. He identified eight original centers in Asia, Africa,
and the Americas. Botanists, archaeologists, and geog-
raphers all contributed to a vigorous research trajectory
that continues the debate on agricultural origins and
dispersals.

Friedrich Ratzel (1844-1904) can be credited with
implanting the implicit idea of the culture hearth within
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the geographer’s domain. Best remembered for laying
the foundations for political geography and advancing
environmental determinism in geography, Ratzel, in the
second volume of Anthropogeographie, less conspicu-
ously put locating culture centers (hearths in Sauer’s
poetic prose) and identifying culture traits and tracing
their dispersals at the core of human geography. Ratzel
also helped to make the delimitation of culture areas a
major concern of anthropologists for the next half cen-
tury. Ratzel inspired the development of the Kulturkreise
(or culture circles) approach within anthropology. The
object of Kulturkreise research was to reconstruct the
diffusion of cultural traits from a few originating nodes
or clusters and to map areas or regions of cultural cohe-
sion. German anthropologists Leo Frobenius (1873—
1938) and R. Fritz Graebner (1877-1934) were leading
figures in this movement. American anthropologists
found the culture area concept useful in their efforts to
synthesize what was known about North American
indigenous cultures. Anthropologist Clark Wissler
(1870-1947) produced continental scale maps of native
culture areas based on culture trait similarities and
differences. Sauer’s Berkeley School colleagues Alfred
Kroeber (1876-1960) and Robert Lowie (1883-1957)
were among the anthropologists who contributed to the
debates and demonstrations of the concept. Sauer’s
interactions with Kroeber and Lowie, along with his
own contributions to the culture area concept (especially
his early work on plant domestication in Mexico), led to
his formulation of the culture hearth idea. Sauer later
proposed that plant domestication probably first
occurred in tropical riverine contexts with root crops
rather than seed crops. His favored hearth candidates
were Southeast Asia and Northwest South America.

The culture hearth idea is not limited to questions
of plant and animal domestication. Cultural-historical
geographers have employed this construct to map a
wide array of cultural traits and complexes. The work
of Fred Kniffen (1900-1993) on the distribution and
diffusion of material culture traits such as house types
and Donald Meinig’s (1924-) tripartite model (core,
domain, and sphere) of dynamic culture regions offer
good examples.

—Kent Mathewson
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CYBERSPACE

Cyberspace is a context of human interaction consti-
tuted in and by digital signal flows. To interact with
other people and machines in this digital environment,
people must express their ideas in written words,
codes, and graphic images without the use of gestures,
contact, and physical presence. Thus, cyberspace is
best understood as a virtual space or environment.
The term cyberspace is derived from a combina-
tion of cybernetics and space, with the former being
the comparative study of computer operations and the
human nervous system (a term coined in 1948 by
Norbert Wiener). The term cyberspace can be traced
to the science fiction writings of William Gibson,
whose Burning Chrome, Neuromancer, and other
“cyberpunk” novels popularized the idea of computer-
mediated communication (CMC). Although Wiener
believed that familiar patterns of human communica-
tion should serve as the model for CMC, Gibson and
subsequent authors envisioned CMC as a radical form
of new communication, thought, and experience. The
motif of novelty has inspired far-flung speculation by
novelists, artists, politicians, and social scientists, who
have drawn on metaphors from architecture, space
exploration, and the settlement of the American fron-
tier to indicate innovation and unknown potentialities.
In a nonfictional sense, the origins of cyberspace
date back to the 1960s when the U.S. Department
of Defense funded the development of the first net-
work of spatially dispersed computers. That network
(ARPANET) started with 4 computers in 1969 and
expanded to 18 computers concentrated on the
Atlantic and Pacific coasts over the next 2 years. A
robust network that would function even if random
nodes and links were removed or out of service was
made possible by the technique of packet switching,
which broke up digital messages into packets and sent
each of these separately, and by the transmission con-
trol protocol/Internet protocol (TCP/IP), which facili-
tated the interconnection of computers running at
different speeds and sending different-sized packets of
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digital information. Through the efforts of the
National Science Foundation (NSF) and state and
local governments, a high-speed data transmission
“backbone” for the United States was created by the
early 1990s. Outside the United States, pioneering
efforts began shortly after ARPANET and led to func-
tioning networks by the 1970s and 1980s and a
European Internet backbone by the 1990s. Local area
networks (LANs) operating in workplaces and com-
munity access networks installed in certain towns and
cities were connected to the Internet during the 1990s.
The 1990s also brought the diffusion of the personal
computer to the general population in the United
States, and Internet service providers such as America
Online developed consumer-oriented network con-
tent and services. The original uses for computer
networks—military command and research—were
quickly supplemented by gossip and debate and later
by advertising, commerce, and entertainment. Because
the diffusion of computer networking is now begin-
ning to reach elites in the poor countries and the poor
in wealthy countries, the network is incorporating an
increasing range of devices, encoding systems, and
types of social interaction.

Geographic discussions of cyberspace have chal-
lenged claims of “cyberenthusiasts” that (a) geographic
space has been transcended through technology and
(b) social relations in cyberspace will be radically dif-
ferent from those in physical space. Geographers take
a critical position toward these ideas based on geog-
raphy’s interest in the material world and human-
environment relations. People continue to occupy
space, consume resources, engage in production and
consumption, and enact the roles of embodied identities
(displaying aspects of ethnicity, age, gender, and sexu-
ality) no matter how much they “occupy” cyberspace.
Space, place, distance, location, and embodied identity
continue to be essential to social life.

Various geographic approaches demonstrate this
basic idea. Studies of uneven development and eco-
nomic dependency confirm Manuel Castells’s idea
that a “space of flows” is replacing the ‘“space of
places” and exacerbating the spatial centralization of
economic and political power. Social constructivist
approaches support assertions that communication
technologies are defined differently in each place
of use and by each group of users. Psychological
theories led geographers to argue that people remain
tied to embodied identities even as they take on dis-
embodied roles, recapitulating hierarchical markers

such as gender and class. All of these approaches
challenge the transcendentalism and aspatial character
of mainstream views of cyberspace.

DIGITAL DIVIDE

The idea of a “digital divide” is central to geographic
debates on networking; where Internet access is com-
mon, people generally have a high average income,
and where Internet access is not common, people
generally have a low average income. This situation
reflects reciprocal causality; economic development
spurs network access, and network access stimulates
economic development. The percentage of the popu-
lation with access to the Internet varies from less than
1% in the less developed countries of Africa, Asia, and
Latin America to more than 50% in the United States,
parts of Europe, Singapore, and South Korea. The
digital divide is widening as Internet access climbs
quickly in the developed countries, where individuals
and businesses can easily afford computers and net-
work access, and increases slowly in the rest of the
world. Therefore, the economic benefits of informa-
tion technologies accrue most quickly in places with a
previous advantage, and technological and economic
dominance are mutually reinforcing as factors of
uneven development. Unevenness is manifested not
only in access levels but also in the nature of computer
use. People of lower- and middle-class backgrounds
who use computers are more likely to perform rou-
tines such as data entry rather than guiding the pro-
duction and diffusion of information throughout
global networks by using information technologies for
administrative, marketing, or management purposes.

SOCIAL MOBILIZATION

Complicating this picture is the fact that new infor-
mation technologies greatly reduce the cost (in time,
money, and labor) of progressive social mobilization.
Organizations and movements at the margins of the
global system have an international scope of action as
soon as they invest a relatively small sum in comput-
ers and network access. This approach is often much
cheaper than other forms of communication, such as
physical travel and traditional postal communications,
and the benefit is likely to increase over time due to
technological development, competition in the infor-
mation technology sector, and globalization. Environ-
mental organizations, peasant movements, antiwar
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and antiarmament activists, human rights organiza-
tions, and campaigns for the recognition of stigma-
tized social groups all have benefited from cyberspace
as an environment in which to mobilize. It is unclear,
however, whether their ability to mobilize through
cyberspace can keep pace with the increasing spatial
concentration of the various forms of economic, polit-
ical, and administrative power.

Representing the “layout” of cyberspace presents
a special puzzle for geographers, and the methods for
mapping cyberspace remain experimental and uncon-
ventional, reflecting only a few decades of progress.
Representations of cyberspace include complex tree
structures, flow charts, Venn diagrams, density gradients,
maplike polygon arrays, and combinations of these.

It is clear that cyberspace is of growing importance
as a context of experience and social interaction. As a
person acts in and through information technologies,
his or her identity evolves in response to the opportuni-
ties and constraints of this virtual space. One’s commu-
nity is less and less dependent on those who happen to
be physically close, so one’s sense of self comes to

depend on an increasingly dispersed social network.
This emerging “cyborg” identity may partially tran-
scend geographic distance, but society as a whole
shows no signs of losing its organizational pattern of
centers and peripheries.

—Paul C. Adams
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DEBT AND DEBT CRISIS

The debt crisis is related to the emergence of an
integrated global financial market and shifting capital
flows to and from the “developing” world from the late
1960s to the 1980s. The shakeup of these capital mar-
kets during the early 1980s revealed the vulnerability of
the global banking system. For the large commercial
banks, the “crisis” diminished by the late 1980s as these
banks wrote off their liabilities, sold their debts, or
rescheduled debt payments. But for debtor nations, the
debt crisis spurred deep cuts in public services through-
out the 1980s and 1990s as part of broad economic and
social restructuring programs.

Three underlying causes of the debt crisis were
a ballooning of the global money supply during the
1970s, the changing structure of international debt,
and a global economic recession that hit developing
economies hard during the early 1980s. Beginning in
the 1960s, the global money supply was influenced
by the efforts of U.S. companies to finance overseas
operations from U.S. and non-U.S. banks operating
beyond the confines of U.S. banking regulation. U.S.
deficits with the Vietnam War also increased the inter-
national supply of dollars. The looming crisis of com-
petitiveness of the U.S. economy was temporarily
resolved in 1971 when President Richard Nixon took
the United States off the gold standard, suspending the
rights of dollar holders to exchange dollars for gold
and devaluing the dollar to encourage exports. This
staved off an immediate crisis in the United States,
but it destroyed the system of stable exchange rates.
Speculators moved into international financial mar-
kets, leading to what some analysts have called the era
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of “casino capitalism,” marked by floating exchange
rates and increasingly footloose capital flows.

Another part of the debt crisis was associated with
the oil price hikes of the mid-1970s. As oil revenue
rolled in, Oil Producing and Exporting Countries
(OPEC) could not spend it all within their own
economies. Because OPEC countries were not using
the money to pay for goods and services, the threat was
that this would withdraw money from the world econ-
omy and precipitate a global recession. Commercial
banks began to recycle these “petrodollars” to develop-
ing countries, in some cases offering more money than
the countries were seeking. For the nonindustrialized
countries, especially Latin America, the heavy borrow-
ing seemed to make possible the kind of development
that was expected of them during this period.

Two factors combined to precipitate a financial cri-
sis. First, the structure of the developing countries’ debt
started to change. In the case of Latin America, from
the period following World War II through the early
1960s, nearly two thirds of the capital flowing into
the region came in the form of official development
assistance or public money from government aid and
multilateral agencies. These funds were either direct
transfers or favorable long-term, low-interest loans. By
the end of the 1970s, however, more than 90% of the
foreign capital coming into Latin America was private
money in the form of direct foreign investment or pri-
vate bank loans. Moreover, the character of private
lending also changed. During the early 1970s, longer-
term low-interest loans were the norm. Yet by the late
1970s, many banks began to shift to short-term lending
at variable interest rates. Much of the developing world,
especially Latin America, saw an explosion of short-
term debt between 1978 and 1982. This changing debt
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structure would have dramatic consequences. When the
United States, under President Ronald Reagan, began
to tighten the money supply through higher interest
rates during the early 1980s, many countries saw their
debt multiply almost overnight.

A second factor precipitating the debt crisis was
a general decline in the value of commodity exports
from developing countries from 1979 to 1987. This
meant that just at the time when debt service pay-
ments were rising steeply, many countries’ ability to
pay was collapsing. The result, for Latin America and
other parts of the developing world, was a huge rever-
sal from the net inflow of capital during the 1970s to
a massive net outflow during the early 1980s.

The debt crisis surfaced in August 1982 when
Mexico announced it could not meet its payment obli-
gations. The “crisis” at that moment had to do with the
overexposure of the international banking system given
that many of the world’s major banks had been lending
way over their equity limits. If the major debtor nations
had united in a payments moratorium, it could have
forced a broad package of debt reduction. However, this
did not happen. In Latin America, when President Alan
Garcia announced in 1985 that Peru would limit its debt
service to a proportion of export earnings, only Cuba
and Nicaragua supported him. Other nations chose to
negotiate bilaterally with international lenders to lower
payments in exchange for more total debt. In 1989,
the so-called Brady Plan, named for U.S. Treasury
Secretary Nicholas Brady, allowed creditors to sell or
trade their uncollected debts in secondary markets and
distribute the financial risk more broadly in financial
and investment markets. Raising interest rates on per-
sonal credit cards was one way in which these banks
sought to mitigate their financial exposure.

Although the Brady Plan helped to end the crisis
for the banks, developing countries faced forced fiscal
reform, economic privatization policies, and sharp
reductions in public spending on health and educa-
tion. These shifts are known as “structural adjust-
ment” policies and are mandated by international
institutions, such as the World Bank, as conditions for
future loans. Structural adjustment has been described
as a “silent revolution” due to its long-term destruc-
tive effects on many countries in the global South.

—Elizabeth Oglesby and Altha J. Cravey
See also Dependency Theory; Developing World; Economic

Geography; Globalization; Structural Adjustment; World
Systems Theory
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DECOLONIZATION

Decolonization technically refers to the breakup of
empires, generally the European ones that took shape
starting in the 16th century, and the formal inde-
pendence of the former colonies. Just as colonialism
began unevenly over the surface of the earth, so too
did it end unevenly. World systems theorists argue that
the opportunities for states on the global periphery
to exert themselves against colonial powers are best
when the core is in crisis. Thus, the Napoleonic Wars
of the early 19th century afforded Latin America
the opportunity to break away fairly early. Similarly,
World Wars I and II proved to be the pivotal moments
when Western control over much of Africa and Asia
was finally broken.

The shift toward decolonization during the post—
World War II era was complex. Often independence
movements were composed of broad coalitions of
nationalists, students, the intelligentsia, and peasants,
frequently led by Western-educated intellectuals (e.g.,
Ho Chi Minh in Vietnam, Mohandas Gandhi in India).
The cold war rivalry between the United States and
the Soviet Union afforded such movements a political
space that allowed them to play the superpowers off
against each other because both the United States and
the Soviet Union were eager to appear different from
older European colonial conquerors and friendly to
the masses of the emerging states. Often the struggle
for independence was violent, involving protracted
guerrilla conflicts and wars (e.g., Malaysia, Vietnam,
Algeria). The relatively peaceful independence move-
ment in India was the exception, although the division
of South Asia into India and Pakistan involved exten-
sive civil strife and the deaths of millions.

Independence movements gradually succeeded
throughout the late 1950s, 1960s, and 1970s, leading
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to a proliferation of newly independent countries
(from roughly 50 in 1945 to approximately 200 today
in the United Nations). Major milestones in this
process include India and Pakistan in 1947, Indonesia
in 1949, and Angola and Mozambique in 1975. Virtu-
ally all parts of the globe have been decolonized, with
a few small exceptions (e.g., French Guiana, Martinique,
Gibraltar, Puerto Rico).

Decolonization involved political, economic, and
ideological changes. Politically, this shift brought with
it a new administrative and legal apparatus in the
former colony, typically modeled after the colonial
one. Indeed, often the very same people who served the
foreign colonial power became leaders in the newly
independent one. Ideologically, decolonization opened
the door to challenges to long-standing racist notions
of white inferiority (e.g., Ghana’s Kwame Nkrumah),
allowing a variety of experimental social projects (e.g.,
Tanzania’s ujamaa [or African socialism]).

Although formal political independence inevitably
brought with it the trappings of a new society—a new
flag, currency, national airline, and so on—many
observers question whether or not decolonization ended
as simply as it appeared to end. Indeed, to dependency
and world systems theorists, it is no accident that
the former European colonies are inevitably part of
the so-called Third World—the vast and diverse set of
societies that encompass the bulk of the world’s people
but relatively little of its wealth. Despite ostensible
political independence, such societies were often woe-
fully unprepared for independence economically and
remained heavily dependent on their former colonial
powers for capital, trade assistance, and foreign aid,
leading to widespread fears of neocolonialism, gener-
ally via multinational corporations. The dominant role
of the United States as the world’s leading neocolonial
power, in both economic and military terms, made the
contrast between nominal political independence and
substantive economic independence all the more appar-
ent. Most former colonies have inadequate infrastruc-
ture and human capital, with economies centered on
raw materials (e.g., foodstuffs, mineral ores). Despite
whatever measure is used—gross domestic product per
capita, energy consumption, access to health or edu-
cation services, and so on—former colonies almost
always lag behind the industrialized world (although
some, such as Singapore, rival it, and the newly indus-
trializing countries have made rapid progress).

—Barney Warf
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DEINDUSTRIALIZATION

Deindustrialization refers to the large-scale loss of
manufacturing jobs and subsequent labor market
restructuring that has left many former manufacturing
centers in ruins. Deindustrialization is most prevalent
in the older industrial regions of Europe and the
United States. Job loss is concentrated in heavy
industrial sectors, particularly in steel and automobile
manufacturing. The social and economic impacts
of deindustrialization are dire. The unemployment
caused by deindustrialization leads to increased
poverty and a variety of other social ills such as crime,
alcohol and drug abuse, suicide, and divorce.

The first and most influential work on deindustrial-
ization was Bluestone and Harrison’s The Deindustri-
alization of America, published in 1982. Bluestone
and Harrison argued that deindustrialization is a delib-
erate corporate strategy to move capital out of manu-
facturing and reinvest it in more profitable (and
speculative) activities such as financial services. The
disinvestment in heavy manufacturing erodes national
economic competitiveness in basic industry.

Deindustrialization is the flight of capital. Ignoring
any sort of responsibility to the workers and locations
that had been key elements during earlier rounds of
accumulation, managers of industrial concerns let their
factories become technologically obsolete. Corpora-
tions milked their older factories for as much profit as
possible and then reinvested the funds elsewhere.

The mobility of capital and the willingness of cor-
porate managers to use capital mobility as a way in
which to gain concessions from workers and commu-
nities helped to disempower labor unions. Faced with
massive job loss and eroding memberships, many
unions gave in to corporate demands for wage and
benefit rollbacks. Communities desperate to prevent



90 Deindustrialization

plant closings readily negotiated tax breaks and other
incentives to keep companies from leaving town.
Corporations skillfully play workers and communities
against each other, “whipsawing” them and gaining
the greatest possible concessions. In many instances,
companies that obtain worker concessions and com-
munity tax breaks remain only a few years and still
leave town. Many corporate critics wonder whether
any sense of corporate responsibility still exists.

Deindustrialization was part of a broader effort
to reduce the power of organized labor. In Britain,
Margaret Thatcher’s government explicitly sought
(successfully) to break the power of unions, particularly
in the mining industry. In the United States, President
Ronald Reagan actively signaled the federal govern-
ment’s support for union-busting efforts. The success at
breaking the labor—management accord that had under-
lain the Fordist system signaled the ascent of neoliberal
forms of economic governance and control.

The labor market effects of deindustrialization
include the loss of well-paying manufacturing jobs.
Many workers experience a permanent decline in
income as they are forced to find employment in lower-
paying service-sector jobs. Job losses as a result of dein-
dustrialization are particularly pronounced among
women and minority workers, but white male workers
suffer the largest declines in income.

In manufacturing towns, the impact of deindustri-
alization is felt for many years. High levels of unem-
ployment and accompanying social distress are
common outcomes of large-scale deindustrialization.
In many cases, people find it very difficult to adjust to
the job loss associated with plant closures. Workers
not only lose a way in which to make a living but also
experience the loss of an entire set of social relation-
ships that are based on the shared experience of work.

Manufacturing cities struggle to find a way out of
the economic crisis provoked by deindustrialization.
Often entire industrial landscapes disappear as com-
panies demolish their closed factories. Cities pursue
alternate economic opportunities, but it is difficult,
if not impossible, to replace the jobs lost. Prisons,
casinos, and entertainment districts all are economic
development strategies used by cities anxious to find
ways in which to move forward.

Youngstown, Ohio—once known as “Steel Town
USA”—is the exemplar of a deindustrialized commu-
nity. Economic crisis came to Youngstown on “Black
Monday” (September 19, 1977) when the Campbell
Steel Works announced its closing and the loss of

5,000 jobs. During the months that followed, another
four major steel mills were closed. Residents of
Youngstown and the surrounding Mahoning Valley
actively contested the plant closings. In addition, a
proposal to purchase the Campbell Steel Works and
operate it as an employee-owned business was devel-
oped. Although local people donated funds for the
purchase, the plan failed because the federal govern-
ment refused to offer needed loan guarantees.

When U.S. Steel announced the closure of its
Youngstown steel mill, angry workers occupied U.S.
Steel’s corporate headquarters in Pittsburgh, Pennsyl-
vania. In addition, a coalition of local religious and
union leaders filed a lawsuit that argued for a new form
of eminent domain based on the idea that communities
had a form of community property rights over indus-
tries located in their jurisdictions. Although this
argument ultimately failed, a new concept of corporate
community responsibility was introduced.

Youngstown’s struggles to retain steel ultimately
failed, and the city became an icon for the problems
associated with deindustrialization. The struggles of
displaced Youngstown steelworkers were publicized by
Dale Maharidge and Michael Williamson in their book
Journey to Nowhere. Inspired by that book, rock musi-
cian Bruce Springsteen wrote a song lamenting the loss
of steel jobs and the destruction of the Jenny, one of the
last surviving remnants of the steel industry.

A variety of economic development efforts have
failed to provide a substitute for the high-paid employ-
ment offered by steel. Yet nearly 25 years after Black
Monday, the residents of Youngstown retain the gritty
determination to survive.

—Jeff Crump
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DEMOCRACY

The word democracy originates from the Greek
words meaning ‘“the people” and “to rule.”” Thus,
democracy means “rule by the people.” The philoso-
phy behind democracy is that all people have rights
that cannot be taken away and that rulers and citizens
have certain obligations to each other. The rulers have
the obligation to protect citizens’ rights, and citizens
may take away the rulers’ power if rulers do not fulfill
their obligations.

Democracy is a form of government in which the
voting citizenry, referred to as the people, have the
power to alter the basic laws governing a state. There
are several varieties of democracy, or means by which
citizens may exercise this power, but the two most
common forms are direct democracy and representa-
tive democracy. A direct democracy occurs when all
citizens participate directly in governmental decision
making, and representative democracy occurs when
citizens elect officials to make decisions on their
behalf. The term democracy may be used to assess
how much influence people have over their govern-
ment through elections and is demonstrated by the
rule of law, that is, how much democracy exists.

Although in contemporary use, democracy is usu-
ally understood differently from the original use of the
term by the ancient Greeks in their Athenian political
system, present-day democracies may be character-
ized by these features:

e A constitution—written, unwritten, or both—that
guides the formal operation of government, sets
limits to government power, and outlines basic prin-
ciples of legal rights that citizens may expect

e Election of officials

e Honest and equitable elections that are open to all
citizens of voting age

e The right to vote and to stand for election (granted to
all citizens of voting age)

e Freedom of expression, including the right to assem-
ble peacefully and freedom of speech

e Freedom of association or the right to join with
others either in personal relationships or in groups on
the basis of shared views and beliefs

e Equal treatment under the law for all citizens, who
have the right to appropriate legal procedures, safe-
guards, and established rules

e Access to alternative (nongovernment) sources of
information

e An educated populace

Some of these rights may differ under certain condi-
tions. For example, in the United States, a convicted
felon may or may not have the right to vote depending
on the state in which that person resides. In addition, in
theory it is possible to have the problem of the tyranny
of the majority. In that case, the right of all citizens to
be treated equally under the law may be a concern if an
elected majority opts to criminalize a particular minor-
ity, either directly or indirectly, on the basis of religion,
sexual orientation, political beliefs, and so on. It might
be argued that majority rule, despite such possible
shortcomings, is better than minority rule, which has
been shown through many cases historically to have
overwhelmingly negative effects for large numbers of
people. Some democratic systems use proportional rep-
resentation as a way in which to ensure that minorities
are represented fairly within government bodies, but
other systems grant power predominantly to the two
most popular political parties. However, the intention of
a constitution, due process of law, and free elections is
to curb the threat of a tyranny of the majority. Ideally, a
democracy in practice entails majority rule with rights
for minority groups.

Most countries that are considered to be demo-
cratic have government systems that are representative
rather than direct democracies. The establishment of
present-day democratic standards has been dominated
by European countries and the United States, which
share similar histories of industrialization and traits of
economic development. Measuring other, less eco-
nomically developed states by the standards of such
Western democracies must be done with an awareness
that those states may have different cultural values
and historical contexts that influence the realities of
how democracy may be practiced there. In addition, as
new states are created (e.g., former Soviet republics,
relatively new states in areas that were former
colonies), democratic institutions such as those listed
previously take time to evolve and to become estab-
lished both in reality and in citizens’ and rulers’
expectations.

Elections are one feature of a democracy, but elec-
tions alone do not create a democracy. Other government
systems have used elections to impart a sense of democ-
racy, but dictatorships and totalitarian regimes, for
example, may pressure citizens to vote in a particular
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way or restrict citizens’ choices or their right to express
their honest opinions. Elections are critical to democratic
systems in that they allow citizens to remove rulers or
administrations without altering the legal foundation of
the government. This practice aims to maintain stability
and reduce political uncertainty because the public is
aware that it has the regular opportunity to change poli-
cies and to change who is in power.

—Shannon O’Lear

See also Political Geography
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DEMOGRAPHIC TRANSITION

Developed by several demographers during the 1920s,
the demographic transition theory stands as an impor-
tant alternative to Malthusian notions of population
growth. Essentially, this is a model of a society’s fertil-
ity (birth rate [BR]), mortality (death rate [DR]), and
natural population growth rate (NGR) over time, using
the simple relationship NGR = BR — DR. Because this
approach is based explicitly on the historical experience
of Western Europe and North America as they went
through the Industrial Revolution, “time” in this con-
ception is a proxy for industrialization. This approach
can be demonstrated with a graph of birth, death, and
natural growth rates over time that divides societies into
four major stages (Figure 1).

STAGE I: PREINDUSTRIAL ECONOMY

In the first stage, a traditional, rural, preindustrial
society and economy, fertility rates are high and
families are large and extended. In agrarian economies,
children are a vital source of farm labor, helping to
plant and sow crops, tending to farm animals, perform-
ing chores, carrying water and messages, and helping
with younger siblings. Children also take care of their
elderly parents. In societies with high infant mortality
rates, having many children is a form of insurance that
some proportion will survive until adulthood. Thus,
the distribution of birth rates around the world reveals

that the poorest societies have the highest rates in the
world, particularly in Africa and most of the Middle
East. In contrast, birth rates in North America,
Europe, Russia, Japan, Australia, and New Zealand
are relatively low.

However, in preindustrial societies, mortality rates
also are typically quite high, meaning that average
life expectancy is relatively low. The primary causes of
death in poor rural contexts are the result of inadequate
diets, unsanitary drinking water, and bacterial diseases.
Thus, the world geography of death rates closely reflects
the wealth or poverty of societies. Because both fertility
and mortality rates are high, the difference between
them—natural population growth—is relatively low,
often fluctuating around zero. Although relatively few
societies in the world live in these circumstances today,
Stage I may describe certain tribes in parts of Central
Africa, Brazil, and Papua New Guinea.

STAGE II: EARLY
INDUSTRIAL ECONOMY

The second stage of the demographic transition per-
tains to societies in the earliest phases of industrializa-
tion, such as 19th-century Britain and the United States,
or selected countries in the developing world today,
such as Mexico. Early industrial societies retain some
facets of the preindustrial world, particularly high fer-
tility rates. Because most people still live in rural areas,
children remain an important source of farm labor. The
major difference is the decline in mortality rates, lead-
ing to longer life expectancies. Mortality rates decline
as societies industrialize, not primarily because of
better medical care but rather because of improved food
supplies due to the industrialization of agriculture that
played a major role in improving immune systems,
including lowering infant mortality rates. Because the
death rate has dropped but the birth rate has not, the nat-
ural growth rate grows explosively, a situation evident
in a great number of countries in the developing world
today (Figure 2).

STAGE Ill: DEVELOPED
INDUSTRIAL ECONOMY

Societies in the throes of rapid industrialization, where a
substantial share of people—if not the majority—live in
cities, exhibit a markedly different pattern of birth, death,
and growth rates from those earlier in the transition.
Death rates remain relatively low, but in this stage
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incomes rise, either over time or

comparatively within a society,
the opportunity cost of having
children rises accordingly, lead-
ing to lower fertility rates. As
fertility rates decline, so too
do natural growth rates. In short,
relatively prosperous societies tend to have smaller
families, and there is frequently a corresponding shift
from extended to nuclear families in the process.

Historically, fertility levels fell first in Western
Europe, followed quickly by North America, more
recently by Japan, and then by Eastern Europe and
Russia. In those areas, reproductive levels are near, or
even below (in some countries), the level of generational
replacement. Elsewhere, however, birth rates remain at
much higher levels, although in China and Southeast
Asia the birth rates are dropping quickly. There has been
a modest decline in South Asia, the Middle East, much
of Latin America, and parts of sub-Saharan Africa.

Figure 1

STAGE IV: DEVELOPED ECONOMICS

The fourth and final stage of the demographic transition
depicts wealthy, highly urbanized worlds, a context
indicative of Europe, Japan, and North America. Such

Demographic Transition

SOURCE: Stutz, F. and B. Warf. 2005. The World Economy: Resources, Trade, and
Development. 4th edition. p. 82. Reprinted with permission from Prentice Hall.

societies typically witness low death rates, the causes
of which may change from infectious diseases to life-
style-related ones, particularly those associated with
smoking and obesity as well as, to a lesser extent, car
accidents, suicides, and homicides. Birth rates also con-
tinue to fall in such contexts as many couples elect to
go childless or to have only one child. When birth rates
drop to the level of death rates, a society reaches zero
population growth. When birth rates drop below death
rates, as they have in virtually all of Europe and Japan,
a society experiences negative population growth. Such
countries are characterized by large numbers of the
elderly, a high median age, and a relatively small
number of children, all of which have dramatic impli-
cations for public services.

Globally, uneven economic development generates
uneven patterns of natural population growth (Figure 2).
The most rapid rates of increase are found throughout
the poorer parts of the developing world, including
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Africa, the Arab and Muslim worlds, India, and
Indonesia. In contrast, low rates of growth are found in
the economically developed nations, including North
America, Japan, Europe, Australia, and New Zealand.

CRITICISMS OF DEMOGRAPHIC
TRANSITION THEORY

Although the demographic transition has wide appeal
because it links fertility and mortality to changing
socioeconomic circumstances, it has also been criti-
cized on several grounds. Some critics point out that it
is a model derived from the experience of the West
and then applied to non-Western societies as if the
latter are bound to repeat the exact sequence of fertil-
ity and mortality stages that occurred in Europe,
Japan, and North America. There is no inevitability
ensuring that the developing world must follow in the
footsteps of the West. Some have pointed out that the
developing world is in many ways qualitatively differ-
ent from the West, in no small part because of the long
history of colonialism. Furthermore, demographic
changes in the developing world have been much
more rapid than in the West. Whereas it took decades,
or even centuries, for mortality rates in Europe to
decline to their modern levels, in some developing
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DEPENDENCY THEORY

The dependency approaches that emerged during the
1960s and 1970s represent an important and complex
body of theory with Marxist and structuralist roots.
Dependency theory first emerged as a critique of mod-
ernization theory toward the end of the 1960s as a
growing disillusionment with the laissez-faire and dif-
fusionist approach of modernization theory set in and
as it became clear that there had been a failure to
deliver the promised material benefits of becoming
“modern.” Thus, there evolved a more wide-ranging
critique of development theory that was firmly rooted
in the Third World and in certain traditions of “Third
Worldism.” The dependency school contended that
dependency on a metropolitan “core” (e.g., Europe,
North America) increases the “underdevelopment”
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of satellites in the “periphery” (e.g., Latin America,
Africa). Third World poverty, it was argued, was not
a result of local failures in the periphery but rather
a direct consequence of the exploitative relations
between First World and Third World—between
Metropole and satellite.

According to the dependency scholars (or
dependistas), economic dependency came about
because these peripheral satellites were encouraged
to produce what they did not consume (e.g., primary
products) and to consume what they did not produce
(e.g., manufactured/industrial goods). Where modern-
ization theorists saw colonialism as part of an “awaken-
ing” of modernity, the dependency approach highlighted
how colonialism underdeveloped the periphery and
continued to do so, neocolonially, after the end of
the empire. Unlike modernization approaches, depen-
dency theorists sought to view development in histor-
ical context, arguing that colonialism had helped to
put in place a set of dependent relations between core
and periphery and highlighting the need to think about
the forms of colonial and postcolonial incorporation
into the world economy.

In Latin America, André Gunder Frank made the
relations between “North” and “South” a key point
of focus in his study of “The Development of
Underdevelopment.” Frank argued that the relations
between the Metropole and the satellite countries
were exploitative, pointing out that any surplus gener-
ated in the satellite countries was siphoned off to the
North, breeding conditions of underdevelopment.
Dependency theorists set out to oppose the modern-
ization approach point by point to such an extent that,
in a way, they ended up ‘“checkmating” each other.
Modernization theory had envisaged that Third World
countries would gradually progress and evolve toward
an urban-based, Western lifestyle of consumption, but
the dependency scholars argued that unequal capital-
ist relations and a history of colonialism denied the
Third World a chance of ever being fully industrial-
ized. Unlike the modernization theorists, the depen-
dency scholars focused more at the international and
global scales and spaces of development, examining
the structural relations of nation-states to the world
economy.

Just as the modernization approach was adopted
in a variety of ways by international institutes and
bilateral donors, the dependency school was made up

of all those opposed to U.S. policy and by groups of
what were called “Third Worldists.” Theorizing the
manipulation of the periphery by the core was an
important process given that by this time a variety of
state socialisms had begun to appear (e.g., in Cuba,
Angola, Mozambique, Tanzania, and Vietnam). The
dependency approach had important roots in the
United States, Brazil, Chile, and Colombia and later
spread out into a variety of regions, including Africa,
the Caribbean, and the Middle East. The economic
program pursued by Iran during the 1980s, for
example, reflected many of the ideas on “delinking”
and self-sufficiency propagated by dependency theo-
rists such as Frank and Samir Amin.

Theoretically, the dependency debate was an
assault on the conventional wisdom concerning the
relationship between international trade and the devel-
opment process. The neo-Marxist aspects of its cri-
tique offered a revolution against capitalism as a way
out, highlighting the weakness and vulnerability of
Western capitalist economies and their dependence on
the labor and resources of others as well as focusing
on the political role of a local (or comprador) bour-
geoisie in the process of underdevelopment. The
development strategy of the dependency school was
formed partly by an institution set up in 1948 known
as the Economic Commission for Latin America
(ECLA [or CEPAL in Spanish]). Raul Prebisch, who
worked at ECLA, was an important figure in the
dependency debates, arguing that the global eco-
nomic system was divided structurally between
rich and poor countries and urging greater regional
cooperation in Latin America to counteract this sce-
nario. For a few years, dependency approaches held
the initiative, and eventually even the international
development community was obliged to accommo-
date at least some of the critique; for example, the
International Labour Office called for “redistribution
with growth” in 1972.

Key criticisms directed at the dependency approach
were that the theory represented a form of “economic
determinism” and overlooked social and cultural varia-
tion within developed and underdeveloped regions. In
addition, the term dependence had been used immoder-
ately and led to oversimplification. It might have said
much about the origins of underdevelopment, but a
clear statement of what “development” itself might be
was obscured by a rigid core—periphery model that
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some have read as a simple inversion of earlier binaries
associated with modernization theory. Another point of
contention was that the dependency theorists seemed
to be calling for a delinking from the world capital-
ist economy at a time when the world economy
was undergoing further globalization. Furthermore, the
notion of underdevelopment in a way endorsed con-
cepts of First World-Third World or core—periphery
rather than seeking to fundamentally challenge this
schema and beginning a search for alternative ways
of differentiation.

The dependency framework also perhaps left the
impression that there was an “evil genie” organizing
the system, making sure that the same people win all
of the time and somehow loading the dice. In addition,
the economy (rather than the culture or politics of
individual spaces and places) was still seen as being of
primary importance by the dependency scholars in a
way that lacked nuance and verged on the determin-
istic. Despite its appeals, dependency also did not
inspire many policies of development except in Chile
and Cuba for short periods. By the early 1980s, many
commentators noted the diminishing returns of the
dependency critique and pointed to an “impasse”
because there seemed to be no way to go beyond the
theoretical coordinates of these previous approaches.
Nonetheless, in the context of growing inequalities
between the North and the South, dependency
approaches still continue to provide a rich source of
ideas.

—Marcus Power
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Neocolonialism; Underdevelopment; World Systems
Theory
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DERELICT ZONES

Abandoned buildings and vacant land are the hall-
marks of derelict zones, that is, areas in which disin-
vestment, vacancy, and degradation are prevalent. The
number and size of derelict zones in American cities
have increased since the turn of the 20th century. The
processes by which buildings and land become obso-
lete and undervalued in North American cities, towns,
and rural areas have been hotly debated. Some view
dereliction as an inevitable stage in an efficient land
market, whereas others criticize the inequalities that
give rise to derelict zones.

CAUSES OF DERELICTION

Newly developed locations have up-to-date buildings
that become obsolescent as they age and deteriorate.
Over time, buildings will be abandoned and land may
be left vacant and ripe for redevelopment. Eventually,
buildings will be renovated or replaced. According to
this view, dereliction is a process through which obso-
lescent buildings and land uses of declining value are
replaced by new structures and more valuable activities.

Other scholars also view derelict zones as the
inevitable outcome of a capitalist market in which
investment and its benefits are spatially uneven and
socially unequal. Dereliction provides financial
opportunities for investors who purchase deteriorating
properties at depressed prices, hold them while defer-
ring maintenance, and sell when property values
increase. Investors disregard the high costs of disin-
vestment for nearby residents and business owners
who live and work in a deteriorating environment that
threatens their everyday lives and livelihoods. The
presence of derelict buildings spreads a pall, stigma-
tizing nearby properties and their inhabitants. As a
result, dereliction often spreads by contagion, with
buildings and locations near derelict buildings being
at much greater risk for reduced maintenance and
deterioration.

UNEVEN AND UNEQUAL
GEOGRAPHIES OF DERELICTION

Derelict zones are concentrated in places that lack the
resources to resist them. Typically, central-city areas
dominated by low-income populations, racial minor-
ities, and public housing are the first to experience
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deterioration. Since the early 1970s, the loss of large
manufacturing plants and their relocation to the suburbs
and small towns hastened disinvestment in central-city
neighborhoods. Those who could not follow their jobs
remained behind, often isolated from well-paid employ-
ment. Discriminatory housing policies that facilitated the
suburbanization of white Americans while hampering
minority home ownership heightened racial segrega-
tion, putting minority areas at greater risk for disinvest-
ment. Public housing programs concentrated the poor
in high-rise developments, leading to the abandonment
of aging but low-cost rental housing in central-city
areas. Over time, many public housing developments
also experienced disinvestment, becoming some of the
most infamous derelict zones.

Recently, dereliction has increased in suburban
areas, small towns, and rural areas where economic
restructuring has rendered many locations less valu-
able for production. Faced with the economic burdens
associated with job loss and a declining property tax
base, local governments and communities have not
always been able to reverse the subsequent deteriora-
tion. Where local residents are empowered and work
closely with government agencies, evaluations of
derelict zones as stigmatized places of little value can
be resisted.

—Valerie Preston
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DEVELOPING WORLD

Countries and regions that are described as part of the
developing world typically are characterized by low
levels of average income; high rates of poverty; wide
social, economic, and spatial inequalities; and high
levels of dependence on the markets and products of
advanced industrial countries. Also referred to as less
developed countries, nonindustrialized countries, the
Third World, or the South, these countries also share
similar histories of colonial rule or indirect domina-
tion. The term developing world, however, is more

than a simple way of classifying countries and regions.
The term has operated historically as part of the
discourse of development with its faith in Western
notions of progress and modernity and its naturaliza-
tion of the knowledges and social practices required
to achieve it. The designation as developing world,
therefore, has deep roots in a particular social imagi-
nary of the world, one that ranks countries by the
extent to which they differ economically, socially, and
institutionally from Western countries considered at
the apogee of modernity.

Defining regions as either developed or develop-
ing is a problematic exercise because, depending on
the social or economic characteristics on which one
is focusing, the numbers of countries and regions
included can vary significantly. For example, although
the United Nations (UN) does not have an estab-
lished convention for designating countries as either
developed or developing, it generally regards the
115 countries of Asia (excluding of Japan), Oceania
(excluding Australia and New Zealand), the Americas
(excluding Canada and the United States), Africa, and
the Caribbean as the developing world. Even within
this broad definition, however, exceptions exist. For
example, Israel and the Southern African Customs
Union are usually considered developed regions for
international trade purposes, and the countries of the
former Yugoslavia, although European, are treated as
developing regions. Similarly, the countries of Eastern
Europe and the former Soviet countries in Europe
are not considered part of either the developing or
developed world, even though many exhibit levels
of poverty and inequality found in parts of Latin
America and the Caribbean. Equally problematic to
establishing a coherent definition is the fact that
countries categorized as part of the developing world
need not actually be in the process of increasing levels
of wealth or social welfare and, in fact, may be in deep
crisis. Often the clear contradictions between the cat-
egory and reality are resolved through acknowledg-
ment or by the creation of more detailed systems of
classification. The World Bank, for example, warns
that the use of the term developing country in their
publications does not imply either that all of the
economies belonging to the group are actually in the
process of developing or that those not in the group
have necessarily reached some preferred or final stage
of development. However, the UN has developed addi-
tional categories, such as least developed countries
(LDCs), land-locked developing countries (LLDCs),
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small island economies (SIDs), and countries in tran-
sition from centrally planned to market economies, to
draw attention to specific constraints facing particular
national territories. In 2005, 50 countries held the
distinction of being LDCs given their extremely low
levels of income per capita, social welfare, and high
levels of economic instability.

Historically, the criteria used to define the develop-
ing world have focused largely on economic growth,
with little concern for questions of equity, sustainabil-
ity, productivity, or empowerment. Until the 1990s,
for example, the most common way of differentiating
the developing world from the developed world was
through the use of gross domestic product (GDP)
figures that measured the value of goods and services
produced in a country in a given year. This focus on
the economic performance of economies reflects the
influence of modernization theories that prolifera-
ted throughout the developing world from the 1950s
onward. The emphasis that modernization theorists
placed on industrialization and economic growth was
a product of the underlying belief that because the
countries of Asia, Africa, and Latin America were
backward and undeveloped, they needed to emulate
the Western experience of industrialization to attain
the assumed superior standards of living found in
Europe and North America. Within modernization
theory, therefore, these economic growth indicators
functioned as a way of hierarchically organizing
countries based on Western definitions of progress,
humanity, and civilization.

Even though alternative measures of development
currently exist, it is still common for international insti-
tutions to rely on measures of average income to define
the developing world. For example, based on the gross
national income (GNI) statistics in 2005, the World
Bank categorized 154 countries, including 27 in Europe
and Central Asia, as part of the developing world. In
general discussions, for example, the World Bank
defines countries of the developing world in terms of
their levels of GNI per capita. The GNI is a measure of
the worldwide income earned by a country divided by
the population. Although recognized by the World
Bank as insufficient on its own as a measure of welfare
or success in development, the GNI has remained the
most popular single indicator of economic capacity and
progress over the past 50 years. On the basis of this
indicator, countries are considered to be part of the
developing world if they have GNI per capita levels
below a benchmark, which in 2003 was set at less than

U.S. $9.,385. This benchmark between middle-income
and high-income countries was first established in
1989 when it became clear that many of the countries
included in the middle-income group (a category based
on earlier listings of what constituted developing and
industrial countries) no longer met the criteria.

Beyond the issue of the appropriateness of the cat-
egories, the use of GNI per capita as a proxy for level
of development remains deeply problematic. This is
because national income statistics are measures of
economic activity rather than welfare and, therefore,
tell us little about the relative differences in the qual-
ity of life enjoyed across population groups. In fact,
the GNI statistic does not even differentiate between
economic activities that increase welfare costs and
those that boost welfare benefits. Thus, natural disas-
ters, war, and increasing levels of crime may actually
increase the value of GNI, making a country’s eco-
nomic situation look better than it is, if they generate
increases in market activity. As a way of defining the
developing world, the GNI per capita statistic is also
problematic because it provides no indication of
the distribution of income. Thus, in a country with a
highly unequal distribution of income, a $1 million
increase in national income benefiting the richest 20%
of the population would be valued in the same way
as a $1 million increase benefiting the poorest 20%.
Equally problematic is that national income statistics
do not measure value generated by services and goods
that are not traded. For example, the value derived
from the unpaid work that many women perform is
not included in the national income accounts, even
though studies indicate that such labor is often crucial
to maintaining levels of social welfare, particularly
during periods of economic crisis.

The use of largely economic indicators to define
the developing world was challenged during the early
1990s when the UN began to use the Human
Development Index (HDI), a composite index mea-
suring a country’s achievements in three areas of
human development—Ilongevity, knowledge, and
standard of living—to rank countries accordingly.
Created by economist Mahbub ul Haq as a measure of
social well-being, the HDI focuses on the choices that
people have to live the lives they value rather than on
the economy (which is viewed as only one means of
enlarging human choices and capabilities). The HDI
uses life expectancy at birth to measure longevity; a
combination of the adult literacy rates and the com-
bined primary, secondary, and tertiary gross enrollment
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ratios to measure knowledge; and GDP per capita to
measure standards of living. The preferential use of
human development indicators as a way of identifying
places in the world where human choices, freedoms,
and (consequently) levels of development are most
constrained has been an important part of the UN’s
millennium development campaign to halve by the
year 2015 the number of people living on less than $1
per day. Currently, the UN has set eight millennium
development goals (MDGs) to be accomplished by
2015: (1) cutting poverty and hunger rates recorded in
1999 by half; (2) achieving universal primary educa-
tion and (3) achieving gender equity at all educational
levels; (4) cutting the mortality rate of children under
5 years of age by two thirds and (5) cutting the mater-
nal mortality rate by three quarters; (6) halting and
reversing the spread of major diseases, including
HIV/AIDS; (7) cutting the number of people without
sustainable access to safe drinking water by half,
reversing the loss of environmental resources, and sig-
nificantly improving the lives of at least 100 million
slum dwellers; and (8) developing a global partner-
ship for development, including more effective aid,
more sustainable debt relief, and fairer trade rules.
To monitor progress toward the MDGs, the UN has
also constructed 48 social and economic development
indicators for tracking development, including the
proportion of a population living on less that $1 per
day, HIV prevalence among pregnant women between
15 and 24 years of age, the proportion of land area
covered with forest, and the proportion of seats held
by women in national parliament.

While widespread dissatisfaction with the econo-
mistic and Euro-centric assumptions embedded in the
term developing world during the 1990s led the UN
to develop more human-centered definitions based on
the constraints to human choices and capabilities, as
early as the 1950s alternative terms had been offered
emphasizing the historical-political and geographic
factors that produced low levels of income, poverty,
and inequality rather than existing levels of economic
growth. Alfred Sauvy, a French demographer and
historian, introduced the term Third World (or tiers
monde) in 1952 to collectively define the countries of
Latin America and the Caribbean, Africa, Asia, and
the Pacific (excluding Australia and New Zealand).
He argued that like the commoners and peasants who
comprised the “third estate” at the time of the French
Revolution (with the first and second estates being the
church and the aristocracy, respectively), these

countries occupied a position in the world economy
that was equally exploited and devalued in the global
economy. Given their position, Sauvy argued that
Third World countries could not be considered part
of either the industrialized capitalist world (the First
World) or the industrialized Communist Bloc (the
Second World) because the Third World was always
going to seek to become ‘“something” and, as implied
by the analogy, would probably need to do so by
revolutionary means.

The term Third World was adopted by many
countries during the cold war to highlight their desire
to be liberated from external oppression and control
through alignment with either the United States and
Western European capitalist countries or the commu-
nist countries of Eastern Europe. During this period,
the term became not only symbolic of the growing
political awareness among countries of their shared
histories of domination through direct and indirect
colonial rule but also an emblem of an imagined com-
munity of poor and peripheralized places that was
beginning to form in the world economy. At a meeting
in 1955 in Bandung, Indonesia, 29 African and Asian
states committed themselves to greater economic and
cultural cooperation as well as opposition to colonial-
ism. This group, which subsequently became the non-
aligned movement, represented a moment in history
when countries such as India, Ghana, Yugoslavia,
Indonesia, and Egypt, recognizing the commonalities
in their positioning in the world capitalist system,
sought to cooperate and act as a political bloc for
mutual benefit. As proclaimed in the Havana Declara-
tion of 1979, the nonaligned movement aimed to
ensure “the national independence, sovereignty, terri-
torial integrity, and security of nonaligned countries”
in their “struggle against imperialism, colonialism, neo-
colonialism, apartheid, racism, including Zionism, and
all forms of foreign aggression, occupation, domi-
nation, interference, or hegemony as well as against
great power and bloc politics.” The potential power of
the Third World appeared to be evident during the
early postwar years as the number of newly indepen-
dent nations at the UN surpassed that of European and
European-dominated nations. However, the ability of
Third World countries to maintain solidarity and
remain nonaligned to Western European and Soviet
power blocs was weak. Given the poor levels of infra-
structure and resources for investment in healthcare
and education that many newly independent countries
had to confront after independence, many nonaligned
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states succumbed to the offers of much-needed devel-
opment aid made by major superpowers seeking to
extend their spheres of influence. In the end, poor
countries ultimately found themselves too reliant on
First World aid to be able to effectively challenge their
dominance. Thus, in 2005, although the nonaligned
movement was still in existence, many questioned the
continued usefulness of this association and the abil-
ity of its 116 members to represent the interests of
the developing world given the collapse of the Soviet
Union during the 1990s and the increasing presence
of impoverished and equally historically dominated
Eastern European countries, few of which were mem-
bers of the group. In addition, internal conflicts among
members made it difficult for the group to maintain a
single unified voice. Conflicts between members such
as India and Pakistan, Ghana and Togo, and Indonesia
and Malaysia, as well as the internal conflicts of
Yugoslavia that eventually led to its demise, all lim-
ited the ability of the movement to effectively chal-
lenge the richer nations over problems such as debt,
poverty, imbalanced trade relations, and political rep-
resentation that the nonaligned movement members
face collectively.

During the 1980s, the South became a common
way of referring to the developing world, popularized
by the independently commissioned international
development report titled North—South: A Program
for Survival, also called the Brandt Report. Commis-
sioned by Robert McNamara, then president of the
World Bank, and chaired by Willy Brandt, a former
West German chancellor, the report sought to revital-
ize negotiations between the poor and rich countries
by formulating a basic proposal for balancing the
inequalities in wealth, trade, finance, and money
between the developing world and the developed
world. The commission broadly defined the develop-
ing world as countries (with a few exceptions) that
occupied the Southern Hemisphere. By geographi-
cally dividing the map into North and South, the
report highlighted the stark differentials in the quality
of life experienced between human populations
located in the powerful industrialized states of the
temperate zones of the Northern Hemisphere and
those in the impoverished states of the tropical and
semitropical zones of the Southern Hemisphere. The
report argued that the underlying reason for these dif-
ferentials lay in the North’s domination of the interna-
tional economic system, its rules and regulations, and
its international institutions of trade money and

finance. Arguing that relative prosperity in the South
could promote prosperity in the North and that eco-
nomic trouble in the South could wreak havoc in the
North as well, the Brandt commission sought to influ-
ence public opinion and ultimately government efforts
to avert widespread economic crisis in the poorest
countries. The Brandt Report called for changes to be
made to the global economy to make it more demo-
cratic, fair, and equitable. It called for a restructuring
of the World Bank and the International Monetary
Fund, which were viewed as unrepresentative of many
of the countries that they served, and for the rich
industrial countries of the North to share their means
and power with the countries of the South. Although
the South became popular in the development circles
as a way of describing the developing world, it neither
acquired the radicalism associated with the term Third
World nor acquired the sense of obligation associated
with the idea of a global community that it sought
to cultivate. It is perhaps for this reason that despite
the widespread and public acceptance of the Brandt
Report, very few (if any) of its recommendations for
reducing the growing economic disparity between the
North and South were ever adopted.

The challenge of finding a way in which to both
define and articulate the collective and mutual inter-
ests of the developing world has grown significantly
since the collapse of the Soviet Union during the
1990s. During the cold war, the ideological divisions
between the First World and the Second World, or
between the East and the West, made it easy to con-
struct an imagined community of the South or Third
World states bound together by common experiences
of peripheralization and poverty within the global
economy. After the cold war, however, the experi-
ences of colonialism, peripherality, and poverty no
longer could shape the strategic interests of either
former colonies or postsocialist countries because
the ensuing global spread of neoliberalism significantly
reorganized national economies such that the mean-
ings of old development categories no longer could
remain stable. For example, by the 1990s countries
such as Singapore, Chile, Botswana, and India were
beginning to experience levels of economic growth
and investment that made their strategic interests
potentially different from those of crisis-ridden states.
These countries, euphemistically described as emerg-
ing markets, were viewed to have opened up their
markets and to have “emerged” onto the global scene.
During the 1990s, the number of countries classified
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as emerging market economies expanded to include
many of the countries of Eastern Europe as they began
to change from a socialist system of production to
a free market—based capitalist system. Also described
as transition economies, post-Soviet economies are
defined more in relation to their economic per-
formance, and the opportunities they present for for-
eign investment, than on the basis of the quality of
life enjoyed by their citizens. So despite the fact that
countries such as Jamaica, the Dominican Republic,
Romania, and Albania all rank as lower-middle-
income countries with 2% or less of their populations
living on less than $1 per day, they are not considered
in the same way. Jamaica and the Dominican Republic
remain part of the Third World, whereas Romania and
Albania are considered to be transition economies.
The constraints that these newly constructed cate-
gories impose on the ability of the world’s populations
to articulate common concerns over poverty and mar-
ginalization are significant because they maintain,
rather than challenge, the idea that the path to progress,
prosperity, and development is located largely in neo-
liberal market-based strategies to increase economic
growth.

With the global spread of neoliberalism, it has
become even more difficult to define the developing
world in territorial terms. Many argue that the dereg-
ulation and liberalization of markets, combined with a
diminished role for states, have increased disparities
between the rich and the poor to such an extent that it
is now possible to define a Fourth World composed of
nations living within or across territorial state bound-
aries whose interests are not represented by them.
Even though these groups may be located in the devel-
oped world, the levels of poverty, exploitation, and
violence that they experience have a limiting effect on
their human rights and capabilities that is much like
that experienced historically by Third World states
within the global economy.

It is clear that the concept of the developing world
is riddled with inconsistencies and remains difficult to
define, but the need to create an imagined community
of people concerned with the marginalized within the
global economy remains an important first step toward
challenging domination itself. Since the 1990s, there
has been an increasing movement among various
groups in civil society toward articulating alternative
ways of solving the problems of exclusion and social
inequality without resorting to familiar categories such
as the Third World, the developing world, and the

South. Best seen in the networks of people’s move-
ments that meet each year at the World Social Forum,
there is an increasing commitment to developing soli-
darities across borders in ways that are focused less on
the histories that define the developing world territori-
ally and more on the processes through which human
rights and environmental responsibilities have been
exploited and marginalized. By seeking to develop a
common framework for understanding and mobilizing
for social and economic justice, more accurate ways of
articulating the common goals, aspirations, and obliga-
tions of the earth’s populations will emerge.

—Beverley Mullings

See also Colonialism; Dependency Theory; Development
Theory; Economic Geography; Globalization; World
Systems Theory
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DEVELOPMENT THEORY

Most contemporary development theories seek to
define the social, economic, or political conditions
under which humans, both individually and collec-
tively, are able to realize their potential, build self-
confidence, and live with dignity and fulfillment. Such
a simple definition, however, obscures the range and
conflicting nature of practices that theorists have
identified as significant in this pursuit.

The earliest theories of development emerged
during the 1950s after the end of World War I1. Before
this time, there was limited concern for the levels of
inequalities in existence among the world’s human
populations, most of whom were subjects of colonial
rule. With decolonization and the emergence of a
host of newly independent nation-states that appeared
shortly after World War II, inequality, poverty, and
standards of living materialized as issues of concern
to political leaders and scholars in both the colonizing
and postcolonial worlds. Arturo Escobar argued that
the emergence of development theories at the end of
World War II, however, must also be understood in the
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context of the cold war, particularly the competition
between the United States and the Soviet Union for
ideological and political supremacy. In this context,
Escobar argued that development theory represents
more than a humanist desire to spread peace and
abundance throughout the world; it is also a social
imaginary that historically has been used to justify a
host of interventions that have at times been of greater
benefit to the First World than to the Third World.

At the heart of all development debates continue
to lie two fundamental disagreements. The first dis-
agreement is over the extent to which securing the
social conditions for dignity and self-determination
should take precedence over creating the conditions
for increasing productivity and economic growth. The
second disagreement is over the value and meaning of
collective and individual dignity and fulfillment itself.

Early development theories were primarily exten-
sions of conventional economic theory that equated
development with economic growth and industrializa-
tion. Embedded in both Western notions of progress
and colonial constructions of race, early development
theories viewed the countries of Africa, Asia, and
Latin America as undeveloped and in need of signifi-
cant economic change if they were to emulate the
standards of living in existence in Europe and North
America. Implicit in early theories was the assump-
tion that development was a natural process that had
reached its zenith in the industrialized countries of
Europe and North America. As a naturalized process,
the idea of development was closely linked to the
associations made between science and progress in
Anglo-American societies from the 18th century
onward. Within this framework, poor countries could
find dignity and fulfillment only if they emulated
the economic experiences of the developed world
and instituted policies to catch up with the West.
Modernization theorist Walter Rostow, for example,
argued that all countries passed through the same
historical stages of economic development and that
countries with less material wealth were merely at
an earlier stage in this linear historical process. For
Rostow, development required a five-step applica-
tion of policies focused on investment, savings, and
the encouragement of an entrepreneurial class. More
sophisticated formulations, such as Nobel laureate
Arthur Lewis’s two-sector model, also constructed the
problem of development as the consequence of the
lack of accumulation of productive capital and a low
savings rate in poor countries. In Lewis’s model, the

modern sector is typified as progressive, oriented
toward industry, and more likely to be the vanguard of
wealth creation. In contrast, the traditional sector was
characterized by a large supply of unemployed and
unproductive labor that was viewed as unlikely to
contribute significantly to the development process
given its inability to save. By establishing the condi-
tions for capitalists within the modern sector to make
profits, Lewis argued that there would be greater
levels of reinvestment and available capital. Most
modernization models of development made assump-
tions about the meaning of development that ulti-
mately proved to be deeply problematic. Both Lewis
and Rostow, for example, relied on binary differentia-
tions between the modern world and the traditional
world that not only were ethnocentric (the modern
was seen as Western-like, integral, and progressive,
whereas the traditional was seen as non-Western,
backward, and residual) but also denied the histories
that produced the patterns of uneven development
between the First World and Third World and within
the Third World itself.

The problematic assumptions of modernization
theory, with its emphasis on dual sectors, economic
growth, and a mechanistic set of stages, were chal-
lenged during the early 1970s by scholars who
emphasized the fact that there were distinct structural
constraints facing the decolonizing world that mod-
ernization theories did not take into account. Raul
Prebisch, for example, argued that unlike the First
World, Third World countries were constrained by the
fact that they were tied, through trade, to an already
industrialized First World. This made Third World
pathways to industrialization different from those
experienced earlier by Europe. Prebisch further
observed that the trade relationship between the First
World and Third World created a center—periphery
relationship that made it impossible for Third World
countries to function in the world economy in ways
other than as dependent producers of raw materials for
First World manufacturing industries. For Prebisch,
without significant trade protection, the Third World
would not break out of either its dependence on the
First World or its peripheral resource role. The ideas
of these scholars, who became known as structural-
ists, paved the way for a much more radical critique
and theorization of development.

The failure to recognize the part played by the
First World in the patterns of development found in
the Third World became the basis of a new set of
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development theories from scholars who drew on
elements of Marxist political economy to critically
examine the underlying structures and relations that
created inequalities in income, infrastructure, and qual-
ity of life between the First World and Third World.
These so-called dependency theorists, and later world
systems theorists, posed a significant challenge to the
way in which development was imagined and prac-
ticed. Contrary to the modernization theorists, these
scholars, many of whom came from Latin America
and other parts of the global South, viewed underde-
velopment as a situation that was actively produced by
the capitalist system itself.

The early writings of scholars such as Celso
Furtado, Samir Amin, and later Immanuel Wallerstein
characterized the Third World as the product of the
history of Euro-American expansion and the incorpora-
tion of colonized countries into the world economy.
These scholars argued that development theories
could not be viewed as a set of endogenous practices.
Development theory needed to take into account the
past and present forms of political and economic dom-
ination between the advanced capitalist countries and
the poor countries to determine the solution to the prob-
lem of poverty. A variety of theories based on this argu-
ment were advanced by dependency theorists, but most
supported the view that the inequalities among states
and the unequal nature of interactions among them
under capitalism created binaries of power variously
described as dominant—dependent, center—periphery,
or metropolitan—satellite that were self-reinforcing and
detrimental to the less powerful states.

André Gunder Frank, in his early writings, argued
that the root of the problem of underdevelopment lay
in the way in which the wealthy advanced industrial-
ized countries expropriated the surpluses created by
poor peripheral ones. He argued that through trade,
surplus was systematically extracted from peripheral
areas and appropriated by more affluent centers. At
the international level, this was manifest in the way in
which economic surpluses generated in Latin America
tended to benefit the affluent capitalist countries
where foreign corporations were based rather than
these poor countries themselves. Frank argued that, in
fact, poor countries were likely to experience their
greatest levels of growth when the level of their incor-
poration into the capitalist system was at its lowest.
Implicit in Frank’s initial formulation was the belief
that it was only by delinking from the capitalist sys-
tem that countries could hope to develop. Focusing on

the structures underlying the production process in
Africa, Amin similarly theorized that so long as the
Third World countries maintained their asymmetri-
cal relationship to the First World, they would never
become autocentric and self-determining. True devel-
opment required as a prerequisite a weakening of
the links between the First World and Third World
through socialist transformation and the fostering of
greater regional ties.

While dependency theorists challenged the ahis-
toricism of modernization theories and their formula-
tion of catching up development, many of their ideas
were also criticized. One major criticism, for example,
lay in the way in which dependency theorists defined
capitalism as a mode of exchange rather than as a
mode of production. For dependency theorists, it was
through the process of unequal exchange that centers
were able to extract the surplus generated by periph-
eries. However, critics argued that without a definition
of capitalism based on the relationship between labor
and capital in the production of surplus, capitalism
became a useless concept. As Ernesto Laclau argued,
if the mode of exchange was the most important char-
acteristic of capitalism, it would be possible to claim
that capitalist systems existed as early as the time of
the ancient Greeks. This critique raised the important
issue of the scale at which the question of develop-
ment was framed and the explanatory power given
to the external factors (unequal exchange) relative
to internal factors (class relations) in explaining the
process of development. Other critics argued that the
dependency argument was circular in logic and hence
was fatally flawed. For example, Deepak Lal claimed
that in arguing that countries were dependent because
they were poor and were poor because they were
dependent, theorists were locked into a circular argu-
ment that by definition could not be resolved. Most
damning for the dependency theories, however, was
the growing evidence that growth and development
were possible among peripheral countries with ties to
the industrialized countries in ways that challenged
the economic superiority of the core countries. The
emergence of newly industrializing countries (NICs)
in East Asia significantly challenged the necessity of
delinking from the capitalist system as advocated by
many dependistas.

Derived from a much longer historical examination
of the nature of the global economy, the work of the
world systems theorists during the mid-1970s shared
many of the ideas found in dependency theory such as
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the role of unequal trade in the exploitation of the
periphery by the core and the framing of the question
of development at the international scale. Unlike the
classical dependency position, however, world sys-
tems theorists such as Wallerstein, and later Frank
and Amin themselves, argued that it was possible
for development to occur in the periphery and for
countries to become semiperipheral and part of the
core. They proposed that countries such as Brazil and
South Korea functioned within the global economy as
semiperipheral buffers, importing the high-tech prod-
ucts from the core and exporting semimanufactured
goods to the periphery. Although these theories recog-
nized the possibility of development within capital-
ism, they still viewed mechanisms underlying the
process as deeply exploitative of the periphery.

By the mid-1980s, development theory was argued
to be at an impasse. The emergence of the NICs, the
collapse of Soviet state socialism, and the passage of a
decade of economic crisis in the Third World in the
wake of the 1974 and 1979 oil price hikes created a the-
oretical vacuum. The period corresponded with a gen-
eral crisis within social theory itself, one described by
many as a crisis of representation. For many theoreti-
cians in the social sciences, the world of the late 20th
century was changing in such a way that traditional
ways of representing reality were becoming dissatisfac-
tory—and, for some, impossible. Within development
theory, this crisis took the form of a critique of the
Marxist metatheory that shaped much of the neo-
Marxist development theories of the 1970s. David
Booth, for example, argued during the mid-1980s that
neo-Marxist and Marxist development theories were at
an impasse because they were too generalized, econo-
mistic, and excessive in their commitment to proving
that the structures and processes found in poor countries
were the necessary outcomes of their participation in the
capitalist system. He argued that without greater atten-
tion to the diversity and complexity of the real world,
these theories could contribute little to the practical
issues facing the Third World.The retreat of many Third
World states from socialist-inspired development
strategies, combined with the theoretical void created
within development studies, was filled quickly by the
political and economic development ideology of
neoliberalism that emerged during the 1980s as the eco-
nomic strategy employed by many Western industrial-
ized countries to get out of the monetary crises that had
followed the oil-induced world recession. Initially for-
mulated as an economic strategy to open up markets for

the circulation of capital, neoliberalism quickly became
associated with a set of political and development ide-
ologies aimed at reducing the role of the state and open-
ing up poor countries to global flows of capital. For
neoliberals, free markets were the key to maximizing
human welfare because they were the most efficient
way of distributing capital and informational resources.
If markets were allowed to freely determine the distri-
bution of resources, individuals ultimately would be
able to maximize their own economic and political and
social needs and wants. Therefore, free market capital-
ism was a necessary first step toward political freedom
and required a reduction in the role played by states.
States no longer were encouraged to regulate or inter-
vene in markets. Their role now was primarily to enable
the free operation of markets by creating the legal sys-
tems needed to facilitate individual consumption and
the movement of capital.

The global spread of the neoliberal economic
model also had a significant effect on the discourse
and idea of development. By the mid-1980s, the idea
of development and the need to consider the Third
World differently were eclipsed by the discourse of
globalization, which was presented as an inevitable
stage in the history of the world economy. Neoliberals
argued that the need to create theories and strategies
that specifically recognized the differences in the
structures and historical experiences for Third World
countries was fundamentally wrong and distorting.
Lal, for example, argued that the distortions to mar-
kets produced when Third World countries sought to
become self-reliant by protecting their markets from
global competition and encouraging industrial strate-
gies of import substitution were the cause of, rather
than the cure for, much of the poverty in the global
South. Views such as Lal’s became highly influen-
tial within the Bretton Woods institutions of the Inter-
national Monetary Fund and the World Bank during
the 1980s and formed the basis for the structural
adjustment policies (SAPs) that continue to define the
conditions under which loans are made to Third World
economies and, more recently, transition economies
of the former Eastern Bloc. Under SAPs, recipients of
loans are required to carry out a standard set of macro-
economic reforms that usually include the devaluation
of national currencies, the raising of interest rates, the
reduction of budget deficits, and the removal of price
distortions such as subsidies and quotas. These poli-
cies are viewed by international lending agencies as
crucial to creating the conditions for economic stability.
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Longer-term strategies focus on the deregulation and
liberalization of national economies and include poli-
cies such as the privatization of industry and resources
that may once have been nationally owned. Other poli-
cies have revolved around creating the conditions to
attract international investment such as the establish-
ment of export processing zones.

The dominance of neoliberalism in development
theory and practice has been heavily criticized over the
past 20 years. Many have argued that the importance
placed on creating suitable conditions for international
capital not only failed to increase levels of productivity
and growth in many poor countries but also heightened
spatial, social, and economic patterns of unequal devel-
opment with devastating consequences for historically
marginalized groups. Some of the most vigorous cri-
tiques of neoliberal development theory have come
from feminist and environmental scholars. They have
shown how the failure of neoliberal theorists to ade-
quately examine how women’s labor or environment
resources are negatively affected by free and unfettered
markets has contributed to the increasing levels of
poverty and violence experienced by many women and
girls as well as the heightened levels of environmental
destruction. For example, Diane Elson demonstrated
how the neoliberal model places an additional burden
on women by failing to take into account the ways in
which the gender division of labor devalues the paid
and unpaid work of women and girls. Drawing atten-
tion to the burden that the withdrawal of the state from
collective welfare provision has placed on women
charged with primary responsibility for social welfare
in the home, Elson not only called for the gendered
effects of seemingly genderless macro-level policies to
be made clear but also, and importantly, called for
development theorizing to be led by the consistent con-
sideration of these effects. Both of these groups have
also significantly challenged the nature of development
theorizing itself by not seeking to create an all-encom-
passing macro-level theory of transformation but rather
providing contextualized understandings of the rela-
tionships among the macro, the meso, and the micro in
processes of social and economic change. In paying
greater attention to multiple scales, there has emerged a
greater recognition of the myriad ways in which needs,
wants, and capabilities are expressed and valued across
regions and among groups differentiated by gender,
ethnicity, income, culture, and religion.

Since the 1990s, the search for a better under-
standing of the mechanisms, at multiple scales, that

influence the behavior of participants in a society, and
ultimately the nature of development, has generated a
growing interest in the role of institutions (formal and
informal rules, enforcement mechanisms, and organi-
zations). Scholars from both Marxist and neoclassi-
cal traditions have begun to develop sociopolitical
and economic frameworks to explain long-run institu-
tional change. In these frameworks, described as the
new institutional economics, scholars have drawn on
neoclassical economic theories to identify how both
the existence and absence of particular institutions
influence both individual and collective behavior and
ultimately the outcome of a particular development
intervention. Scholars from the regulation school,
alternatively, have used Marxist theory to examine
how specific matrices of social, economic, and politi-
cal institutions interact to produce long periods of
economic stability despite the continued appropria-
tion of the surplus value created by workers by capi-
talists. Although there appears to be much similarity
in the ways in which these two approaches use multi-
ple disciplinary perspectives to examine social, eco-
nomic, and political institutions at multiple scales,
significant differences exist in the questions they seek
to answer. Whereas new institutionalists have focused
primarily on identifying the institutions required for
efficient markets to be established, regulationists have
sought to avoid such policy prescriptives and instead
concentrated on the reasons why particular institu-
tions persist even when they generate contradictions.
Although few of the early institutional approaches
explicitly addressed issues of development, there has
been a steady integration of the ideas of scholars asso-
ciated with the new institutional economics (e.g.,
Douglass North) throughout the 1990s into the devel-
opment policies of international agencies such as the
World Bank. This has resulted in a shifting in the
emphasis within neoliberal development theory from
the minimal state toward a more active role for the
state in creating the institutions necessary for the
efficient operation of markets.

The 1990s also gave rise to a more sustained critique
of both the neoliberal development model and the
association between development and continuous con-
sumption-led growth. Recognition of widening gaps
in economic and political power between and within
countries has led many to argue for a reorientation of
the focus of development away from the enrichment of
the economies within which people live and toward the
enrichment of human life. For example, Amartya Sen
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argued for a people-centered vision development where
individuals and groups define and direct for themselves
the institutional mechanisms necessary for human capa-
bilities to be maximized. From the debates regarding
the ways in which diverse local communities might
begin to redefine development, there has also emerged
a growing focus on the need for global institutions ded-
icated to the redistribution of resources. Development
theory today no longer can be considered as a single
narrative about what it means to live an abundant
human life; rather, it should be considered as a set of
contested forms of knowledge. Yet as there emerge
multiple understandings of the complexity of the basic
elements required for each human to live a fulfilled life,
there is a growing recognition of the need for global
institutions to defend each individual’s right to define
and access them.

—Beverley Mullings
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DIASPORA

Originating from ancient Greek and meaning disper-
sion, the term diaspora traditionally was associated
with the Jews to describe their traumatic uprooting
from ancient Israel, their forced exile throughout the
world, their feelings of alienation in the host countries,
their collective memory of their homeland, and their
desire to return home. The Greeks and Armenians
constituted two other examples of archetypal diasporas.
These diasporic communities are generally character-
ized by a high level of ethnic organization in their host
countries that usually includes cultural associations,
political parties, schools, and other institutions with the
goal of preserving a group identity.

However, with the emergence of globalization, the
term diaspora has been used more widely. At the same
time, there was a reconceptualization of the term to
encompass phenomena of increased international
population mobility unleashed by globalization such as
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augmented emigration to the developed countries, the
telecommunication and transportation revolution, and
the development of a cosmopolitan global culture. In
this context, the 1980s and 1990s witnessed increased
interest in the phenomenon of diaspora, and minorities
whose experiences met the classical diaspora paradigm
only in part began to be called diasporas, thereby blur-
ring the lines among ethnic minorities, refugee flows,
migrations, and diaspora. Moreover, the media’s use of
the term diaspora has played a significant role in ascrib-
ing new meaning to the notion of diaspora, including a
so-called rock-and-roll diaspora and a soccer player
diaspora.

Most contemporary scholars conceive diaspora
broadly, arguing that even classical diasporas, such as
that of the Jews, are socially constructed. These
authors stress that diasporic identities are not innate;
rather, they arise from the complex relationship
among an ethnic minority, its host state, and its home-
land. This understanding of diaspora opens the door
to understanding the contemporary rise of complex
multiple ethnic and national identities that various
individuals or groups of people display.

Central to an understanding of diaspora is its tenu-
ous position in between the host and home countries.
Historically, and stereotypically, the nation-state
viewed the diaspora as a threat. Diasporas were per-
ceived as a menace to a host state’s organic unity, and
they were seen at best as just tolerated minorities who
often were abused and forced to assimilate. Also,
home states often have been ambivalent toward their
diasporas. They perceived their diasporas as not
authentic, as impure, and as having a hybrid identity.

However, today the discourse about diasporas has
been redefined. Diasporas are now perceived in a
much more favorable light, and their influence in shap-
ing both home and host state politics has increased as
nation-states realized that they could benefit from dias-
poras’ services. This is because diasporas are, in some
instances, better positioned than their host or home
countries as transnational actors in a global world.
Diasporas are transnational phenomena that escape
the integrationist tendency of the nation-states and
that continue to manifest dual or multiple national
identities and allegiances.

—Gabriel Popescu

See also Globalization; Migration; Other/Otherness; Popula-
tion, Geography of; Social Geography
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DIFFUSION

Geographic diffusion is the dispersal of information
or objects throughout a geographic region. Classic
studies on diffusion originated during the early 20th
century and focused on topics such as the spread
of new, or “modern,” agricultural techniques. This
emphasis suited the condition of the United States
and other Western countries, which were transitioning
from an agrarian society to an industrial society. Over
time, research on diffusion began to explore other
social attributes, particularly those features that were
prevalent in urban environments. The ongoing process
of globalization has added new complexities to this
process.

In general, there are two types of geographic diffu-
sion. The first type of diffusion is called contagious
diffusion. As the name indicates, this conception of
diffusion is borrowed from the science of epidemiol-
ogy. In this type of diffusion, a characteristic is trans-
mitted from one person to his or her nearest neighbor.
Accordingly, contagious diffusion produces a wave-
like pattern that gradually spreads outward from the
site of origin. This process has been noted in the
spread of architectural characteristics in the Midwest.
The second type of diffusion is hierarchical diffusion,
which involves the spread of an attribute from one city
to another city. The assumption underlying hierarchi-
cal diffusion is that large urban centers function as
sources of social and technological innovation. These
cities retain a primary position within the hierarchy
of human settlements. Accordingly, hierarchical diffu-
sion first involves the transmission of information and
objects of major cities (whose inhabitants often have
similar attributes and interests) before spreading (or
trickling down) to smaller and smaller human settle-
ments. Historically, such a process was seen in the
advent of industrialization and more recently in pro-
duction and dissemination of music styles. As such,
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hierarchical diffusion produces a different geographic
pattern than does contagious diffusion. Hierarchi-
cal diffusion “leapfrogs” from one urban location to
another, thereby leaving substantial gaps. The inter-
vening spaces remain unaffected until the attribute
becomes pervasive throughout a given society. During
recent years, a third type of diffusion has been articu-
lated, one that is a variant, or inversion, of hierarchi-
cal diffusion. This latter type has been referred to as
reverse hierarchical diffusion. As the name indicates,
this type of diffusion originates in rural locations and
spreads to larger urban centers. The most prominent
example of this phenomenon in recent times is the
growth and diffusion of Wal-Mart. In contrast to most
other retailers (and the principles articulated in neo-
classical economics), Wal-Mart began by establishing
stores in rural locations that had been ignored (and
underserviced) by other companies. Over time, Wal-
Mart eventually began to set up operations in more
densely populated locations.

From an analytical perspective, geographers have
taken different approaches toward an explanation of
diffusion. As in other areas of geographic investigation,
issues of scale are prominent. Whereas some researchers
empbhasize the role of individual actors, other researchers
emphasize the role of global economic systems or cul-
tural orthodoxies. Thus, a critical theoretical distinction
has emerged between those researchers who priori-
tize micro-scale phenomena and other researchers who
accentuate macro-scale phenomena.

In micro-scale approaches, researchers often focus on
the decision-making process of individuals. In such the-
oretical formats, individuals often are classified into one
of three categories. Early adopters are those individuals
who were willing to try new technologies. This amounts
to a small segment of a population because the adoption
of new innovations usually involves a certain degree of
financial or personal risk. A second set of individuals
also adopts innovative technologies, but only after these
innovations have been adequately tested and their utility
has been verified. By adopting such technologies at a
later date, the inherent risk of innovation is reduced. At
this point in time, the innovation becomes an attribute
of mainstream society. The third category of individuals
is classified as resisters. These are individuals who con-
tinue to engage in traditional practices and are skeptical
of new innovations. In most cases, these individuals are
considered to be a small percentage of a given population
and one that might never assimilate into the dominant
society. In geography, the most prominent examples of a
micro-scale approach are the early writings of Torsten

Hagerstrand. Hagerstrand used a Monte Carlo approach,
which assumed that individuals in closer proximity to
an innovation were more likely to adopt that innovation.
The complexities added by early adopters and resisters
were accounted for by probabilities.

Although this approach clearly provides insight,
many researchers have criticized its basic assumptions.
Most notably, critics contend that the majority of this
research has unduly focused on the economic utility
and efficiency of innovations. As such, this theoretical
approach conforms to neoclassical perspectives, which
narrowly portray individuals as economic entities.
Accordingly, this approach tends to homogenize the
interests of individuals by suggesting that one standard
(e.g., efficiency/profitability) determines whether an
innovation will be adopted. It does not acknowledge that
individuals have multiple concerns and interests that may
influence the perceived value of an innovation. Perhaps
more problematic is that in portraying nonadopters as
resisters, this theoretical stance often is antagonistic to
traditional or non-Western cultures. Indeed, in contrast to
progressive adopters of innovation, resisters sometimes
are portrayed as irrational, backward, or ignorant. This
theoretical position is particularly problematic when
dealing with non-Western societies that have suffered
from colonialism and neocolonialism.

In contrast to micro-scale approaches, other
researchers have emphasized processes that operate at
larger scales. In particular, some researchers highlight
the role of capital and transnational corporations.
From this stance, the capacities of transnational cor-
porations direct the process of geographic diffusion.
In this vein, a classic of such phenomena is the so-
called Green Revolution, which involved the diffusion
of modern agricultural innovations (e.g., high-yielding
seeds, fertilizers, pesticides, herbicides) from North
America to Mexico, India, and Southeast Asia. The
corporations involved in the creation of these products
were central to their diffusion.

In addition, in the global context, cultural priorities
vary considerably from one region to another. Secular
priorities frequently conflict with religious world-
views. These influences have deep historical roots and
are embedded in languages and practices that have
a broad yet intricate reach within different societies.
Recent writings on postmodernity have attempted to
express the extent of this diversity. Conceptions of
such diversity implicitly critique the homogenizing
assumptions of neoclassical economics.

In reality, diffusion is most likely a combination
of all these factors. To some extent, these theoretical
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positions are inextricable from one another. As a
result, any effort to understand diffusion must account
for the different networks (or sets of relations) that
operate at different geographic scales.

—Christa Stutz

See also Location Theory
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DIGITAL EARTH

The term Digital Earth was coined by then—U.S.
Senator Al Gore in his book Earth in the Balance, pub-
lished in 1992, to describe a future technology that
would allow anyone to access digital information about
the state of the earth through a single portal. The con-
cept was fleshed out in a speech written for the opening
of the California Science Center in early 1998, when
Gore was vice president. By then, the Internet and Web
had become spectacularly popular, and Gore sketched a
vision of a future in which a child would be able to don
a head-mounted device and enter a virtual environment
that would offer a “magic carpet ride” over the earth’s
surface, zooming to sufficient resolution to see trees,
buildings, and cars, and would be able to visualize past
landscapes and predicted futures, all based on access to
data distributed over the Internet. The Clinton admin-
istration assigned responsibility for coordinating the
development of Digital Earth to the National Aeronau-
tics and Space Administration (NASA), and several
activities were initiated through collaboration among
the government, universities, and the private sector
(www.digitalearth.gov). International interest in the
concept was strong, and a series of international sym-
posia on Digital Earth have been held, beginning in
Beijing, China, in 1999.

Political interest in Digital Earth waned with the
outcome of the U.S. presidential election of 2000,
but activities continue aimed at a similar vision, often
under other names such as Virtual Earth and Digital
Planet. The technical ability to generate global views,

to zoom from resolutions of tens of kilometers to
meters, and to simulate magic carpet rides is now
available from several sources. Environmental Systems
Research Institute (ESRI), the market leader in geo-
graphic information systems (GIS) software, now
offers ArcGlobe as part of its ArcGIS package together
with data sets at 30-m resolution. A Web-based visual-
ization, developed by Keyhole, Inc. (purchased by
Google in 2004), is available at www.earthviewer.com.
NASA offers World Wind, its own public domain ana-
log of Earthviewer (learn.arc.nasa.gov/worldwind/).

The vision of Digital Earth proposes that a complete
digital replica of the planet—a mirror world—can be
created. Such a replica would be of immense value in
science because it would enable experiments to investi-
gate the impacts of proposed human activities (e.g., the
large-scale burning of hydrocarbons, the destruction
of forests). This would require integration of data with
models of process, something that is not yet part of
any of the Digital Earth prototypes. Much research is
needed on the characterization of processes before the
full dream of Digital Earth can be realized. Meanwhile,
the technology appears to be limited to virtual explo-
ration of the planet’s current and past physical appear-
ance. Inevitably, there will be an emphasis on those
aspects of the earth that are characterized by widely
available data sets and that can be easily rendered in
visual form. Thus, Digital Earth seems bound to privi-
lege relatively static physical aspects of geography over
dynamic social aspects.

—Michael F. Goodchild
See also GIS; Humanistic GIScience; Spaces of Representation
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DISABILITY, GEOGRAPHY OF

The term disability is contested, used in many differ-
ent ways in different contexts, and increasingly nar-
rowly defined in legal terms with recent legislation.
In general, disability is the study of people with mind
and body differences, commonly referred to as physi-
cal and/or mental impairments, and the interactions
between society and the capacity of disabled people to
function as independent individuals.
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Geography of disability explores disabled peoples’
experiences of space and place, investigating the
relationships among the geographic environment, the
nature of individuals’ impairments, and the role of
society as a mechanism for including or marginaliz-
ing people with disabilities. Geography of disability
refers to the landscape (in its widest sense) of disabled
experience, from the urban to the rural, from the
micro scale of household mobility to the accessibility
of transportation networks across cities and countries.
Research addresses not only the visible components
of disability, such as wheelchair ramps (or lack
thereof) in the built environment, but also a range of
sociospatial processes that surround issues of disable-
ment; a range of social, political, and cultural factors;
and the complex interactions among power, space,
and materiality.

During the 1990s, geographers began to examine
their role and interaction with people with disabilities,
paralleling changes in other social science disciplines,
including sociology, cultural studies, anthropology,
urban geography, planning architecture, and political
science, leading to the formation of a distinctive sub-
discipline—geography of disability.

CONCEPTUALIZING DISABILITY

There has been a historical continuum of meaning
of disability—from the moral (disability is a sin or
shameful) to the medical (disability is a defect or sick-
ness to be cured by medical research), rehabilitation
(disability is a deficiency to be fixed by rehabilita-
tion science), and the social (disability is caused by
society’s barriers to including a disabled person as a
fully integrated citizen). The most noticeable direction
in contemporary geographic studies of disability has
been the influence of the social model of disability,
which stresses that disabled people are marginalized
by social attitudes and normative ideas of the naturalness
of being able-bodied that are written into the land-
scape to produce countless physical and social barriers
to their full participation in society. The barriers were
socially constructed rather than an inevitable result of
people’s impairments.

DEFINITIONS

The United Nations uses the following definitions. An
impairment is any loss or abnormality of psychologi-
cal or anatomical structure or function. A disability is

any restriction or lack of ability (resulting from an
impairment) to perform an activity in the manner or
within the range considered normal for a human. A
handicap is a disadvantage for a given individual
resulting from an impairment or a disability that limits
or prevents the fulfillment of a role that is normal—
depending on age, sex, social, and cultural factors—
for that individual. Therefore, a handicap is a function
of the relationship between disabled persons and their
environment. It occurs when they encounter cultural,
physical, or social barriers that prevent their access to
the various systems of society that are available to
other citizens. Thus, a handicap is the loss or limita-
tion of opportunities to take part in the life of the com-
munity on an equal level with others.

THE MEDICAL-SOCIAL CONTINUUM

The medical model has evolved most notably over the
past two centuries, when the “expert” knowledge of
medicine became embedded and realized through cer-
tain specific institutional practices such as hospitals,
special schools, and asylums. The social model notes
that a different understanding of “normality” exists
when it is placed in a different context, that is, not in
disabled people but rather in the society that fails to
meet their needs.

For many people, the medical model of disability
does not fully represent the role of society in disabling
people with impairments or their personal experi-
ences. The social model moves the focus of disability
away from the individual to the environment of a
person and structural factors, addressing the soci-
etal and geographic factors that led to the “disabling”
of an impaired individual. It proposes a radical split
between thinking about impairment and thinking
about disability; people are considered disabled by
society and the environments it produces rather than
by their impairments. It situates disability in wider,
more general sociocultural practices and structures
(e.g., the media, planning, politics, education). From
the position adopted by the social model, it is appar-
ent that disabled people are excluded and marginal-
ized from mainstream society through practices of
exploitation, marginalization, powerlessness, cultural
imperialism, and violence. However, the social model
detracts from the experience of being disabled
because much of this experience is derived from
impairment. The social model offers a specific or
particular explanation of the social oppression of
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disabled people; however, it is unable to fully explain
it. The “reality” is perhaps a continuum between the
two; that is, being “able” or “disabled” is not a fixed
state but rather one set within the context of society,
medicine, culture, politics, and economics. It is a
complex interaction, not one determined solely by an
embodied experience or by society. There is also a
continuum of experience between the medical con-
ception and the social construction of disability. In
other words, a disabled person’s experience is not
derived purely from his or her impairment or from
society alone. The individual and social models are
logical duals that are interdependent; no one disabled
person is oppressed without impairment or is impaired
without oppression. For example, even if blind people
were entirely accepted by and into society, they still
would be unable to see or read nonverbal cues.

GEOGRAPHIC RESEARCH
ON DISABLEMENT

Prior to around 1990, there was relatively little
engagement with disability issues and geographers.
However, research at that time focused on the follow-
ing themes:

1. The ecological analysis and mapping of disability,
mainly psychiatric geographies (attempts were made at
identifying the ecological correlates of mental disorder
to shed light on disease—environment relationships)

2. The location of mental health facilities and commu-
nity reactions to such sitings and their socioeco-
nomic effects

3. A historical geography of mental health asylums

4. The impact of healthcare reforms and the subsequent
availability and quality of the services provided

5. The deinstitutionalization of disabled people with
mental problems into the community

6. Investigations into the spatial learning of people with
severe vision impairments in the physical environment
(including route and environmental learning, spatial
cognition, and research into raised-line [tactile] maps)

NEW GEOGRAPHIES OF DISABLEMENT

New approaches to disability, impairment, and chronic
illness have emerged, expanding the scope, methodol-
ogies, and focus of geographic research to include
more diversity and experiences of living in, as well as

interacting in, urban and rural environments, including
people’s experiences of chronic illness such as
HIV/AIDS, psychiatric illness, and multiple sclerosis.
Disabled participants have created graphical repre-
sentations of the inaccessibility of urban centers,
highlighting the contested and political nature of carto-
graphic representation and disability. Historical geogra-
phies of disability have expanded. The transport and
mobility needs of disabled and elderly people have
been explored generally and used to explore the spatial
analysis of travel patterns. Planning and design issues
have been investigated with respect to recent legislation
in the United States and the United Kingdom. The role
of disabled people as subjects, objects, or active partic-
ipants engaged in critical research has been investi-
gated. The number of disability studies within
geography is continuing to grow. The debates around
these contested meanings and the formulation of mod-
els to represent have very real consequences for dis-
abled people. Political policymaking, urban planning,
and educational provision affect all of us and the geo-
graphic space within which we interact.

—Daniel Jacobson
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DISCOURSE

Increasingly being used as part of developments in
cultural, social, and political geography from the late
1980s to the present, the term discourse relates to the
ways in which meanings and identities exist and are
created within modes of communication and language.
Discourse analysis (the process of examining how we
communicate meaning) suggests that modes of com-
munication are not neutral but rather are embedded
within the specific social and spatial relations they seek
to describe. Within human geographic research, the
words and practices used to describe places and peo-
ple have come under closer scrutiny as theorists have
shown not only that language helps to communicate our
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knowledge and research findings but also that this
language—or discourse—itself shapes the kinds of
results or experiences that can be described.

Discourse can refer to a range of communicative
media—verbal interactions, written materials, media
and artistic images, music, abstract symbolic icons,
and so on—that come together to fit within a common
understanding that makes these practices meaningful.
For example, the image of a cross is meaningful as a
religious symbol (e.g., signifying a church or a per-
sonal religious belief) or as a road safety guide (e.g.,
signifying a traffic intersection) only if it is recog-
nized as being part of a religious belief system or a set
of legal safety rules. If not part of a recognized set
of meaningful discourses, this image could simply be
viewed as two lines crossing. In this sense, the dis-
cursive field—or context—in which words, symbols,
images, and gestures take place provides rules for
meaningful communication.

The work of French theorist Michel Foucault has
been particularly influential in geographic research
examining the relationships among discourse, identity,
and space. Foucault explored the links among knowl-
edge, power, and discursive formations. Through his
writing, Foucault attempted to illustrate that identities
and truths that come to be viewed as common knowl-
edge are culturally, historically, and geographically
specific; that is, something that is considered “true”
about certain people, social practices, or places in one
context might not be considered so in another con-
text—depending on what is seen as relatively typical,
normal, or natural. The notion of normality is illus-
trated as being one in which subjective decisions are
made about practices and identities that are considered
culturally acceptable and thus part of mainstream
everyday life. Such an approach toward understanding
cultural practices challenges notions of an allegedly
universal truth that transcends time and space. By
examining the discussion and policing of subjects such
as disease, gender, sexuality, and capital punishment,
Foucault highlighted that the notion of practices (e.g.,
discipline, nationalism) or identities (e.g., criminal,
hysteric, authority figure) could not exist outside of dis-
course; they had meaning, and actually came into exis-
tence, by being a part of the ways in which knowledge
about them was produced, discursively constructed,
and monitored through specific social practices. One of
the most obviously useful ways of applying these ideas
to human geography is illustrated through Foucault’s
examination of a reformulation of punishment through
surveillance and the internalization of outside control

in the context of a prison and the ways in which this
becomes a space in which symbolic discipline is as
important as physical limitations.

Another particularly geographic example can be
noted in relation to national identity and nationalist
discourses. Benedict Anderson’s popular concept of
our ties to a particular national identity as being simi-
lar to belonging to an imagined community is based
partly on the idea that as residents (or citizens) of a
nation, specific symbols—parliament buildings, cur-
rency, the image of the crown, languages, and so on—
can act as unifiers, linking a populace through their
symbolic meaning. This meaning connotes not only a
political identity but also one that is geographic and
that relates to a specific place and territory. This
means that although individuals who consider them-
selves to be citizens of a particular nation-state might
never meet all of the other citizens or visit all of the
other territories within the national jurisdiction, their
sense of belonging with those people and places is
fostered through social practices (e.g., the distribution
of national newspapers, education in an official lan-
guage, the use of a national currency that is recog-
nized as having a specific value in a particular place)
that help to foster the discursive creation of a national
“community” that is linked to a specific locale.

The examples just discussed illustrate the spatial
character of discourse and discursive constructions.
Although some discursive studies have been critiqued as
being less concerned with the material conditions that
people and cultures negotiate, the works of Foucault and
of other social theorists and geographers have largely
been grounded in specific locales and contexts and have
explored the embodiment of discursive identities as a
central concern (e.g., how these identities and cultural
practices are enacted and lived through bodies or build-
ings, how they in turn influence discourse).

Geographers have also noted that discursive frame-
works can limit the diversity of viewpoints, place
images, and/or identities that can actively engage in,
and be engaged with, systems of communication. Dis-
cursive practices can exclude minority views and new
alternative meanings because powerful groups often
attempt to fix the meanings of particular words and
symbols in ways that privilege dominant viewpoints. To
understand discourse, therefore, we also must under-
stand that it is intricately intertwined with power. In
Orientalism, for example, Edward Said highlighted
how Western colonial representations of Arabic and
Islamic cultures as “exotic” and less civilized were
as much about the construction of a white European
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identity as they were about the creation of an under-
mined “other” that could be easily stereotyped and dis-
missed. More recently, geographers have explored the
impacts that racist and sexist discourses have had on
the negotiation and experience of space and place at a
variety of scales (e.g., in relation to representations of
mobility, depictions of crime in cities, spaces of poten-
tial harassment, and restrictive immigration policies)
and challenges that have been posed to exclusionary
practices (e.g., through activist media, community
groups, and reflexive research). Discourse, therefore, is
something that is constantly changing and, when criti-
cally engaged, can help us to understand how we know,
what we can articulate, and how we represent the places
and cultures that we explore.

—Susan P. Mains
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Other/Otherness; Spaces of Representation

Suggested Reading

Foucault, M. (1977). Discipline and punish. London:
Tavistock.

Hall, S. (Ed.). (1997). Representation: Cultural representa-
tions and signifying practices. London: Sage.

Jones, J., III, & Natter, W. (1999). Space and representation.
In A. Buttimer, S. Brunn, & U. Wardenga (Eds.), Text and
image: Social construction of regional knowledges (pp.
239-247). Leipzig, Germany: Institut fiir Landerkunde
Leipzig.

Rose, G. (2001). Visual methodologies: An introduction to the
interpretation of visual materials. London: Sage.

Said, E. (1979). Orientalism. New York: Vintage Books.

DIVISION OF LABOR

The division of labor refers to the specialization in dif-
ferent stages of work that occurs within firms, among
firms, and among regions and countries. Although it is
not unique to capitalism, the division of labor is most
pronounced under commodity production and profit
maximization. Rudimentary divisions of labor based
on gender appear in hunter—gatherer societies. Simi-
larly, household divisions of labor typically are based
on gender, but these vary widely among societies;
feminists often point to gender-based divisions of
labor in the context of patriarchy. The discovery/
invention of agriculture led to a division of labor based
on class, that is, slavery. Under feudalism, a rough

differentiation between rural areas and towns began to
emerge, as evidenced by the rise of the guild system.
However, it is under capitalism that the division of
labor reaches its most explicit level. It forms one of
the core notions of contemporary economics and eco-
nomic geography.

Eighteenth-century Scottish economist Adam
Smith often is credited with originating the idea of
(and the term) the division of labor in his book The
Wealth of Nations, published in 1776. Smith noted
that in many firms during the Industrial Revolution,
different workers engaged in different steps in the pro-
duction process, allowing each worker to learn his or
her task in great detail and become experienced in it.
The division of labor results when workers do not
attempt to do all tasks but instead are limited to one
task that they perform repeatedly. Smith illustrated
this process through his famous example of pin man-
ufacturing, where different workers engaged in 18 dif-
ferent steps such as drawing the wire, adding a head to
the pin, and sharpening the point. Workers could pro-
duce far more collectively than they could as individ-
uals working independently. In short, specialization
leads to greater efficiency and allows firms to be as
productive as possible. Smith further observed that the
ability to specialize was contingent on how large a
market firms served; larger markets allowed compa-
nies to become more specialized because they were
more likely to find relatively rare clients, leading to
Smith’s maxim that the division of labor is governed
by the size of the market. Thus, larger economies sus-
tained more specialization and usually exhibited
higher productivity than did smaller ones.

David Ricardo took Smith’s line of thought further,
adding a geographic dimension to this process in the
form of the spatial division of labor as regions and
countries specialized around their comparative advan-
tage. Ricardo’s contribution was to illustrate how the
division of labor was inherently geographic and
how countries and regions benefited through unfettered
trade among places. Thus, the division of labor was
made possible only when regions and countries become
interdependent on one another, a process that runs
throughout the historical geography of capitalism. The
division of labor and the gains from trade are intimately
interrelated at the scales of the individual, the firm,
and the region or country. The spatial division of labor
ranges in scale from the city (e.g., the distinction
between central business districts and suburbs) to the
global (i.e., the international division of labor).
Historically, as groups of firms in similar industries
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located in proximity to one another to produce and
benefit from the fruits of agglomeration, entire districts
began to acquire distinct positions within the national
and international divisions of labor.

A profound version of the division of labor emerged
under Fordism during the late 19th or early 20th cen-
tury, when the production process became highly spe-
cialized within large corporations. Fordism replaced the
artisanal, labor-intensive divisions of labor common
under mercantile capitalism, where workers were rela-
tively skilled and performed many different steps in the
production of goods. Fordism, in contrast, emphasized
specialization of work tasks, a goal augmented by
Taylorist time and motion studies as well as the reliance
on economies of scale that these firms acquired. The
result was that complex skilled jobs were decomposed
into many simpler tasks, a process that made them
not only efficient but also feasible for the waves of
unskilled and semiskilled immigrants arriving at the
time. More recent investigations of post-Fordist flexible
production systems argue that a new division of labor
within and among companies emerged during the late
20th century, a process that dramatically reconfigured
labor markets in light of associated waves of techno-
logical change and globalization. Post-Fordist divisions
of labor tend to be characterized by detailed differenti-
ations of tasks among firms (as well as within them),
a process that leads to intricate networks of input and
output relations.

Marxism was also heavily affected by the notion of
the division of labor. The unfolding of the division
of labor, and its relations to the forces and relations of
production, was one of the great motors of history,
replete with numerous political and ideological con-
tradictions. In the context of industrial capitalism,
Marx argued that specialization reduced workers to
being cogs in a machine, depriving them of control
over the production process and alienating them
deeply. Geographically, the spatial division of labor
perpetually produced and reproduced by the flow of
capitalism maintained a system of permanent uneven
development, a differentiation sustained by interre-
gional flows of surplus value extracted by wealthy
regions or countries from less prosperous ones.

International development theory was highly
affected by the idea of the division of labor. Modern-
ization theory, for example, maintained that each
country optimally occupied a niche within the global
division of labor based on its comparative advantage, a
view heavily criticized by dependency and world sys-
tems analysts as masking the exploitation inherent in

capitalist production. Transnational corporations often
engage in an intracorporate division of labor where the
headquarters is located in the country of origin, typically
in a large city, and less skilled assembly functions and
branch plants are positioned in lower-wage countries in
the developing world.

—Barney Warf
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DIVISION OF LABOR,
NEW INTERNATIONAL

SEE NEW INTERNATIONAL DIVISION OF
LABOR

DOMESTIC SPHERE

With regard to labor, the term domestic sphere usually
is used to refer to two quite different arenas of social
life: the nation-state and the home. With regard to the
nation-state, the term is used in contradistinction to
those events or processes that take place in the foreign
sphere or international realm. Hence, trade union pol-
icy may be categorized as that which applies domesti-
cally and that which applies overseas. In such use of
the term, the nation-state is privileged and its bound-
aries serve as a kind of spatial marker