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Frederic C. Bartlett (1886—1969) was a distin-
guished British psychologist who spent most of his
career at Cambridge University. He is chiefly known
today for his book Remembering: A Study in Experi-
mental and Social Psychology, which laid the foun-
dation for schema theory.

INTRODUCTION

Frederic C. Bartlett (1886-1969) was a distin-
guished British psychologist who spent most of
his career at the University of Cambridge. He was
trained as an experimental psychologist and
became the most prominent English psychologist
of his generation through the influence of his
writings, his work on applied problems, and the
great students he trained who continued work in
his tradition. He is chiefly remembered today for
his 1932 book, Remembering: A Study in Experimental
and Social Psychology, which laid the foundation for
schema theory and pioneered the study of memory
distortions. Bartlett was knighted in 1948 for his
great accomplishments, which are described briefly
below.

BIOGRAPHICAL DETAILS
Early Life and Education

Bartlett was born in Stow-on-the-Wold, a small
country town in Gloucestershire. His father was a
successful businessman who made shoes and
boots, but the educational opportunities in town
were slim. A severe illness when he was 14 years
old made it impossible for him to attend a boarding
school, so young Bartlett stayed in Stow and edu-
cated himself with the aid of his family (his father
had a great library) and friends. He eventually took
a distance course at the University of London and
settled on psychology, logic, sociology, and ethics
as topics of study. He received an MA from London
in 1911 and continued to Cambridge, where he

came under the influence of W. H. R. Rivers, Cyril
Burt, and C. S. Myers. He obtained his doctorate
with first-class honors in 1914, just as Burt decided to
leave Cambridge. Myers then offered Bartlett Burt’s
vacated position, so Bartlett stayed in Cambridge.

The First World War and Bartlett’s
Development

The First World War broke out soon after Bartlett
took up his position at Cambridge. Most of Bar-
tlett’s colleagues left to aid the war effort, but
poor health prevented him from joining them.
However, the absence of people senior to him
thrust him into the role of leading the psychological
laboratory. He threw himself into teaching and
began writing a book based on his dissertation,
although it would not appear for many years.
Much of his research during this time focused on
practical problems driven by the war, such as
detecting weak auditory signals in noise (to help
with the problem of detecting German submar-
ines). His war work eventually culminated in a
book, The Psychology of the Soldier (1927).

After the war, Rivers and Myers returned to
Cambridge and became Bartlett’s associates. How-
ever, in 1922 Rivers died suddenly and Myers re-
tired, so Bartlett became director of the Cambridge
Laboratories and built them into a research power-
house over the years. In the 1920s Bartlett’s re-
search turned to social anthropology, an early
interest, and he wrote Psychology and Primitive Cul-
ture (1923). His international reputation expanded
and he came to know distinguished psychologists
from around the world.

REMEMBERING

In 1932 Bartlett published his great book, which is
still in print today. Remembering actually grew out
of his dissertation experiments begun in 1913, so
the gestation period was nearly 20 years. The book
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introduced a very different tradition for studying
memory from the scientific methods of Ebbinghaus
with their emphasis on careful control and meas-
urement of memory in rather unnatural conditions.
Bartlett’'s methods were casual, almost anecdotal,
compared with those of Ebbinghaus, yet he un-
covered powerful truths about remembering that
reverberate through the field even today. Bartlett
tested people under fairly relaxed conditions and
his ‘data’ consisted largely of verbal reports with
which he sprinkled his writing. (See Ebbinghaus,
Hermann)

The early chapters of Remembering actually con-
sist of studies of perceiving. The great middle part
of the book is directly concerned with memory. The
last section of the book deals with social and
anthropological factors in cultural transmission.
The general thrust of the book is to emphasize
the constructive nature of cognition. Perceiving,
remembering, and all of thinking involve the indi-
vidual as part and parcel of the cognitive process.
For example, in perceiving an ambiguous stimulus
that is briefly presented, one’s past background
and experience determine what is perceived as
much as (or even more than) the stimulus that is
presented.

Bartlett devised two methods to study remem-
bering: repeated reproduction and serial reproduc-
tion. In his most famous work he read a native
American folk tale, The War of the Ghosts, to his
British participants and then later tested their
memories. This bizarre and supernatural story
was usually read twice, aloud. In the repeated re-
production technique Bartlett would have his lis-
teners recall the story after an interval of about 15
min. Next he would test their memory for the story
at various later times, but with no further presenta-
tions of the story. Thus, repeated reproduction in-
volves the same individual repeatedly reproducing
the story, as the name implies. Bartlett’s interest
centered on how people remembered the story
and how their memories would change over time
and repeated retellings.

Not surprisingly, people remembered less about
the story as time passed — their reports became
increasingly short. Of more interest was the content
of what they did remember and what these recol-
lections indicated about the workings of memory.
Besides becoming shorter, the stories became sim-
pler, supernatural elements dropped out and other
bizarre items would be reinterpreted. Bartlett
called this process ‘rationalization” because people
added material to explain unnatural elements, or
dropped them out altogether if they did not seem to
fit the person’s past experience. Rationalization

over repeated retellings caused the story ‘to be
robbed of all its surprising, jerky and inconsequen-
tial form, and reduced it to an orderly narration’
(p. 153 of the 1932 edition of Remembering). Bartlett
also referred to the ‘effort after meaning’ that oc-
curred in his perception and memory experiments,
whereby people try to convert or recode elements
that are difficult to perceive or understand into
forms that can be comprehended. People try to
impose structure and order to understand the
world around them, even when their experience
does not conform neatly to their prior categories.

Bartlett wrote that ‘the most general characteris-
tic of the whole of this group of experiments was
the persistence, for any single subject, of the form of
his first reproduction’, and the use of ‘a general
form, order and arrangement of material seems to
be dominant, both in initial reception and in subse-
quent remembering’ (p. 83). He named this general
form that people use to encode and to remember
experiences a ‘schema’, a term now used through-
out the cognitive sciences. A schema is a general
organization of a story of a typical event. So, for
example, many old films about the American wild
west follow a schema involving ‘good guys’, ‘bad
guys’, crisis, and resolution. The schema can aid
encoding and retention of details that are consistent
with it, but details that do not fit may be forgotten
or distorted to fit the schema. In remembering The
War of the Ghosts some English participants seemed
to use the schema of a fairy tale, a genre to which
they were more accustomed. Some even tacked on
a moral at the end of the story.

The method of serial reproduction, the other
major technique Bartlett introduced, is like the chil-
dren’s game of rumor or telephone. One person
hears The War of the Ghosts (or is exposed to some
other material) and recalls it after a set period. This
person’s recollections are then read to a second
person, who recalls it in turn. This second recall is
then read to a third person for later recall, and so
on, through as many instantiations as desired. The
changes in recall across repeated tests using the
serial reproduction method are much greater than
those in repeated reproduction, although Bartlett
thought the same types of memory processes
were at work (but in greater force). The serial re-
production technique involves a human chain, and
if there were to be one weak link in the chain —
someone who was wildly inaccurate in recall —
then there would be no hope of a person later in
the chain correcting the false memory of the mater-
ial because that person would never have been
exposed to the correct version. Reading through
the lengthy samples that Bartlett provided in
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Remembering (chapters 7 and 8) leads to agreement
with his basic claims. The serial reproduction tech-
nique was later championed by psychologists
studying the transmission of rumors.

The serial reproduction technique also served,
Bartlett believed, as a useful analogy for the way
information might be handed down from one gen-
eration to another within a society or even for the
spread of ideas from culture to culture. He dealt
with these issues in some detail, although with
anecdotal evidence, in the last section of his book.

Bartlett’s Remembering provides many interesting
ideas and quotable passages. The book was well
known at the time, but his research tradition did
not really catch on. Part of the reason for this is that,
in his hands, the research was more anecdotal than
experimental (despite the subtitle of his book). He
has been criticized for this lack of careful empirical
research to document his points, and it was not
until recently that a successful replication of his
basic findings using the repeated reproduction
technique appeared in print. Bartlett’s book came
to the forefront of the field when Neisser adopted
Bartlett’s theme of the constructive nature of cogni-
tion for his 1967 text, Cognitive Psychology, which
helped to usher in the cognitive revolution in
psychology. In the early 1970s psychologists such
as Elizabeth Loftus, John Bransford and Marcia
Johnson became interested in errors of memory
and Bartlett’s ideas were invoked and his book
was once again read by a new generation.

Throughout Remembering, Bartlett’s message ran
counter to the idea that memory should be con-
ceived of as static memory traces that are called to
mind and read off in a more or less accurate fash-
ion. Memory does not work like a video recorder,
tape recorder, or computer. In his words, ‘Remem-
bering is not the re-excitation of innumerable fixed,
lifeless and fragmentary traces” (1932, p. 213).
Rather, ‘remembering appears to be far more
decisively an affair of construction rather than
reproduction” (p. 205). ‘It is an imaginative recon-
struction, or construction, built out of the relation of
our attitude towards a mass of organized past reac-
tions or experiences’ (p. 213). This credo still guides
the field today in many ways.

LATER CONTRIBUTIONS

The Second World War confronted psychologists
with many more practical problems to be solved.
Bartlett and Kenneth Craik worked during the war
on problems of skill acquisition, and Bartlett served
on the Royal Air Force’s Flying Personnel Research
Committee, focusing his work on pilot training.

They also studied related topics such as the effects
of fatigue on performance. When Craik was tragic-
ally killed in an automobile accident two days
before the war in Europe ended, Bartlett felt the
loss keenly, because the men had become best
friends as well as close collaborators.

After the war, Bartlett applied notions of skill
learning to those of higher-order thinking, capital-
izing on the insight that just as experts in a physical
skill develop their exquisite expertise after many
hours of practice, so do experts in thinking skills —
problem-solving, reading X-ray graphs and so on.
In 1958 he published Thinking: An Experimental and
Social Study, which provided his insights on these
topics. However, this book did not enjoy the earlier
success of Remembering, although it too is an inter-
esting treatise.

Bartlett retired from the chair of experimental
psychology in Cambridge in 1952, but maintained
his affiliation with the applied psychology unit
which he had helped to found. His many students
frequently called on him for advice and he con-
tinued to serve on national committees. Despite
his early health difficulties, he remained generally
robust in his later years, although he was bothered
by hearing loss. He died after a brief illness on 30
September 1969.

CONCLUSION

Frederic Charles Bartlett wielded tremendous in-
fluence both nationally and internationally. Some
commentators have remarked that this influence
was out of proportion to his actual scholarly
work. His contributions were good, but only one
(Remembering) was of enduring importance. Rather,
Bartlett’s own charismatic character drew people to
him and established his leadership, the power of his
personality infecting those around him with his wit,
his wisdom, his generosity, and his good nature.

Knighted, in 1948, Sir Frederic Bartlett received
many other honors, including honorary doctorate
degrees from seven universities in six countries. In
Britain he was elected to the Royal Society in 1932
and received its Baly and Huxley medals in 1943.
He was awarded the Royal Medal in 1952, the
highest distinction a scientist in Britain can receive.
In the USA Bartlett was elected to the American
Philosophical Society, the National Academy of
Sciences (as a foreign fellow) and the American
Association of Arts and Sciences. Bartlett was a
towering figure of twentieth-century psychology,
and in recent years the study of human memory
has come around to the approach he advocated so
strongly in the 1930s.



4 Bartlett, Frederic Charles

Further Reading

Allport GW and Postman L (1947) The Psychology of
Rumor. New York, NY: Holt.

Bartlett FC (1916) An experimental study of some
problems of perceiving and imaging. British Journal of
Psychology 8: 222-266.

Bartlett FC (1923) Psychology and Primitive Culture.
Cambridge, UK: Cambridge University Press.

Bartlett FC (1927) Psychology and the Soldier. Cambridge,
UK: Cambridge University Press.

Bartlett FC (1932) Remembering: A Study in Experimental
and Social Psychology. Cambridge, UK: Cambridge
University Press.

Bartlett FC (1958) Thinking: An Experimental and Social
Study. London, UK: Allen & Unwin.

Bergman E and Roediger HL (1999) Can Bartlett’s
repeated reproduction experiments be replicated?
Memory and Cognition 27: 937-947.

Kintsch W (1995) Foreword. In: Bartlett FC,
Remembering: A Study in Experimental and Social
Psychology. [reprint] Cambridge, UK: Cambridge
University Press.

Neisser U (1967) Cognitive Psychology. New York, NY:
Appleton-Century-Crofts.

Roediger HL (2000) Sir Frederic Charles Bartlett:
experimental and applied psychologist. In: Kimble GA
and Wertheimer M (eds) Portraits of Pioneers in
Psychology, vol. 4, pp. 149-161. Mahwah, NJ: Lawrence
Erlbaum.



Bloomfield, Leonard 1

Bloomfield, Leonard

Introductory article

Stephen R Anderson, Yale University, New Haven, Connecticut, USA

CONTENTS
Introduction
Bloomfield’s life

Bloomfield’s view of language and the mind

Leonard Bloomfield (1887—1949) was an American
linguist whose contributions to general linguistics as
well as to the study of a number of language fam-
ilies make him one of the central figures in the
history of this field of study. His name is virtually
synonymous with the American Structuralist ap-
proach to language through the 1950s.

INTRODUCTION

Few figures in the history of linguistics stand out as
prominently as incarnations of their time and place
as Leonard Bloomfield. Linguistics in America
from the publication of his book Language in 1933
until the development of Generative Grammar in
the 1960s is practically identifiable with his ap-
proach. This was in part because he represented
the desire of linguists to be treated seriously as
pursuing a scientific discipline with its own
methods, goals, and results. Edward Sapir and
Franz Boas, other major figures in the history of
linguistics whose activity overlapped with Bloom-
field’s, studied languages within the theoretical
framework of anthropology or psychology. Others
studied particular languages and language families
for their own sake. In contrast, Bloomfield thought
of himself as a linguist, studying language for its
own sake. In the process, he aligned himself with
contemporary positions in philosophy (positivism)
and psychology (behaviorism) that were seen as
paving the road to a genuinely scientific view of
language, in contrast to humanistic approaches.

As a result, linguistic theory as it developed
during this time was largely formed either through
Bloomfield’s own work or by what his students and
colleagues did in the name of his views. Although
a good deal of ‘post-Bloomfieldian” linguistics was
not particularly close to Bloomfield’s own pos-
itions, it was nonetheless felt that a scientific ap-
proach to language could be largely identified with
the task of working out Bloomfield’s views. Ameri-
can structural linguistics largely was Bloomfieldian
linguistics.

BLOOMFIELD’S LIFE

Leonard Bloomfield was born in Chicago in 1887,
and moved to Elkhart Lake, Wisconsin, in 1896
when his father bought a resort lodge there. During
his childhood in Wisconsin he came into contact
with the Menomini people and their language, a
member of the Algonquian family, which would
occupy much of his later attention. His father’s
brother, Maurice Bloomfield, was a noted Sanskrit-
ist and no doubt had an influence on Bloomfield’s
subsequent interest in this language and its gram-
matical tradition.

Bloomfield entered Harvard in 1903, received his
AB degree in 1906, and went to the University of
Wisconsin for graduate study. One of the first
scholars Bloomfield met there was Edward Pro-
kosch, one of the major names in Germanic studies,
who interested him in historical work within the
framework of Indo-European linguistics. In 1908 he
moved to the University of Chicago, where he re-
ceived his PhD in 1909 for a thoroughly traditional,
philologically oriented thesis: A Semasiological Dif-
ferentiation in Germanic Secondary Ablaut.

Most of Bloomfield’s academic career was spent
as a teacher of German: although he practiced gen-
eral linguistics within the limits of such positions, it
was not until he came to Yale in 1940 that he actu-
ally held a professorship of linguistics, as opposed
to German. His first job was at the University of
Cincinnati, from which he moved to the University
of Illinois in 1910. He was told early on that while
his department was enthusiastic about promoting
him, a competing candidate had the edge by virtue
of having studied in Germany, and that if Bloom-
field wanted to get ahead, he would have to study
in Germany too. Taking this advice to heart, he
spent the year 1913-1914 in Leipzig and Gottingen,
studying with such notable Indo-Europeanists as
Leskien and Brugmann. In the process, he rubbed
elbows (quite literally) with a number of other stu-
dents who would later be important names in lin-
guistics, such as Nikolai Trubetzkoy.
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In 1914 he published his first book, An Introduc-
tion to the Study of Language. This general survey
was based solidly in the introspectionist psych-
ology of Wundt, influential at the time but virtually
the antithesis of the approach he would later cham-
pion. This book is little read today, but interesting
for understanding the later development of Bloom-
field’s views on, for instance, morphology (inflec-
tion and word formation).

The outbreak of the First World War led to an
immediate and precipitous decline in German
studies in the USA, and Bloomfield no doubt had
a certain amount of time on his hands as a teacher
of German. During the war, he worked with a
student at Illinois who spoke Tagalog, the principal
indigenous language of the Philippines. This work
resulted in a book Tagalog Texts with Grammatical
Analysis, which contains an extensive grammar of
the language, though one that is difficult to use as a
result of Bloomfield’s explicit, conscious avoidance
of traditional categories and terminology in de-
scribing a system far from the familiar structure of
Indo-European languages.

In 1921, he moved to Ohio State University (not
having been offered tenure at Illinois, despite
having studied in Germany!) where he immedi-
ately became a full professor of German. Here one
of his colleagues was Albert Weiss, a major figure
in the early development of behaviorism, whose
views on the mind largely determined Bloomfield’s
own for the rest of his career. In 1927, he was
invited to the University of Chicago, again in the
German department. Here one of his colleagues
was Sapir, in the anthropology department: the
two were professional collaborators (but uneasy
friends) in the emerging discipline of general
linguistics.

In addition to his work on German and general
linguistics, Bloomfield was also occupied during
this time with comparative Algonquian studies.
This was not just an escape from the rigors of
Germanic linguistics. Bloomfield brought the meth-
ods of Indo-European studies to work on American
Indian (and by extension, other indigenous) lan-
guages. This was unusual: others had suggested
that the methodology of comparative reconstruc-
tion, developed with respect to Indo-European,
was substantially dependent on the fact that sev-
eral languages (Vedic Sanskrit, Gothic, Homeric
Greek, Hittite, Old Church Slavonic, etc.) of the
family are attested at considerable time depth,
and that the same techniques would not be effect-
ive in dealing with unwritten languages. Bloom-
field showed that the methodology could be
applied in establishing the comparative grammar

of Algonquian (especially its central branch, based
on data from Fox, Cree, Menomini and Ojibwa).

The clinching demonstration of this came when,
in working out the system of consonant clusters in
the system ancestral to these languages, he was left
with one correspondence set that did not fit any
known combination of segments. For this, he pos-
tulated an additional proto-Algonquian cluster
which he wrote as *ck. Later, however, as data
from other languages and dialects of the family
became available, it became clear that exactly the
words for which Bloomfield had posited this clus-
ter showed consistent unique reflexes across the
family; and indeed other words came to light that
illustrated the same correspondence set. This was
widely seen as providing a dramatic confirmation
of the correctness and generality of the assump-
tions of comparative linguistics — as dramatic, in
its way, as the confirmation provided by the analy-
sis of Hittite for the prior assumption of ‘laryngeal’
segments in the phonology of proto-Indo-Euro-
pean.

Bloomfield’s role in the professionalization of
linguistics in the 1930s and 1940s was tremen-
dously important. He worked hard for the estab-
lishment of the field’s distinctive institutions,
especially the Linguistic Society of America, its
journal Language, and the annual summer institutes
which it organized (at the time, virtually the only
occasions when linguists gathered in significant
numbers). In 1940 Bloomfield was invited to Yale,
after the death of Sapir (who had preceded him
there as Sterling Professor of Linguistics). He
never really settled in New Haven: he and his
wife were both attached to Chicago, and she
suffered from severe depression when they left.
To this was of course added the dislocation pro-
voked by the Second World War, but he turned this
to advantage, working actively in the army’s Inten-
sive Language Program during the war years and
thereby providing useful work for a new gener-
ation of descriptive linguists. In 1946, Bloomfield
suffered a severe stroke from which he never really
recovered. He died in 1949.

BLOOMFIELD’S VIEW OF LANGUAGE
AND THE MIND

Bloomfield’s first writing dealing with general
issues in the study of the mind was in his 1914
book An Introduction to the Study of Language, but
he soon lost confidence in the explanatory power of
the Wundtian psychology underlying that book.
That point of view was soon supplanted by an
ardent embrace of the behaviorist (or ‘mechanist’



Bloomfield, Leonard 3

as he preferred to call it) psychology of his Illinois
colleague Weiss. This was already evident in his
1926 paper, ‘A set of postulates for the science
of language’ (Language 2: 153-164), intended as a
fairly direct calque on a paper by Weiss laying out
an axiomatization of psychology, although it also
shows considerable influence of the study of the
Sanskrit grammatical tradition. More important
perhaps than Bloomfield’s intent to emulate
Weiss’s point of view, the paper’s terminology in
referring to psychological factors is enthusiastically
behaviorist in tone, as when he defines the mean-
ings of utterances as their ‘corresponding stimu-
lus-reaction features’.

A product of his times, Bloomfield’s notion of a
scientific explanation was one based solely on
propositions relating observable events by prin-
ciples of logic and mathematics alone. Throughout
his career, he repeatedly ridiculed ‘mentalistic” ex-
planations as they appeared in the supposedly
scientific literature on language and linguistics.
Subsequent commentators (as well as many of his
contemporaries) took this to imply a rejection of the
existence of a mental life, but this is not at all what
he intended. Rather, he meant to reject the notion
that linguistic (or any other) phenomena are caus-
ally affected by a mysterious and unobservable
entity (the ‘mind’) whose principal property is its
nonobedience to normal laws of physical causation.

Early behaviorists insisted that if the mind were
to be taken seriously as an object of scientific in-
quiry, it must be reduced to special cases of the
activity of some observable physical system. There
are, of course, alternatives to this, as the ‘cognitive
revolution” has made clear, but for Bloomfield, an
attempt to ground the study of language in the
properties of mental and cognitive organization
seemed like an effort to evade the constraints of
rational inquiry. Considering the excesses of ro-
manticist approaches to the nature of language,
and indeed the introspectionist psychology Bloom-
field himself followed in his early years, these con-
cerns were not entirely illusory. For Bloomfield, the
only sensible alternative to antirational speculation
about the mysteries of the soul was a denial of the
scientific relevance of anything but the material
embodiment of mind.

This restriction of scientific discourse, including
all talk about ‘meanings’ apart from the framework
of observable stimuli and responses, was not, as it
is commonly seen, intended to deny that minds and
meanings exist, or even that they might play a
central role in human life. His point, rather, was
that in the present state of science we have no way
of cashing these notions out in strictly observable

terms, and thus that talk about them necessarily
falls outside real science. He did believe that a
satisfactory account of meaning would need to be
based on an encyclopedic knowledge of the world
and its laws, down to the last detail — something
obviously well beyond the scope of linguistics or
perhaps any science. This belief that meaning ul-
timately has a comprehensive explanation in terms
of sufficiently minute details concerning (poten-
tially observable) electrochemical events within
the nervous system is just as much a matter of
faith on his part as the ‘mentalist’ picture is for
others.

A language can be seen as a system that relates
sounds and meanings, and it would thus seem that
some account of meaning is necessary to ling-
uistics. For this reason, Bloomfield introduces a
mechanistic picture that seems naive even by com-
parison with other behaviorist work, but he also
denies that the difference between such a view
and the mentalist one has any significance. For
him, the structural properties of language can be
investigated perfectly well even if meaning is
simply reduced to the status of a postulate, not
treated in its substance (whatever that might be).
In a 1944 article, he compared his ‘antimentalism’
to ‘a community where nearly everyone believed
that the moon is made of green cheese, [in which]
students who constructed nautical almanacs with-
out reference to cheese would have to be desig-
nated by some special term, such as non-cheesists.”

With complete impartiality, Bloomfield main-
tained that the concrete properties of sound are
also, strictly speaking, irrelevant to an understand-
ing of language; and thus neither phonetics nor
semantics played a role in the sort of structuralist
accounts he advocated. His actual practice in-
volved appeals to our understanding both of
sound and of meaning that were not significantly
different from those he opposed: he simply main-
tained that these matters were not essential to an
understanding of linguistic systems.

Bloomfield’s views on the nature of mind and
cognitive organization were surely much too sim-
plistic, as generations of commentators have main-
tained. Nonetheless, his repeated insistence that
the methodology and results of linguistics are inde-
pendent in principle of any particular theory of
psychology (his or another) should be taken at
face value. The radical behaviorist views he advo-
cated had much less influence on his own practice
with regard to central areas such as phonology and
morphology than his pronouncements would have
on his own students and their immediate succes-
sors. Bloomfield was a solid scholar in a number of
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Mary A. B. Brazier was an authority on electroen-
cephalography who after World War Il pioneered
the use of correlational techniques and high-speed
computers to study brain activity and behavior. She
also authored influential books and articles on the
history of neurophysiology which stimulated histor-
ical interest in the brain and behavioral sciences.

INTRODUCTION

Mary A. B. Brazier (1904-1995), an authority on
electroencephalography, pioneered the use of
computers to study brain physiology and brain-
behavior relationships. She was also an influential
editor, organizational leader and historian of
neurophysiology (Figure 1). In collaboration with
colleagues at Harvard University and the Massa-
chusetts Institute of Technology, she was the first to
use modern high-speed computers and correl-
ational techniques for frequency analysis to study
the electrical activity of the brain in relation to
behavior. Author of a classic textbook, The Electrical
Activity of the Nervous System (see Further Reading
section), she edited several volumes of Macy
Foundation-sponsored conferences on brain and
behavior. These brought the latest research to the
attention of a broad scientific readership at a time
(the late 1950s and early 1960s) when the modern
cognitive and neurosciences were emerging as new
sciences from their interdisciplinary roots. Brazier’s
influence on these fields continued through her
editorship (1975-84) of the journal Electroencephal-
ography and Clinical Neurophysiology (of which
she was a founder in 1949) and through her leader-
ship in the International Brain Research Organiza-
tion (IBRO) and other national and international
scientific organizations concerned with brain and
behavior. She also authored numerous articles and
two books on the history of neurophysiology in the
seventeenth, eighteenth and nineteenth centuries.
Prior to her move in 1940 from England to the
USA, where she made her reputation as a brain

researcher and historian of science, Brazier con-
ducted award-winning research in endocrinology.
In the USA she was usually the first and only
woman in the post-World War 1II scientific circles
of neurophysiologists, neurologists, electrical en-
gineers and mathematicians among whom she
traveled and thrived.

LIFE AND WORK

Mary Agnes Burniston Brown, known as ‘Mollie’ to
her friends, was born in Weston-super-Mare, near
Bristol, England on 17 May 1904, the second of two
children (she had an older brother) in a Quaker
family. As a child she developed what would be
lifelong loves of the sea and of science, and after
attending school at Sidcot she entered the all-
women Bedford College of the University of
London, where she studied physiology, obtaining
her BSc in 1926. In 1927 she took up an appointment
as a Research Fellow in the Imperial College of
Science and Technology, working with Frederick
Golla at the Maudsley Hospital on separation of
the products of protein hydrolysis. She continued
this research for more than a decade, obtaining a
PhD in biochemistry from the University of
London in 1930. In 1928 she married electrical en-
gineer Leslie J. Brazier, with whom she had a son,
Oliver.

Mary Brazier’s research at the Maudsley Hos-
pital focused on measurement of the electrical
changes in the skin which occurred in patients
with diseases of the thyroid gland. The technique
for measuring these changes, which Brazier named
the impedance angle test, proved useful for diagnos-
ing thyrotoxicosis. It led to her receiving research
awards in 1934 from the (British) Institute of Elec-
trical Engineers and the American Association for
the Study of Goiter. A few years later, also at the
Maudsley Hospital, research by W. Grey Walter
demonstrated the diagnostic usefulness of another
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Figure 1. Mary A. B. Brazier (1904-1995). Photo supplied
courtesy of the History and Special Collections Division
of the Louise M. Darling Biomedical Library, UCLA.

electrophysiological measure, namely the electro-
encephalogram (recordings of electrical activity of
the brain through the unopened scalp and skull
of humans). EEGs could be used to locate tumors
of the brain. This finding, together with a report
that petit mal epilepsy was associated with changes
in the EEG, generated considerable interest in EEGs
and their potential clinical applications. References
to these and other articles — more than 100 are
covered — can be found in Brazier’s 1958 account
of the development of concepts relating to electrical
activity of the brain (see Further Reading).

In 1940, with London under heavy attack, Mary
Brazier and her son moved to Boston, while Leslie
Brazier remained in England. With a Rockefeller
fellowship she secured an appointment as a neuro-
physiologist at Massachusetts General Hospital
(MGH), in Harvard Medical School’s Department
of Psychiatry, headed by Stanley Cobb (she later
held appointments in the Departments of Anesthe-
sia and Neurology). One of the earliest EEG labora-
tories in the USA had been established at MGH in
1937 by Robert Schwab, and Brazier soon found her
way there. She remained at MGH, later heading her
own Neurophysiological Laboratory, for the next
20 years. During the war she collaborated with

her new colleagues in national defense research
on a variety of topics, including peripheral nerve
injuries, aircraft pilot selection, war neuroses, elec-
tromyograms and muscle dysfunction in poliomy-
elitis. Her first publication on the subject of EEGs
appeared in 1942, and during the next 7 years such
research became the focus of her work, including
the characteristics of normal EEGs: comparison of
the EEGs of psychoneurotic patients and normal
adults; and the effects of blood sugar levels, anoxia
and various anesthetic agents on EEGs.

The first International EEG Congress was held in
London in 1947, and there Brazier was a founding
member of the International Federation of Societies
for Electroencephalography and Clinical Neuro-
physiology. In 1950, her comprehensive 178-page
Bibliography of Electroencephalography, 1875-1948
(see Further Reading) was published as the first
supplement to the novel field’s new (two-year-
old) journal, EEG and Clinical Neurophysiology. It
became, as three of her long-time friends and col-
leagues later put it, ‘a guiding beacon to the then
newcomers to the field’. The same would prove
true of Brazier’s 1951 textbook, The Electrical Activ-
ity of the Nervous System (see Further Reading),
which went through four editions and was trans-
lated into seven languages. During this period (the
late 1940s to early 1950s), in addition to her re-
search, writing and organizational work, Brazier
began to develop her thinking about the relation-
ships between nervous activity, consciousness and
behavior.

Until the end of the 1940s, most research on EEGs
involved ‘eyeballing’ the data, and it became
apparent to Brazier and others that more precise
and reliable techniques were needed. In 1946,
Schwab and Brazier persuaded Grey Walter to
visit Boston with the automatic low-frequency ana-
lyzer he had developed for use in his EEG research.
He demonstrated the Walter analyzer at MGH at a
meeting of the Eastern Association of Encephalo-
graphers, and the analyzer remained in the MGH
Clinical EEG Laboratory. It was used there by
Brazier and others to analyze human EEGs until
the early 1950s, when it was superceded by new
technologies that were developed in the post-
World War II ferment of excitement about cyber-
netics, signal analysis and communication (infor-
mation) theory.

This ferment was particularly intense in the
Boston and Cambridge area, with MIT mathemat-
ician Norbert Wiener at its epicenter. After the war,
Wiener published two influential books based
largely on his wartime work on prediction theory,
namely Cybernetics or Control and Communication in
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the Animal and the Machine (published in 1948) and
Extrapolation, Interpolation and Smoothing of Station-
ary Time Series (published in 1949). Scientists and
engineers in a wide range of fields regarded these
texts as providing mathematically specifiable con-
cepts (e.g. information, feedback, communication
system, signal/noise) which could be used to ana-
lyze complex systems of all kinds (machine, bio-
logical, human-machine, social), including the
central nervous system. Wiener’s influence was
particularly strong at MIT’s interdepartmental Re-
search Laboratory of Electronics (RLE), where in
1951 Walter Rosenblith established a Communica-
tions Biophysics Group to investigate sensory (pri-
marily auditory) systems in animals and humans
using the latest engineering technologies.

Beginning in 1948, when Brazier invited Wiener
to speak to a group of MGH researchers in psych-
iatry and physiology, she became increasingly
interested in using mathematical techniques de-
veloped by Wiener (autocorrelation and cross-
correlation analyses, used to detect the
presence of a weak signal embedded in noise) to
analyze EEGs. These correlational techniques could
be used both to identify naturally occurring
rhythms in the brain’s ‘resting” state and to detect
responses evoked by sensory stimulation, making
them useful general tools for exploring questions
about brain functioning and behavior. Stimulated
by Wiener’s work and his new-found interest in
EEGs, Brazier and James Casby, an MIT under-
graduate working in Brazier's MGH laboratory,
published a paper on ‘cross-correlation and auto-
correlation studies of electroencephalographic po-
tentials’ in 1952. Brazier and Wiener discussed the
application of these techniques to EEGs at the Third
International Congress of Electroencephalography
and Clinical Neurophysiology, which was held in
Cambridge, Massachusetts in 1953.

‘Application” of the mathematical techniques
in EEG research required instrumentation, in
particular devices for filtering the electrical
activity recorded through EEG electrodes and
‘correlators’, namely machines for calculating the
cross-correlations (between a stimulus presentation
and brain activity, over repeated stimulus presen-
tations) and autocorrelations (between a segment
of the recorded activity and the same segment over-
laid but displaced in time). (The latter technique
enables the detection of cycles of unknown periodi-
cities and small amplitudes relative to background
activity.) Brazier’'s MGH group, which after 1951
included the then third-year Harvard Medical
School student John Barlow, began a mutually
fruitful collaboration with Walter Rosenblith’s

Communications Biophysics Group. An analog
electronic correlator had been developed at the
RLE in the late 1940s, and reliable, high-speed
digital electronic computers were being developed
by computer designers at MIT’s Lincoln Labora-
tory, which had close ties to Rosenblith’s la-
boratory. Both analog and digital machines could
be used to perform the correlations required for the
quantitative analyses of EEGs which Brazier
sought, and she used both in research published
in the early 1950s. When the first of a new gener-
ation of general-purpose digital computers was de-
veloped at Lincoln Laboratory in the mid-1950s
(the TX-0), one of its earliest applications was in a
device called the Average Response Computer
(ARC-1). The latter was used in RLE’s Communi-
cations Biophysics Laboratory by Rosenblith, Bra-
zier, Barlow, Nelson Kiang and others to analyze
electrophysiological recordings of nervous system
activity (including EEGs). A technically detailed,
first-hand account of the early history of EEG data
processing by the MIT-MGH collaborators was
published by Barlow in 1997 (see Further Reading).
Brazier herself published a more extended over-
view with illustrations from her experiments on
animals, normal human subjects, and neurological
patients.

Interest in electroencephalography as a tech-
nique for investigating brain activity and con-
sciousness continued to grow during the 1950s.
Beginning in 1953, after Stalin’s death, international
exchanges between brain scientists in the West and
in the former Soviet Union generated considerable
excitement. Brazier participated in one of the earli-
est of these, namely the 1953 Laurentian Sympo-
sium on Brain Mechanisms and Consciousnesss
(held in Ste Marguerite, Quebec), and in the subse-
quent Moscow Colloquium on Electroencephalog-
raphy of Higher Nervous Activity, to which Brazier
was invited as one of five US scientists. From the
Moscow Colloquium, plans emerged for the forma-
tion of the International Brain Research Organiza-
tion (IBRO), the first international organization to
encompass all of the areas of what are now termed
the neurosciences, including investigations of
brain-behavior relationships. The first meeting
was held in 1960, and Brazier served as Secretary
General of IBRO from 1978 to 1982. Throughout her
career Brazier actively promoted internationalism
in brain research, not only through IBRO, but by
serving successively as Treasurer, Secretary and
President of the International Federation of Soci-
eties for Electroencephalography and Clinical
Neurophysiology between 1953 and 1965. After
her death, the International Federation established
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a scientific award in clinical neurophysiology in her
honor, the M.A.B. Brazier Young Investigator Inter-
national Award.

The objective of Brazier's EEG research, in the
words of long-time collaborators and friends, ‘was
to try to understand the nature of the EEG, as
reflected in its statistical properties, as a signal in
a communication system, i.e. the brain’. Through-
out her career, Brazier continued to consider the
implications of cybernetics and communication
theory for brain research, sometimes contrasting
models drawn from information theory with clas-
sical approaches (‘deterministic models’) in ways
that presaged neural network models by many
years. Brazier’s interactions with Soviet brain sci-
entists also influenced her research, and in the late
1950s and early 1960s she used correlational
techniques to investigate EEGs in relation to the
orienting, conditioning and habituation responses
(phenomena of considerable interest to brain scien-
tists working in the Pavlovian tradition). Brazier’s
bibliography of EEG research, published in 1950,
had shown an interest in the historical background
of her science, and in the 1950s she began to pub-
lish articles about the history of neurophysiology.
In the 1980s she published her landmark books, A
History of Neurophysiology in the Seventeenth and
Eighteenth Centuries and A History of Neurophysiol-
ogy in the Nineteenth Century (see Further Reading).

In 1958, the Macy Foundation sponsored the first
of two invited Conferences on the Central Nervous
system and Behavior, organized by Horace
Magoun of the University of California at Los
Angeles (UCLA). Magoun had been instrumental
in establishing a brain and nervous system research
unit when UCLA’s School of Medicine was organ-
ized in 1950, and the unit was established as the
Brain Research Institute (BRI) in 1959. Brazier’s
skillful editing of these conference proceedings
led to a continuation of the series — now called
Brain and Behavior Conferences — under the
auspices of the American Institute of Biological
Sciences, again with Magoun as organizer and
Brazier as editor. These interdisciplinary confer-
ences had international participation (including
distinguished Soviet and East European brain sci-
entists), and their rapid publication brought the
latest research in the brain sciences to broad scien-
tific audiences. Concurrently, between 1961 and
1965 the US Air Force Office of Scientific Research
sponsored conferences on brain function. These,
too, were organized by Magoun, edited by Brazier,
and influential in the new field that was becoming
known as ‘neuroscience’. In 1961, Brazier left her
MGH laboratory and her long-time MIT collabor-

ators to join Magoun, Donald Lindsley, Louise
Marshall and others at the BRI. Always impossible
to pigeon-hole in a neat grid of established discip-
lines, Brazier was appointed professor in the De-
partments of Anatomy, Biophysics and Nuclear
Medicine, and Physiology of UCLA’s Medical
School. Prior to her arrival, computers were not
widely used by BRI researchers, and Brazier, who
served on a National Institutes of Health (NIH)
advisory committee on computers in research, led
the development of a data-processing facility. Her
EEG research continued at the BRI, expanding to
include new clinical applications. She was active in
university-wide affairs at UCLA, and also served as
a consultant or advisor on several NIH and Na-
tional Science Foundation committees, as well as
those of national non-governmental organizations.

In 1988, with her eyesight failing, Brazier moved
back to the East Coast, to the sea and to the house
she had built on Cape Cod while she was living in
Boston. There she gardened, sailed, traveled (at
least once every year to Paris and London) and
visited and corresponded with friends and family
— her son Oliver and his family were nearby. She
died on 9 May 1995, nine days before what would
have been her ninety-first birthday.

HONORS AND AWARDS

Mary A. B. Brazier was elected to the American
Academy of Arts and Sciences in 1956. In 1962 she
received a Career Research Award from the Na-
tional Institutes of Health, one of four scientists so
honored in the first year of these awards. The Uni-
versity of London honored her with a doctorate
(DSc, on the basis of her published works) in 1960,
and she received an MD (honoris causa) from the
University of Utrecht in 1976. In 1985, the British
EEG Society awarded her the Grey Walter Medal.
The most complete and detailed account of Bra-
zier’s life and work to date is the 1996 memorial
tribute written by John Barlow, Robert Naquet and
Hans van Duijn (see Further Reading).

Brazier’s papers are archived in the History and
Special Collections Division of the Louise M.
Darling Medical Library, UCLA. Contemporary re-
searchers are fortunate that her published work
(she was the author or editor of almost 250 articles
and books) speaks clearly for itself. She wrote well,
and her sense of history — even when she was
working within the conventional genres of scien-
tific articles and chapters — enabled her to place her
own work in an unusually broad and detailed sci-
entific context. Reading Brazier’s writings, both
scientific and historical, will give contemporary
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cognitive and brain scientists a richer and deeper
understanding of their field and its conceptual and
technical roots.
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Paul Broca (1824-1880) was a French surgeon,
pathologist, anatomist and anthropologist. He is re-
membered for localizing speech in the frontal lobes,
recognizing cerebral dominance, and performing
the first surgery based on localization, as well as
his research on the brain and intellect, and for his
insights and theories on ancient trepanned skulls.

INTRODUCTION

Paul Broca (Figure 1) was born in France on 29 June
1824 in Sainte-Foy-la-Grande, a small town near
Bordeaux, to Protestant parents. Following in the
footsteps of his father, he opted to study medicine.
This decision led him to Paris, where he excelled
in his studies and completed his medical degree
in 1848. From the beginning he had a reputation
for being extremely thoughtful, thorough, and for
looking at medical and scientific problems from
many perspectives. He was also considered a lib-
eral — not by today’s standards, but in the culture in
which he lived. Broca first made a name for himself
by showing that cancer cells can be spread through
the blood, and with his studies on various diseases,
including muscular dystrophy and rickets. His
early research in pathology, coupled with his
strong belief that laboratory and clinic must join
forces to improve medicine, helped him to secure
several desirable Paris hospital appointments, such
as surgeon at the Bicétre.

SPEECH AND THE FRONTAL LOBE

In 1859 Broca founded the world’s first anthropo-
logical society, the Société d’ Anthropologie. It was
at the meetings of this fledgling society, where
Broca served as secretary, that scientists discussed
human groupings, intelligence, and the brain. It
was also here that some French physicians inter-
ested in the effects of brain damage started to make
the case for cortical localization of function. Two

Figure 1. Paul Broca (1824-1880).

such individuals were Jean-Baptiste Bouillaud and
his son-in-law Simon Alexandre Ernest Aubertin.
They contended that damage towards the front of
the cerebrum is more likely to disrupt speech than
damage towards the back of the massive cerebral
hemispheres. Others, however, including Pierre
Gratiolet, disagreed, arguing that the cerebral
hemispheres function as an indivisible unit.

On 12 April 1861 a 51-year-old man suffering
from cellulitis and gangrene was transferred to
Broca’s surgical service at the Bicétre. Described
as mean and vindictive, the patient (named
Leborgne) had suffered from epilepsy since youth
and had been hospitalized at the age of 31, after
losing his power to speak. He then developed a
paralysis on the right side of his body with loss of
sensitivity on the same side. Broca invited Aubertin
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to examine Leborgne with him, to assess his speech
and to see if he would exhibit damage to his frontal
cortex when he died. Indeed, the patient was found
to have great difficulty speaking. After he died an
autopsy showed a chronic softening in the third
frontal convolution, near the rolandic fissure of
the left hemisphere. Broca first presented this
patient’s brain to the Société d’Anthropologie. A
more detailed report was given to the Société
d’Anatomie later in 1861. Broca used the French
word aphemie (or aphemia) for Leborgne’s inability
to speak. It was Armand Trousseau who coined the
more popular word ‘aphasia” in 1864. This form
of aphasia became known as Broca aphasia or
motor aphasia. As for Monsieur Leborgne, since
‘tan” was once of the few sounds he was able to
make before he died, he was often to be called Tan
in the later literature.

Broca used this case to argue for a special frontal
cortical area that is responsible for fluent speech. He
went out of his way to explain that this is located
behind and below the one proposed by phrenolo-
gists, such as Gall and Spurzheim, who associated
character and abilities with bumps on the skull and
whose theories were in disrepute. Today we refer to
this specialized cortical region as ‘Broca’s area’.
Hence, two eponyms that helped make Broca
famous stemmed from this one case. With the land-
mark case of Leborgne, Broca became fully commit-
ted to the cortical localization revolution and was
looked upon as its champion. As a careful investi-
gator, however, he worried that he might have gone
too far on the basis of only a single case study. Over
the next few years he was gladdened to find add-
itional cases that were supportive of his frontal lobe
localization for speech, beginning with the case of
an old man named Lelong later in 1861.

CEREBRAL DOMINANCE

On 2 April 1863 Broca lectured about eight cases of
loss of fluent speech. He remarked that, to his sur-
prise, all exhibited lesions of the left hemisphere.
Still, he felt that more cases were needed before he
could make a definitive statement about the left
hemisphere being special. The idea seemed likely
to generate even more of a storm than cortical
localization of function.

Broca’s clearest statements and most important
thoughts about cerebral dominance appeared in
1865, in an article in the Bulletin de la Société
d’Anthropologie. In this he theorized that the left
hemisphere is, in fact, dominant for language.
Because it matures faster than the right hemi-
sphere, it is better suited to take the lead. As was

true with the concept of cortical localization of
function, Broca was not the first to argue for this
new way of looking at the brain, although his role
was significant. That honor goes to Marc Dax, a
physician from the south of France who wrote a
memoir on the left hemisphere and speech in 1836,
but never published it (he died a year later).
Whether his material had indeed been presented
orally at a congress in 1836, as was claimed by his
son Gustave, is not certain. Broca himself could
find no evidence that it was. What we do know is
that the Marc Dax paper was sent to the Académie
de Médecine in Paris in 1863. It was a part of a
larger report by Gustave Dax which contained his
own collection of cases supportive of cerebral dom-
inance. The paper arrived and was announced by
title (but not made public) just before Broca made
his first tentative remark about the eight cases with
left hemispheric lesions. The Dax report was then
sent to a ‘secret’ committee, where it languished
before it was severely criticized by the committee
chairman (Lelut) late in 1864. Upset by the Lelut
report, Gustave Dax then saw to it that both his
father’s report and his own data were published
elsewhere. They appeared as two short but separ-
ate articles in a medical periodical in 1865, just
weeks before Broca’s own celebrated paper
appeared in a different journal.

Today, both the Daxes and Broca are recognized
for their seminal contributions to the development
of the concept of cerebral dominance. For a while,
however, Broca was given most — if not all — of the
credit for this important discovery.

AGE, BRAIN DAMAGE AND THERAPY

In his 1865 paper on cerebral dominance, Broca was
forced to deal with exceptions to the idea that the
center for articulate language resides in the third
left frontal convolution. One such case was that of
a woman with epilepsy who was a patient at the
largest Paris hospital, the Salpétriére. This patient
was probably born without a left Broca’s area, but
was able to learn to read, speak fairly well, and
express her ideas without difficulty. Broca sug-
gested that the healthy right hemisphere had
taken over the role of the compromised left hemi-
sphere, something that is accomplished more read-
ily when the brain damage occurs early in life. He
also postulated that a small percentage of healthy
people might be born ‘right-brained’. He then con-
sidered the question of why we do not see more
sparing and recovery following damage to this part
of the brain, postulating that one limiting factor
might be that most aphasic patients also suffer
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from intellectual deficiencies, limiting their ability
to relearn (see below). This would be especially
likely after strokes and injuries that affected more
than just Broca’s area in the frontal lobes.

Broca also pointed out that professionals did
little to retrain their aphasic patients. He suggested
teaching people with aphasia in the same way that
a child learns to speak: therapy should begin with
sounds of the alphabet, then words, then phrases,
and eventually sentences. By working from the
simple to the complex, Broca suggested, the right
hemisphere might find it easier to take over from its
injured counterpart on the left side. He tried speech
therapy with one of his own adult patients, who
was successful in relearning the alphabet and in
working with syllables, but did not do well when
it came to constructing longer words. Nevertheless,
Broca was optimistic and expressed the hope that
others would be able to devote more time to speech
therapy than he had been able to do owing to his
busy schedule.

SURGERY BASED ON LOCALIZATION

In 1865 Broca was elected president of the Paris
Surgical Society and 3 years later he became profes-
sor of clinical surgery. In 1868 he introduced cranial
cerebral topography, a technique that uses skull
and scalp landmarks to localize underlying parts
of the brain. Broca used his new method to open the
skull in the right place and drain an abscess in a
patient whose speech had become impaired after a
closed head injury. Although the operation took
place late in the 1860s, it was not reported until
1876. This was probably the first brain surgery to
be based on the new theory of cortical localization
of function.

INTELLECT, BRAIN AND RACE

Beginning in 1861, Broca also raised the possibility
that the frontal lobes might serve executive func-
tions other than speech, including judgment, reflec-
tion and abstraction. Indeed, when Leborgne’s
lesion was spreading throughout the frontal lobes,
this patient showed signs of losing his intellect, not
just his fluent speech. By arguing that the front of
the brain is more ‘intellectual’ than the back, Broca
was able to explain why there was not more
relearning and recovery after large frontal lobe
lesions that affect speech. He and the other locali-
zationists who accepted this idea also had a good
explanation for why some individuals with large
skulls were not as intelligent as others with smaller
skulls. For example, in 1873 he examined some

recently unearthed Cro-Magnon specimens from
central France. They had cranial capacities that far
exceeded those of the modern French. To Broca and
his colleagues in Paris, it was not that Cro-Magnon
men and women were geniuses; they most cer-
tainly were not. Instead, the greater overall size of
their crania only reflected the greater development
of the more pedestrian back of the brain. Broca
made precisely the same point when referring to
some old exhumed Basque skulls that were sent
north to Paris. They were also large relative to the
skulls of modern Parisians, but this too was attrib-
uted to growth in the back of the brain, not the
intellectual front.

Thus, although Broca initially believed that cra-
nial capacity was a good physical correlate of intel-
lect, he abandoned this view as he learned more
about cortical localization of function. In addition,
like many others at the time, Broca believed in
multiple creations for the different human races.
However, once caught up in the Darwinian revolu-
tion of 1859, he also embraced evolution, rejecting
the older notion that the human groups are fixed
entities, and with it the popular belief that only
pure races could prosper. Moreover, he found
slavery, even for people with small brains and
low intelligence, inexcusable and repulsive.

TREPANATION

Broca’s interest in trepanned skulls began in 1867
when he was asked to examine an Inca skull with
cross-hatched cuts. This unusual cranium had
recently been obtained in Peru by American diplo-
mat-archeologist E. George Squier. Broca agreed
with Squier that the cuts on the skull had been
made on a living person prior to the European
conquest, and that this individual had survived
the operation by a few weeks. Thanks to Broca’s
help, this was the first case of trepanation from an
ancient culture to be correctly and widely recog-
nized as such.

Broca then became involved with the discovery
of much older trepanned skulls in France. Many
late Neolithic (New Stone Age) crania that had
been trepanned were found, most of which are
now estimated to be approximately 5000 years old
(the Peruvian skull was judged to be only around
500 years old). Broca visited burial sites and un-
earthed some cranial specimens himself, but
mostly studied the findings presented to him by
others, especially one of his associates, Prunieres.
Broca postulated that that the openings in the Neo-
lithic skulls had been made by scraping with a
sharp stone, such as a piece of flint or obsidian,
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and that the fibrous dura mater covering the brain
was left intact. As for the smoothed surfaces where
bone had been removed, they were the result of an
extended period of healing. He further posited
(from one skull in particular) that the operation
was probably performed early in life.

During the mid-1870s Broca gave many talks and
published a large number of papers on trepanation.
One of his goals was to convince people that the
holes in many of the unearthed French skulls were
not due to accidents, combat, nature, or gnawing
animals. Another was to associate the surgery with
some sort of therapy and with the primitive mind.
Broca held that the openings were not the result of
surgical treatment of head wounds, since there
would have been more openings over the facial
areas, which were carefully avoided. Moreover,
he did not see signs of fractures. Instead, he
thought it more likely that the operations were
done on the living to treat ‘internal maladies’.
After much thought, and after considering newer
anthropological evidence, he suggested that the
surgery might have originated as a way to treat
benign infantile convulsions, such as seizures
caused by fever spikes or teething. These were
disorders that primitive people might have attrib-
uted to demons. Moreover, the children would
have recovered anyway: an illusion of success
would have been achieved, and the practice
would have spread and perhaps generalized.

Broca’s theory about trepanation, demonology
and seizure disorders is still widely cited in books
and papers on trepanation. Most researchers agree
that he was probably on the mark when he sug-
gested that the practice had something to do with
medicine, the brain, and abnormal behaviors; but
he was wrong to think that the operations were
confined to children.

LATER YEARS

Paul Broca made his last statements about speech
and the brain in 1877. At this time, he was much
more interested in the family of man than in cor-
tical localization of function. In addition, he was
intrigued by the limbic lobe, a collection of brain
parts then thought to be associated with olfaction,
a subject on which he wrote in 1877 and 1878.
Broca died in 1880, only months after he was
elected to the French Senate as a representative of
science and medicine. He had been a perfectionist
and a ‘workaholic’ who published over 500 books

and articles during his intense scientific career.
When he succumbed to heart disease, his wife,
three children, and scientists and physicians
around the world mourned the passing of a man
who had contributed monumentally to many
fields. In the neural and cognitive sciences he is
best remembered for his theory of the cortical local-
ization of speech, his recognition of cerebral dom-
inance, his thoughts about intelligence and the
races, and for his discoveries and insights bearing
on the ancient practice of cranial trepanation.
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Descartes pursued two different approaches to the
question of the nature of the mind: one via psycho-
physiology and one via a theory of the different
properties of mind and matter, construed as differ-
ent substances.

DESCARTES’ LIFE AND
PHILOSOPHICAL DEVELOPMENT

René Descartes was born in 1596, and entered the
Jesuit college of La Fleche as a boarder at the age
of 10. He left it in 1614, and, after spending a year in
Paris, completed his formal education by taking a
degree in civil and canon law at the University of
Poitiers in 1616. From 1619 onwards, he pursued a
career as a gentleman soldier, first in the army of
Maurice of Nassau and then in that of Maximillian I
of Bavaria, before settling down to a life of science
and scholarship in the early 1620s. He worked pri-
marily in mathematics and natural philosophy
in the 1620s and early 1630s, in Paris and else-
where, moving to the Netherlands in 1628. In
the mid-1630s he developed a skeptical form of
epistemology, set out in the Discourse on Method
(1637), in the Meditations (1641), and finally in the
Principles of Philosophy (1644). It is this form of pure
epistemological speculation for which Descartes is
now principally remembered. In 1649 he moved to
Sweden, where he died early in 1650.

We can trace three different strands of interest in
Descartes” development. From 1619 to the late
1620s he pursued mathematics above all else. A
precocious and original mathematician, his greatest
contribution was to the discipline of analytic geom-
etry, in which lines and curves are represented by
equations through the use of coordinates. What he
provided was a powerful unification of arithmetic
and geometry, and it was from his treatise on the
techniques that he had developed in this area, the
Geometry, that Newton and others learned their
advanced mathematics later in the seventeenth
century.

Descartes also pursued an active research pro-
gram in natural philosophy from 1619 onwards,
moving from kinematics, hydrostatics, and optics
to a general Copernican cosmology in the 1630s.
Some time in the middle to late 1620s, he dis-
covered a central law in geometrical optics, the
law of refraction, which was crucial in the develop-
ment of better telescope lenses. In the early 1630s,
in The World, he developed a comprehensive phys-
ical cosmology — the most important seventeenth-
century cosmological system before Newton — in
which the problem of how the planets can revolve
in stable orbits around a central sun was solved by
proposing a model in which a revolving celestial
fluid carries the planets along, their distance from
the sun being a function of their size.

In the 1630s, Descartes began to develop a dis-
tinctive epistemology driven by skepticism. He
focused on a number of problems, such as radi-
cal skepticism, the provision of foundations for
knowledge, and the exact nature of the relation
between mind and body, which were either new
or treated in a new way. However, Descartes expli-
citly warned against an insulation of philosophy
from empirical questions.

THE PSYCHOPHYSIOLOGY OF
COGNITION

At various stages in his career, Descartes tried to
describe the nature of various kinds of intellectual
or psychological phenomena in psychophysio-
logical terms. There are three that are of particular
importance: mathematical cognition, perceptual
cognition, and affective states.

Mathematical Cognition

In his Rules for the Direction of the Mind, the relevant
parts of which were completed between about 1626
and 1628, Descartes was concerned with the ques-
tion how a quantitative grasp of the world was
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possible. The question is how to connect the con-
tents of the world, which consists of material
objects, with the contents of the intellect, which, in
the case of mathematical cognition, consists of
abstract mathematical structures, which may have
arithmetical or geometrical interpretations, but
which are neither arithmetical nor geometrical in
themselves. If a quantitative grasp of nature is to be
possible, mathematics must somehow be mapped
onto the material world.

Descartes’ solution is to suggest that such a map-
ping cannot be direct: a determinate representation
of the abstract mathematical structures is mapped
onto a representation of the world. As regards the
representation of the world, Descartes sets out
to show how qualitative differences, such as dif-
ferences in color, can be represented purely in
terms of different arrangements of lines: red as
vertical lines, blue as horizontal lines, green as a
combination of these, yellow as diagonal lines,
etc. We might think of this as a form of encod-
ing: qualitative differences can be encoded in a
very economical form, namely in terms of lines.
As regards abstract mathematical structures, Des-
cartes argued that these can be represented in terms
of line lengths, or combinations of line lengths — the
basic arithmetical operations of addition, subtrac-
tion, multiplication, division, and root extraction
can all be performed using line lengths, for
example, and geometrical operations present no
problem in this respect. The contents of the intellect
are represented in the ‘imagination’ as line lengths,
and the contents of the material world are repre-
sented there as configurations of lines, and the
former are mapped directly onto the latter, thus
allowing a quantitative grasp of nature.

There are a number of interesting features of this
account. Firstly, there is the idea that sensory infor-
mation must be encoded in some way if we are to
be able to engage with it cognitively. Secondly,
note that the “imagination’ is a material organ (Des-
cartes will later identify it with the pineal gland,
this being the unique central, unduplicated organ
in the brain, and hence ideally suited as a site for
central cognitive processing), and that this, rather
than the intellect, is where the cognition actually
takes place. In other words, we seem to have a
material site for cognition.

Perceptual Cognition

A distinctive feature of Descartes’” natural philoso-
phy is his commitment to mechanical explanation.
This is evident in his physics and astronomy, but
it goes further. Without appealing to vital forces

of any kind, Descartes reasoned that, except in the
case of the exercise of judgment and free will,
which require consciousness, physiological pro-
cesses — including such psychophysiological cog-
nitive functions as visual perception, memory, and
habitual and instinctual responses — can be ac-
counted for mechanically. In the Treatise on Man,
Descartes set out one of his most daring projects:
the complete mechanization of physiology, from
nutrition, excretion and respiration up to memory
and perceptual cognition. His treatment of the last
two is particularly ingenious.

In the case of visual perception, he argues —
against a long and deeply entrenched tradition
stretching back as least as far as Aristotle — that a
visual image need not resemble the object per-
ceived. Not only is there nothing in the optics or
physiology of vision that requires resemblance, but
the fact that the retinal image is inverted, that the
retina where the visual image must be represented
is a two-dimensional concave surface, that it must
be transmitted through the nerves, and so on,
all indicate a form of encoding of information.
Descartes also shows awareness of fundamental
problems of information recognition: he shows
how we must employ an innate or unconscious
geometry in order to be able to gauge the distance
of objects, since our visual stimulation results
from a light ray which cannot carry information
about how far it has traveled from the object to
the eye.

Descartes” account of animal cognition is very
sophisticated. His aim is to show that the structure
and behavior of animal bodies are to be explained
in the same way as we explain the structure and
behavior of machines. In doing this, he wants to
show how a form of genuine cognition occurs in
animals, and that this can be captured in mechan-
istic terms. He does not want to show that cognition
does not occur, that instead of a cognitive process
we have a merely mechanical one. In more modern
terms, his project is a reductionist, not an elimina-
tivist, one.

In the case of memory, Descartes offers an ac-
count in which the memory images do not have to
resemble what caused them, and they do not have
to be stored faithfully and separately but only in
a way that enables the idea to be represented in a
recognizable form. Unlike his contemporaries, who
were largely preoccupied with identifying the
physical location of memory storage (a favored
location was in the folds of the surface of the
brain, because of the large surface area such folds
created), Descartes’ concern is with just what
is needed for recall, and he provides a rudimentary
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account of how memory works by means of
association.

Affective States

In the Passions of the Soul (1649), Descartes provided
an extensive account of affective states, or passions,
in which he examined how the mind and the body
interact to produce such states as fear, anger, and
joy. One of his primary concerns here was to argue
against the idea that there are higher and lower
functions of the mind, that there is a hierarchy of
appetites, passions, and virtues, with the will occu-
pying a precarious position. What Descartes op-
poses is the idea of a fragmentation of the soul,
whereby one loses a sense of how the agent can
collect himself or herself together, and exercise true
moral responsibility. This is particularly important
for Descartes, because he sees the crucial part of
ethics to be the difficult process of forming oneself
into a fully responsible moral agent — this is what
the control of one’s passions is ultimately aimed at
— rather than the question of how such an agent
should behave.

THE METAPHYSICS OF MIND

The doctrine for which Descartes is most famous is
‘Cartesian dualism’. He advocates a view of the
mind whereby (1) the mind is a different substance
from the body, by virtue of having different essen-
tial or defining properties, and (2) the mind can
exist in its own right, independently of the body,
and have an identity that distinguishes it from
other minds. Modern versions of dualism usually
restrict their claims to the first of the above claims,
substance dualism, but Descartes” advocacy of sub-
stance dualism seems to be in large part motivated
by the second claim, which, because mind is not
subject to the physical processes that lead to death
and corruption, is tantamount to the doctrine of
personal immortality.

Substance dualism requires no commitment to
the capacity for independent existence of the
mind. The fact that mind and matter are separate
substances does not in itself require us to imagine
that mind might be able to exist independently of
matter: we might conceive of the mind as the ‘soft-
ware’ that runs the cognitive parts of the body, for
example, thinking of it as something quite distinct
from its material realization in a particular brain, or
central nervous system, while at the same time
arguing that it makes no sense to talk about such
software independently of its being a program.

However, Descartes’ concerns seem different. As
he indicates in the dedicatory letter which prefaces
the Meditations, he is concerned to defend the doc-
trine of personal immortality of the soul. This
doctrine had been undermined by two different
kinds of philosophical conception of the mind.
The first was Alexandrism, which was in effect
substance dualism without personal immortality.
Alexander of Aphrodisias and his followers had
argued that the mind or soul is the ‘organizing
principle” of the body, something essentially ma-
terially realized, so that with the death and corrup-
tion of the body, it goes out of existence. The second
kind of conception was Averroism, whereby the
mind can be separated from the body at death,
but in wundergoing such separation it loses
any identifying features and becomes identical
with ‘mind” as such. The idea here is that what
distinguishes my own mind from another is a
set of features it has by virtue of being instantiated
— my sensations, memories, and passions are easily
sufficient to mark me out from everyone else, for
example, but these are dependent on my having a
body - and once it becomes separated from my
body, it loses anything that might differentiate me
from anything else, and so becomes one with a
universal mind (God).

Descartes’” challenge is to steer a middle path
between Alexandrism, which denies immortality
altogether to the soul, and Averroism, which denies
it personal immortality. It is not clear that he is
able to do this. His account of such processes as
mathematical cognition, perceptual cognition, and
affective states presuppose that the mind is instan-
tiated in the body, and so are compatible with
Alexandrism (conceived as a minimal substance
dualism). He does not describe what a disembod-
ied soul is like except to tell us that it contemplates
universals, but that is what God does, and what
Averroes’ single mind does: there is nothing to
distinguish disembodied souls from one another
in this respect.

RELEVANCE OF DESCARTES’ WORK
TO COGNITIVE SCIENCE

Descartes was the first person to provide a compre-
hensive account of a mechanized psychophysi-
ology. Although his ideas had some followers in
the succeeding two centuries, the resources avail-
able — most importantly knowledge of brain physi-
ology — were far from adequate, and Descartes’
project looked like a dead end. As these resources
were acquired, from the late nineteenth century
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onwards, the situation changed. There remain a
number of deep philosophical problems about the
nature of cognition and the mind — perceptual cog-
nition in unintelligent animals, what is involved
in memory retrieval, and so on — which Descartes,
because of his limited empirical resources, was
forced to focus on in a way that draws attention to
some of the conceptual problems that need to be
addressed if one is to orientate one’s empirical
investigations in a fruitful direction.
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Hermann Ebbinghaus (1850-1909) was a German
psychologist whose books, research, and ideas had
a great effect on early psychological theory. He is
often credited with founding the experimental
psychology of the ‘higher mental processes’.

INTRODUCTION

Hermann Ebbinghaus was born on 23 January 1850
in the industrial town of Barmen, in the Rhine
Province of the kingdom of Prussia. He studied
classics, languages, and philosophy, and com-
pleted his doctoral dissertation at the University
of Bonn in 1873. After working for some years
as a tutor, he happened to read about the new
research on psychophysics, and became inspired
to study the ‘higher mental processes’. In 1878,
Ebbinghaus began formal experiments on memory,
conducted in his home. A monograph on the work
was published in 1885. Within a year he was pro-
moted to a salaried professorship at the Friedrich
Wilhelm University in Berlin. Journals that pub-
lished psychological research were beginning to
spring up everywhere and Germany needed a gen-
eral journal. Ebbinghaus helped establish the Zeits-
chrift fiir Psychologie und Physiologie der Sinnesorgane
(Journal for the Psychology and Physiology of the
Sense Organs) and served as its editor for 22 years.
In 1893 Ebbinghaus took a professorship at Breslau
University in the Prussian province of Silesia.
Ebbinghaus’s psychology textbook appeared in
1897, and was the most popular and widely used
general psychology text for many years.
Ebbinghaus was known as an eloquent lecturer
and excellent teacher. He was a man with vision, a
champion of the view that psychology should be
emancipated from philosophy, and the higher
mental processes studied experimentally.
Ebbinghaus died of pneumonia in 1909. At that
year’s psychology conference at Clark University
(to which Ebbinghaus had been invited), Cornell

University psychologist Edward B. Titchener
began with a eulogy: ‘As I approach the topic of
this lecture, what is uppermost in my mind is a
sense of irreparable loss. When the cable brought
the bad news, last February, that Ebbinghaus was
dead ... the feeling that took precedence even of
personal sorrow was the wonder of what experi-
mental psychology would do without him.”

EBBINGHAUS’S RESEARCH

The monograph On Memory has three aspects: the
experiments themselves, a discussion of statistical
analyses of data, and some theorizing. Much of the
theorizing concerns the strength and vividness of
associations and the search for ‘mathematical rules
for mental events’. Ebbinghaus’s discussion of the
basic statistical methods was so clear and exact that
many psychologists had their students read Ebbin-
ghaus’s book just for its discussion of statistics.
Each data point that entered into his analyses was
an average of the learning times (or average
number of repetitions needed to reach a learning
criterion) over a large number of lists. The averages
were used to compute a distribution of means, and
results were then described in terms of standard
errors: the percentage of cases falling under a given
area of the distribution.

The monograph reported 19 studies conducted
in the years 1879-1880 and 1883-1884. To conduct
the research Ebbinghaus first prepared a pool of “all
possible syllables” — 2300 in all (quite a few of them
were words in German, English or French). A few
examples are heim, beis, ship, dush, noir, noch,
dach, wash, born, for, zuch, dauch, shok, hal,
dauf, fich, theif, hatim, shish, and rur. Pacing him-
self with a metronome, and reading the lists aloud
with a poetic meter, he proceeded to memorize lists
of syllables. Using a set of buttons on a string, he
was able to keep track of the number of repetitions



2 Ebbinghaus, Hermann

he needed in order to learn a list to the point that
he could give one perfect recitation. The experi-
ments were an ambitious project and required
great effort.

Ebbinghaus led a ritualistic, almost monastic life
during these experiments, learning and recalling
lists every day for months on end, dozens of experi-
ments and replications of experiments, each involv-
ing multiple trials and hour after hour of data
collection and careful record-keeping. Imagine
learning 84 600 syllables in 6600 lists, taking more
than 830 h! Although the number of list repetitions
involved for every experiment cannot be deter-
mined for some of the studies on the basis of what
Ebbinghaus said in his monograph, for experiment
2 alone Ebbinghaus engaged in 189 501 repetitions
of lists.

The first two experiments had the goal of show-
ing that the variability of the average learning times
over a large number of lists was within limits that
would be scientifically acceptable. He emphasized
that the standard errors he obtained compared fa-
vorably with the precision of measurement in the
physical and biological sciences (e.g. measure-
ments of the speed of neural conduction, or meas-
urements of the mechanical equivalent of heat). In
fact, his “probable errors’ of about 7% were more
precise than the physical measurements and very
close to those for the biological measurements.

The list of Ebbinghaus’s findings includes many
of the basic phenomena that are discussed to this
day in books on the psychology of memory. His
research demonstrated the viability of the method
of savings or ‘ease of relearning’ as a means of
measuring the strength of association. He demon-
strated the effects of fatigue and time of day on
retention; the effect of list length on the number of
repetitions it takes to learn material; the ‘decay of
memory’ as a function of the delay between acqui-
sition and memory test (with delays spanning
hours, days, weeks and even years). Ebbinghaus
demonstrated the effect of ‘distributed versus
massed’ practice. He demonstrated what came to
be called the ‘serial position’ effect (i.e. better
memory for material that falls near the beginning
and near the ending of a list). Ebbinghaus also
measured what would come to be called the
short-term memory span — ‘the number of syllables
which I can repeat without error after a single
reading is about seven. One can, with a certain
justification, look upon this number as a measure
of the ideas of this sort which I can grasp in a single
unitary conscious act.’

Textbooks on general and cognitive psychology
preserve a myth about Ebbinghaus, which is that he

conducted experiments in which he memorized
‘nonsense” syllables. It was not the syllables that
were nonsense — in the examples given above, the
first 10 are all meaningful in one or another of the
languages Ebbinghaus knew — it was the task of
learning a list of semantically unconnected items
that Ebbinghaus refers to as involving an ‘impres-
sion of nonsense’. Indeed, the term he preferred for
his lists, Vorstellungsreihen (literally, ‘presentation
series’), could just as well be translated as ‘image
series’, and Ebbinghaus discussed at some length
how the strength and vividness of memory images
should be related to the effort taken in learning
them.

Another contradiction to the myth is that Ebbin-
ghaus did not begin his studies by attempting to
memorize lists of syllables. Instead, he began with a
task more familiar to teachers — and to the pupils
whom Ebbinghaus taught — the memorization of
poetry. His preliminary trials with poetry showed
that the material was learned too quickly. He found
no need for multiple repetitions (meaning that he
could not obtain enough data about trials and time
to criterion in order to generate statistically reliable
laws) and he was also concerned that the material
could not be systematically and quantitatively
varied (lists of numbers did not afford enough
variety either); hence his eventual choice of syllable
lists. However, his research did not end with the
memorization of syllable lists. Ebbinghaus memor-
ized stanzas from Byron’s Don Juan in order to
address the question of the role of meaningfulness
in the associative process. Over a period of 4 days
he conducted seven separate tests, each test involv-
ing the learning of six stanzas. Each test took about
20 min and involved about eight repetitions of each
stanza. Given that each stanza consisted of about 80
syllables, he could compute that meaningfulness
resulted in a large advantage: about one-tenth the
effort in terms of the number of repetitions needed
to achieve one perfect recitation. Most important to
Ebbinghaus was the fact that the findings with the
poetry confirmed the findings for the syllables:
general laws were in operation.

INTELLIGENCE TESTING

The school board of Breslau had commissioned
Ebbinghaus to generate mental tests that could be
used to determine the best distribution of study
hours for schoolchildren. He invented the comple-
tion method to see how well children could perceive
relationships, combine information, and arrive at
correct conclusions. In the task, students would
have to fill in the missing letters in sentences such
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as ‘WH__ WILLY ___ TWO _____ OLD, HE
_____ __ _ RED FARM ’. This type of
task is still used in modern intelligence and apti-
tude tests. Along with digit memory and a rapid
calculation task, the results showed a clear effect of
age and individual differences. However, only the
results from the method of combinations showed a
relation to the children’s grades. Ebbinghaus’s
work on intelligence testing was thus some of the
very first research on this topic. According to
Woodworth, the completion method was probably
a better test of intelligence than any other method
available at the time. Alfred Binet was working on
mental testing at the time, and Binet was encour-
aged by Ebbinghaus’ studies of school children. The
original Binet-Simon scale included Ebbinghaus’s
method of relearning of lists (of words) as well as
the sentence completion task.

IMPACT ON PSYCHOLOGY

Ebbinghaus’s monograph received mixed reviews
when it was published, but American psychologist
William James praised the work, pointing out the
author’s ‘heroic efforts’. To James, ‘this particular
series of experiments [was] the entering wedge of a
new method of incalculable reach” (p. 199). Once
Ebbinghaus’s work became known in the USA,
other psychologists began conducting studies of
learning. Ebbinghaus became a model of the ex-
perimental psychologist, whose theoretical specu-
lations were brief and cautious but whose research
was rigorous in its method and its use of statistics.
He provided a model for the use of experimental
logic, including the testing of alternative hypoth-
eses by setting up experimental situations where
rival hypotheses would make differing predictions,
and also a sensitivity to what are today called ‘ex-
perimenter bias effects’ (especially important to

Ebbinghaus because he was his own subject).
Finally, he provided experimental psychology
with a model for preparing a research report: the
now-traditional ordering of introduction, methods,
results, and discussion sections.
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Gustav Theodor Fechner (1801-1887) was a
German physicist and philosopher whose applica-
tion of mathematical and scientific methods to
psychological theory established the science of
psychophysics and laid the foundations of experi-
mental psychology.

INTRODUCTION

‘In general, the clergy was strongly represented
among our relatives, and I was also supposed to
embark on this path, but somehow it turned out
differently.” Gustav Fechner, son and grandson of
pastors, was born on 19 April 1801 in the Saxony
village of Grofisirchen, now Zarki-Wielkie in
Poland. At age 16 he matriculated at Leipzig Uni-
versity, where he spent 70 years first as a medical
student, then as professor, chemist, physicist, psy-
chophysicist, estheticist, nature philosopher, poet
and satirist (Figure 1). His many theoretical and
empirical discoveries enhanced the field of physics
and created a basis for statistical hypothesis testing,

Figure 1. Gustav Theodor Fechner (1801-1887).

descriptive statistics, experimental psychology and
experimental esthetics.

LIFE AND WORKS

Following the Magisterexamen (rigorosum) at
Leipzig University in 1823, Fechner spent ten
years developing the theory of electricity, and his
important experiments on Ohm’s law that made
him famous. His translations into German of
books by the greatest French physicists of his day
gave him the opportunity to meet them personally,
to expand on their works and, in 1832, to publish
the three-volume Repertory of Experimental Physics.
These achievements led to his appointment as Pro-
fessor in Ordinary at Leipzig University in 1834, the
establishment of the Institute of Physics in Leipzig,
and researches into the perception of color and
afterimages.

In December 1839, overwork brought on by vo-
luminous publications including the eight-volume,
7000-page Hauslexicon in 1837, and blindness
caused by staring directly into sunlight to create
vivid afterimages, led to a complete nervous col-
lapse. Ellenberger characterized Fechner’s illness
as a ‘sublime hypochondriasis, a creative illness
from which a person emerges with a new philo-
sophical insight and a transformation in their per-
sonality’. William James, a close follower of
Fechner’s work, described the illness as a ‘habit
neurosis’. For three years Fechner lived as a recluse,
wearing a lead eye mask to prevent the pain caused
by even the slightest illumination of his damaged
eyes. His thoughts became uncontrollable, and his
inability to consume food or liquids left him a
skeleton near death.

Three years later, however, Fechner miracu-
lously recovered. A transformation of his personal-
ity evidenced itself in his writings on the first law of
the mind, ‘the pleasure principle of action’. In 1846
Fechner argued that the search for pleasure and the
avoidance of unpleasure were forces driving
human behavior, in Uber das hichste Gut (On the
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highest good). The ideas appear fixed in Uber
das Lustprincipl des Handelns (1848). In 1848, his
famous Nanna, oder iiber das Seelenleben der Pflanzen
(On the soul life of plants) proposed that ‘one
can ask whether such a life (of animate creatures)
pertains also to the plants, whether they too are
animate individuals, combining in themselves
impulses or sensations, or maybe more psychic
experiences If this were so then plants
along with men and animals would constitute a
common contrast to stones and all things we call
dead.’

Expanding on the idea of consciousness, in 1851
Fechner rendered a new version of Zend-Avesta, the
sacred writings of the Persian prophet Zarathustra
(Zoroaster). Fechner’s Zend-Avesta, iiber die Dinge
des Himmels und des Jenseits: vom Standpunkt der
Naturbetrachtung (About heavenly things and the
hereafter from the standpoint of contemplating
nature) proposed that all life forms were self-
aware and conscious. Even more, consciousness
was in all and through all things. The Earth itself
was conscious. Fechner also revealed that when he
awoke on 22 October 1850 (now known as Fechner
Day), he saw a relation between the body and
mind, between the physical and mental, that
became the basis for a new science and the first
methods of mental measurement.

In particular, Fechner observed that a just notice-
able difference (JND) in sensation is felt when a
new stimulus increases in magnitude by a fixed
proportion of the stimulus against which it is com-
pared. For example, if a 312g weight feels just
noticeably different from a 300g weight, then a
624 g weight will feel just noticeably different
from a 600 g weight. Each JND is a unit of experi-
ence, as important to psychology as the mole is to
chemistry or the quantum to physics.

Defining stimulus magnitude as a value S, and a
just noticeable increment in stimulus magnitude as
a value AS, Fechner developed the equation known
as Weber’s law:

AS/S = constant (1)

Fechner generalized this principle, and proposed
that even smaller units of AS/S may be added
together to create a measure of sensation magni-
tude. Letting dS represent a small increment in
stimulus, Fechner created the differential equation

dS/S = constant (2)

Integrating this equation adds together small rela-
tive increases in stimulation to form a total amount
of sensation. The result is one of the most famous
laws in psychology, relating sensation magnitude

1 to physical stimulus magnitude S, known as
Fechner’s law:

y = log, S 3)

This formula set Fechner on a voyage of scientific
discovery that marked the origin of experimental

psychology.

THEORY OF MENTAL JUDGMENT

In Elemente der Psychophysik, published in 1860, the
future of experimental psychology was set. In this
two-volume, 907-page work, Fechner created the
theory of judgment and methods of experimenta-
tion that still dominate psychological research.
Fechner discovered that when comparing two stim-
uli, such as weights, a person could feel a just
noticeable difference in weight but err in judging
which of the two weighed more. For example,
weights of 300 g and 312 g might feel just noticeably
different but the 300g weight might be judged
heavier than the 312g weight. This paradox led
Fechner to propose a theory of judgment that
predates the modern theory of statistical hypoth-
esis testing.

In this regard, Fechner assumed that the sensory
system is the mind’s connective tunnel to the exter-
nal world. A sensation or feeling such as heaviness
must derive from the process of transforming into
neural energy the energy of a physical stimulus.
However, Fechner also assumed that the electro-
chemical sensory measurement system was not
perfect. It suffered from the same form of inherent
variability in measurement as Gauss had proposed
in 1809 to affect physical measurement devices.

As shown in Figure 2, the transformation of
weight to heaviness generates a Gaussian probabil-
ity distribution of heaviness values. The true heavi-
ness of a fixed 300g weight equals #(300), but
because of sensory variability, the actual feeling of
heaviness varies. Sometimes the weight feels
heavier — and sometimes lighter — than the true
heaviness of 1(300). Similarly, the true heaviness
of a 312 g weight equals h(312), but its heaviness
varies according to the probability distribution
shown in the upper part of Figure 2. The spread
of heaviness values surrounding the mean values
of h(300) and h(312) is characterized by the stand-
ard deviation of the Gaussian distribution, often
denoted o©. Fechner suggested that this sensory
variability was the basis for errors of judgment.
As a theoretician, Fechner devised a theory of
errors of judgment that allowed for a scientific
measure of the unknown amount of sensory vari-
ability, .
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Figure 2. Fechner characterized the unseen variability
within the nervous system as a Gaussian (normal) distri-
bution. The abscissa represents heaviness, a psycho-
logical phenomenon. Two weights of 300g and 312g
respectively generate average heaviness values of 7(300)
and h(312). The average of the two true heaviness values
h(300) and h(312) equals T and is the threshold used (on
the average) to determine which weight feels heavier.

The theory of judgment assumes that when two
weights are compared, the average of the two
heaviness values serves as a threshold for deciding
which stimulus is heavier (or lighter). The stimulus
that produces a heaviness greater than the average
heaviness is judged to be the physically greater
stimulus (Elemente, vol. 1). Converting these ideas
into a mathematical form produces a measurement
of the amount of variability in the nervous system
in units of the physical stimulus. This extraordin-
ary achievement, the first mental measurement,
established psychology as a scientific discipline.

Figure 2 illustrates the essential features of Fech-
ner’s decision theory. Two weights of 300g and
312 g are under comparison. On each comparison
trial, the participant lifts each stimulus, experiences
a sense of heaviness for each weight, and then
reports which stimulus is greater in weight.
According to the theory, Gaussian distributed vari-
ability perturbs the measure of heaviness. These
distributions are shown in Figure 2 with heaviness
means equal to /(300) and h(312). The threshold
(criterion) for deciding which weight was heavier
will change from trial to trial because the same
heaviness values will not occur with each lifting
of the weights. On the average, however, the
threshold for deciding which weight is heavier is
the average of the two mean heaviness values,
equal to the value T shown in Figure 2.

The area to the right of T and under the Gaussian
distribution for the heaviness of 312 g equals P. This
is the probability of correctly judging the 312g
weight to be the larger weight. Also, the area Q,
to the right of the criterion under the Gaussian

distribution for the 300 g weight, equals the prob-
ability of an error in judging the smaller weight of
300g to be the larger. Owing to the mirror sym-
metry of the Gaussian distributions with respect to
T, and the requirement that areas under probability
distributions must sum to 1, the values of P and Q
must sum to 1.0. For a larger weight, say 324 g, the
distribution of heaviness values shifts to the right.
As a consequence, the threshold value T also shifts
to the right, causing the value of P to increase and
the value of Q to decrease.

To measure the amount of the unseen variability
in the nervous system Fechner defined a measure
of distance along the abscissa of Figure 2 in terms of
the standard deviation, . Then he created math-
ematical tables showing how many errors of judg-
ment occur for any value of T as measured in
numbers of standard deviation units, . By running
experiments to determine the probability of an
error of judgment, and by comparing the error
probability to entries of T in his tables, Fechner
determined the number of standard deviation
units separating T from h(300). Using the Newton-
ian assumption that for very small differences
in heaviness the function h is approximately
linear, he determined that the threshold at T
equaled 1 (312 - 300)/c. Therefore,

o =1(312 —300)/T (4)

In this way Fechner measured the unseen force that
resulted in errors of judgment. In this way he meas-
ured the unknown value of ¢ in units of the phys-
ical stimulus. In this way psychology became a
science.

Elemente remained the basic work on experimen-
tal design until the 1935 appearance of R. A. Fisher’s
Design of Experiments. The theory still finds power-
ful applications. Thurstone developed a theory
equivalent to Fechner’s that yielded psychological
measurement scales for such diverse stimuli as the
seriousness of crimes, likeableness of vegetables
and attitudes generally. The signal detection theory
formulated by Tanner and Swets in 1954 allowed
the value of T to vary as a function of experimenter
inducements to bias judgments toward one re-
sponse. Kinchla and Smyzer extended Fechner’s
theory in 1967 by providing a theory of visual pos-
ition memory that predicted linear increases in 6° as
a function of time.

The ‘mirror effect” in recognition memory can be
interpreted as a shift of Gaussian distributions of
the memory strength along an abscissa of memory
strength. As one distribution for memory strength
shifts toward higher values, due to increased
memory strength, the value of T must also shift
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and the value of P in Figure 2 must increase while
the value of Q must decrease. Stretch and Wixted
showed that the value of T increases as word rec-
ognition memory strengthens, as Fechner’s deci-
sion theory requires.

Elemente Volume 2 defines Fechner’s law and
describes ‘inner psychophysics’, the study of
mind without regard to its sensory connections.
The application of Weber’s law, Fechner’s law,
and the threshold to inner psychophysics results
in ideas about sleep and being awake, partial
sleep, attention, and consciousness. Other chapters
describe the wave scheme, relations between sens-
ory and imagery phenomena, memory images,
memory afterimages, the phenomena of sensory
memory, psychophysical continuity and nonconti-
nuity, hallucinations, illusions and dreams. Some
fifty years later, Sigmund Freud commented,
‘I... have followed that thinker on many important
points.”

During his last 27 years Fechner created the field
of experimental esthetics, continued his psycho-
physical investigations, and introduced ideas
about descriptive statistics. In 1866 Das Association-
princip in der Aesthetik foreshadowed Zur experimen-
tellen Aesthetik (1871) and the establishment of the
field of experimental esthetics with the two-volume
Vorschule der Aesthetik in 1876. Modern works on
esthetic judgments by Beebe-Center, Hare, and
Dorfman and colleagues extend and apply Fech-
ner’s and Thurstone’s theories to art and emotion.

Returning to psychophysics, in 1877 Fechner
published In Sachen der Psychophysics, in 1882 Revi-
sion der Hauptpuncte der Psychophysik, and in 1884
two more major experimental works. At Wilhelm
Wundt’s urging G. F. Lipps edited and published,
posthumously, Fechner’s last work Kelletivemas-
slehre (1897) a theory of data analysis that coined
the term ‘descriptive statistics’.

CONCLUSION

Fechner called upon the world to recognize the
fundamental unity of the mind and physical real-
ity. His many theoretical ideas changed over time
and yet became foundations for a century and more
of research and theory. What would psychology be
without Fechner’s psychophysics, without such im-
portant developments as signal detection theory,
psychoanalysis, experimental memory, and atten-
tion and esthetics? Each of these mighty fields owes
much to Fechner’s originality of thought, integra-
tion of psychological theory with mathematics and
experimental design, and firm belief that the phys-
ical and mental worlds form a single reality.
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Sigmund Freud founded psychoanalysis between
1895 and 1900 as a therapy for neuroses but de-
veloped it as a method for investigating mental
processes and as a general psychology. He applied
psychoanalysis to such fields as anthropology, soci-
ology, and literature, and it became one of the most
influential of all twentieth-century systems of
thought. However, neither his original theory nor
the variants descended from it have been widely
accepted.

BACKGROUND, UPBRINGING,
EDUCATION, AND INTERESTS

Sigmund Freud was born on 6 May 1856 in Ptibor,
Czechoslovakia. He was Jewish, his ancestors
coming from Galacia. His family moved to Vienna
when he was three, where he was educated and
practiced medicine. When the Nazis invaded
Austria in 1938 and persecuted the Jews there,
they extorted a substantial ransom before allowing
Freud and most of his family to go into exile in
London. He died there on 23 September 1939. As
a student Freud was well above average in aca-
demic ability. He read much general literature
and philosophy and became deeply interested in
biology and evolution but, as a Jew, medicine was
one of the few careers open to him. Initially a
neurohistologist, he began his medical practice as
a neurologist.

NEUROLOGY AND PSYCHOLOGY

After beginning his medical studies in 1873, Freud
enrolled in extra classes in physics, zoology, phil-
osophy, and biology and Darwinism. He con-
ducted histological work as a student and began
his adult neurohistological research in 1876. Freud
explicitly related his findings to the evolutionary-
developmental framework in which he conducted
this work.

Neurology and Affect

In 1885 Freud went to Paris to extend his neurohis-
tological work at the clinic of Jean-Martin Charcot,
where he became interested in Charcot’s work on
hysteria and hypnosis. Charcot produced anaesthe-
sias and paralyses in hypnotic subjects and showed
that the symptoms so produced were identical to
those of hysteria. Using the minor trauma of indir-
ect suggestion, by for example striking the subject
on the arm, he seemed to show that hypnotic and
hysterical symptoms formed when the affects of
traumas caused a loss of ego control. Freud called
the reflection in the symptoms of ideas and sensa-
tions from the trauma ‘determining quality’. To-
gether with the effects of the intense emotional
state, it became central to his theories of mind.

Libido and Affect

After returning to Vienna in 1886 Freud practiced
as a neurologist. Most of those of his patients with
symptoms having no organic basis had neurasthe-
nia, a supposed nervous weakness (asthenia),
rather than hysteria. Sexual problems were fre-
quently associated with it and Freud set out to
establish its exclusively sexual aetiology. By the
beginning of 1893 he claimed it was adolescent
masturbation. Freud also differentiated anxiety
neurosis — a sudden attack of anxiety with pro-
nounced physiological manifestations such as in-
creases in heart rate — from neurasthenia and
proposed that its cause was incomplete sexual grat-
ification (e.g. coitus interruptus).

Calling both neuroses “actual neuroses’, he theor-
ized that they were caused by defective discharge of
libido, that is, of the psychological sexual energy
that formed when sexual ideas were charged or
invested with physiological sexual energy. The
loss of libido in neurasthenia caused general weak-
ness; its deflection into organs like the heart caused
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orgasm-like anxiety symptoms. Freud eventually
generalized this thesis by proposing that the affects
causing hysteria and obsessional neurosis were
charges of libido.

FREUD AND THE PSYCHONEUROSES

Freud had first become interested in hysteria when
Josef Breuer, his Viennese medical mentor, told
him in 1882 how he had used talking to treat the
hysterical symptoms of the pseudonymous Anna
O. (Bertha Pappenheim). Under Freud’s influence,
Breuer explained Anna O.s symptoms with
‘French’ dissociation theory: the ‘traumatic” sensa-
tions that occurred in her elementary secondary
consciousness returned as symptoms when it did.
Her talking reconnected these secondary conscious-
ness experiences with her primary consciousness
and, according to Breuer, caused her symptoms to
disappear.

Freud’s Theory of Psychological Forces

Freud himself did not find that symptoms always
formed in secondary states. Many patients recalled
consciously trying to forget unacceptable ideas,
which were then repressed by an unconscious
mechanism. Freud’s evidence for this ego force
was the psychological effort he had to make to
overcome the resistance patients had to recalling
the unacceptable ideas. Initially Freud also drew on
dissociation theory: repression separated the idea
from its affect, pushed it into a secondary con-
sciousness, and kept it there. Expressing the affect
under light hypnosis re-established the previously
subconscious association of the idea with normal
consciousness and the symptom disappeared.
Freud soon abandoned hypnosis and dissoci-
ation theory. Pathogenic ideas could not always
be recalled under hypnosis and repressed ideas
could be retrieved in normal consciousness when
patients fully reported what came to mind as they
thought about their symptoms (free association).
Both symptom formation and symptom removal
took place in the waking state and these waking
state concepts explained more: in hysteria the affect
might be converted into physical symptoms and in
obsessions displaced on to another idea, etc.

Affect, Sexuality, and Repression

Affect became central to Freud’s theorizing when
he concluded that effective therapy depended on
how completely patients expressed or abreacted the
emotions they had held back when their symptoms
formed.

When first treating hysteria and obsessions (the
psychoneuroses), Freud did not report that the un-
acceptable ideas had any particular content. But,
from about 1895 they were always sexual, by 1896
they were always of perverse sexual experiences
into which patients had been seduced as children,
usually by an adult, and by 1897 the seducer was
invariably the patient’s father. Few patients recalled
such experiences; most of the so-called ‘memories’
were constructed by Freud from their fragmentary
recollections. This childhood seduction theory thus
aligned the psychoneuroses with the actual neur-
oses. And, in accord with Koch’s postulates from
bacteriology, each neurosis had a specific sexual
cause: masturbation for neurasthenia, incomplete
gratification for anxiety neurosis, unpleasant child-
hood seductions for hysteria, and enjoyable for ob-
sessions. Libido, not affect, thus powered repressed
ideas.

NEURONAL AND NEURONAL-LIKE
THEORIZING

In 1895 Freud outlined a physiological theory par-
ticularly directed to explaining why only sexual
ideas were repressed. This unpublished work,
called (in English) the Project for a Scientific Psych-
ology, was much influenced by the biophysics move-
ment, which tried to explain living phenomena by
material processes. Freud eventually abandoned
the Project: the deductions became too complex,
some assumptions, especially about consciousness,
became too ad hoc, and he never completed the
section on repression.

A Neuronal-like Theory

In the next theory, the topographic theory of Chapter
7 of The Interpretation of Dreams (1900), Freud never-
theless retained the three kinds of neurons of
the Project: permeable ® neurons for perception,
alterable ¥ neurons for recording memories,
and o neurons for consciousness, and a group of
neurons with its own store of energy to delay re-
sponses (an ego). Apparently devoid of speculative
physiology, the theory was still based on a teleo-
logical reflex and drew on notions of energy in flow
and the cathexis or investment of ideas by it. Pri-
mary process was located in a system unconscious
(Ucs.) and the secondary ego functions shared be-
tween the systems preconscious (Pcs.) and con-
scious (Cs.). Pcs. and Cs. repressed and controlled
unacceptable ideas in Ucs., allowing them only a
disguised Cs. representation. Dreams, like symp-
toms, were fundamentally based on repressed
sexual wishes.
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Freud generalized these neuronal-like proposals
and aligned them with his earlier theses that aspects
of everyday mental life, such as faulty recall, slips of
the tongue etc. (or parapraxes), resulted from con-
flicts between opposing conscious and unconscious
forces. He could speak equally as well in the lan-
guage of wishes as of neuronal activity.

SEXUAL AND OTHER INSTINCTUAL
DRIVES

It was still a mystery why sexual ideas were so
important and why only they were repressed.
Freud tried to solve the problem by proposing
that repression was a two-stage process that select-
ively affected the sexual drive.

Seduction Fantasies and Phylogenesis

Freud first proposed that the seduction ‘memories’
were fantasies caused by a childhood sexual drive.
This childhood drive had separate oral, anal, and
phallic components, each of which sought the same
objectless, or autoerotic, perverse modes of satisfac-
tion as in the perverse adult. Sucking and biting
satisfied the oral component, fecal retention and
expulsion the anal, and childhood masturbation
the phallic. Freud claimed that some of these activ-
ities caused orgasm-like reactions. His analysis of
symptoms also required such drives. A biological
process of primary repression repressed each com-
ponent drive according to a phylogenetically deter-
mined timetable.

Repression proper occurred when unacceptable
ideas later revived these earlier, primarily re-
pressed modes of satisfaction. Modes of satisfac-
tion, just like other evolutionary developmental
processes, could be fixated. Uncomplicated fix-
ations explained perversions, and excessive repres-
sion and ego regression accounted for neuroses
and psychoses respectively. Thus, schizophrenia
and paranoia were based, respectively, on oral and
anal fixations and regression, and hysteria on ex-
cessive repression of phallic sexuality. In this
theory of psychosexual development, normal adult
character traits were continuations of partial fix-
ations. For example, eating, drinking, and depend-
ence continued the oral mode, and orderliness,
cleanliness, and parsimony the anal-retentive.

Finalizing the Instinctual and Structural
Theories

Freud’s theory logically required an ego-instinctual
drive to repress the sexual instinctual drive in child-

hood when the ego was weak. He therefore recast
basic mental conflict as one between the drives for
self-preservation (ego) and preservation of the
species (sexual). Self-love or narcissism under-
mined this polarity. Partly to resolve this difficulty
and partly to explain the prominence of guilt and
self-punishment in severe depression, Freud an-
nounced his final instinct theory. A death instinct,
Thanatos, which aimed to return living matter to
the inanimate state was now in conflict with a life
instinct, Eros, comprising the old ego and sexual
drives. Directed inward, Thanatos explained de-
pression; outward explained aggression.

The two new drives were incorporated into
Freud’s third theory, the structural theory of 1923.
Mental life was now an interaction between the Id,
Ego, and Superego, and the Id was the repository of
Thanatos and Eros as well as of repressed ideas.
The Ego had many Cs. and Pcs. functions but was
partly unconscious. It was powered by a sublimated
form of Eros and only it sensed anxiety. The Super-
ego was entirely new. Containing standards and
conscience, it scrutinized behavior, punished in-
fringements, and repressed sexual drives when
the Ego generated signal anxiety. It formed in the
Oedipal phase when the sexual and aggressive feel-
ings of the child toward both parents were re-
pressed. The child then identified with its lost
sexual object and incorporated its standards into its
Ego where they were cathected by Thanatos to
form its own, harsh Superego. In this way the
Oedipus complex was dissolved.

These drives, structures, and related develop-
mental processes virtually completed Freud’s gen-
eral psychological theory.

SOME PROBLEMS WITH
PSYCHOANALYSIS

Although Freud’s influence is undeniable, the lo-
gical and empirical deficiencies of his central ideas
means that their truth is still debated.

Structural Problems

First, psychoanalysts do not agree on the functions
possessed by the structures of the third theory.
Second, there is little agreement on when or how
the Superego forms, and Oedipal identifications
deliver feminine qualities to the boy’s Superego
and masculine to the girl’s. Third, female sexual-
ity develops tortuously, mainly because Freud
insisted on a male starting point for both sexes.
Fourth, how sublimation ‘purged’ libido of its
overt sexuality is a mystery. Fifth, although
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analysts do not agree on the sources of aggression
most reject Thanatos.

Sexuality

Freud’s clinical evidence for the role of sexuality is
weak. There is also no direct evidence for a child-
hood sexual drive of the kind Freud’s theory re-
quired. Observation shows that the supposed
component drives are not sexual and that perverse
adult behaviours do not lack objects or by them-
selves lead to orgasm. Empirical studies of the
ways character traits cluster and whether they
relate to early fixations also provide only weak
support to the psychosexual theory. There is also
a lack of evidence for the kind of repression that
Freud proposed.

Free Association

Freud claimed that free association was as reliable
and objective as the microscope. He insisted that he
did not influence what the patient reported. How-
ever, analyses of psychotherapy sessions show that
patients produce what their therapists search for,
and the same thing appears to happen in the ther-
apies conducted by psychoanalysts of different
schools.

Interpretation

Freud believed that interpretation of the apparently
meaningless ideas obtained by free association
revealed their unconscious relations and un-
covered their logically meaningful connections
with the causes of the problem. For him these un-
conscious processes had the same reality as the
unobservables of physics or chemistry. Psychoana-
lytic methods therefore allowed for trustworthy
reconstructions of patients” histories.

Freud often compared interpreting free associ-
ations to deciphering or translating unknown lan-

guages. However, the translations of different
psychoanalysts agree only minimally. Partly this
is because there are no interpretive guidelines, but
the more basic problem has been identified as the
lack of knowledge of the grammar, syntax, and
lexicon of the ‘language’ of the unconscious.
When nothing is known about it, a language cannot
be deciphered.

CONCLUSION

Were free association and interpretation as reliable
and objective as Freud claimed, and were his
theoretical concepts soundly based, analysts
would collect and interpret essentially the same
data in the same way and develop the theory
from agreed-upon basic concepts. None of this
happens. By 1930 irreconcilable differences had
emerged among psychoanalysts, a fragmentation
that has accelerated. Few analysts now accept all
or even most of Freud’s propositions. Nor can they
define psychoanalytic theory or therapy. After
more than a hundred years there should also be
plenty of evidence to support at least one version of
psychoanalysis, but there is none that has either a
strong clinical or empirical base.
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Norman Geschwind (1926—-1984) was a twentieth-
century American neurologist considered to be the
father of behavioral neurology because of his
research and theories concerning higher cortical
functions.

INTRODUCTION

Norman Geschwind (Figure 1) is a seminal figure
in behavioral neurology because of his intensive
clinical investigation and anatomical research on
aphasia, isolation of the speech area, apraxia, agno-
sia, language-induced epilepsy, anatomical asym-
metries of the brain, and cerebral dominance.

Geschwind was born in New York City in 1926.
After graduating from Boys High School in Brook-
lyn, Geschwind attended Harvard College on a
Pulitzer scholarship. He graduated magna cum
laude with a concentration in mathematics in 1947,
and then obtained a degree in medicine, cum laude,
from Harvard Medical School in 1951. He interned
in medicine at Boston’s Beth Israel Hospital and
then was awarded a Moseley scholarship to study
at the National Hospital, Queen Square, London in
1952. Upon his return to the USA, he became chief
resident on the Boston City Hospital neurological
service under Derek Denny-Brown. After 2 years of
axonal physiology research at the Massachusetts
Institute of Technology, he joined the neurology
service at Boston’s Veterans Administration Hos-
pital in 1958, becoming its chief in 1963. In 1966,
with support from the National Institutes of
Health, Geschwind started the Aphasia Research
Center. That year he was also awarded the chair
of the department of neurology at Boston Univer-
sity and began his research on higher cortical brain
functions.

Returning to Harvard in 1969, Geschwind was
named the James Jackson Putnam Professor of

Neurology, succeeding Denny-Brown. The Har-
vard neurological unit moved from the Boston
City Hospital to the Beth Israel Hospital in 1975,
where Geschwind remained neurologist-in-chief
until his death in 1984. At Beth Israel Hospital
his interests flourished, particularly in behav-
ioral neurology, language alterations, the relation-
ship of one side of the brain to the other, the
significance of large neuronal networks and their
interconnections, and the relationships between
brain development and other characteristics of
both health and disease, particularly autoimmune
illnesses.

Geschwind received three honorary degrees, two
awards, and several honorary memberships and
visiting lectureships. In 1978 he accepted a joint
appointment at the Massachusetts Institute of
Technology as a professor of psychology. He was
elected president of the Boston Society of Neurol-
ogy and Psychiatry and of the American Associ-
ation of University Professors of Neurology.
Geschwind was considered by many to be the
father of behavioral neurology, and several of his
many areas of interest, which extended over a
remarkably long period, are outlined below. His
work extended from the reestablishment of classic,
predominantly French and German, theories to the
creation of new frontiers in the understanding of
brain-behavior relationships.

Geschwind was a physician, educator, colleague,
advisor, role model, teacher, mentor, and creative
genius. He inspired countless colleagues and stu-
dents worldwide because of the brilliance of his
ideas and his zeal for discussing them, his passion
for history, an ability to see new relationships that
others ignored, his appreciation for the value of
detailed clinical and pathological case studies, and
a knack for synthesizing observations from daily
life into his hypotheses. His legacy in the field of
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Figure 1. Norman Geschwind.

neurology is memorialized with the Norman
Geschwind Prize in Behavioral Neurology,
awarded annually by the American Academy of
Neurology, and the annual Geschwind Visiting
Professorship at the Beth Israel Deaconess Medical
Center in Boston.

DISCONNECTION SYNDROMES

Geschwind’s most powerful and persisting contri-
bution to neurology was his work on disconnection
syndromes in animals and humans. He resurrected
the relevant German and French literature from the
late nineteenth and early twentieth centuries and
added new, carefully studied cases that revealed
how neuroanatomy could shed light on the mech-
anisms of behavior.

Geschwind’s interests in alexia, apraxia, and
aphasia were largely responsible for the resurgence
of attention of neuroscientists to brain-behavior
relationships. Both alexia and apraxia provided
insights into the cortical machinery of executing
specific coordinated higher functions: reading,
and skilled, learned movements, respectively. The
role of the dominant parietal lobe in reading,
writing, and praxis was further defined by these
contributions, as were the effects of disconnecting
left parietal input (alexia without agraphia) or

output (one form of ideomotor apraxia). Although
most neurologists considered apraxia to be rare,
Geschwind emphasized that it was common, espe-
cially in patients with acute dominant hemisphere
frontal lobe strokes. He stressed that the term
should be used to describe a disorder characterized
by impairment in executing a learned movement in
response to a stimulus that would normally elicit
the movement in the setting of intact sensation,
strength, attention, and cooperation.

Geschwind revolutionized the conceptual frame-
work of aphasic disorders. He subdivided aphasias
into fluent and nonfluent groups, which largely
corresponded with lesions that were anterior (non-
fluent) or posterior (fluent) to the central sulcus. He
then renewed interest in testing repetition, a simple
maneuver that permitted identification of con-
duction or transcortical aphasias. Geschwind’s
approaches to the anatomy of language, the mech-
anisms underlying language dysfunction, the
examination of aphasic patients, and the classifica-
tion of aphasias continue to define the modern
approach to examining and diagnosing patients
with these disorders.

EPILEPSY

Geschwind studied the memory disorders that are
commonly found in patients with epilepsy and
emphasized the role of neuropsychological testing
in the assessment of memory dysfunction. He was
intrigued by personality changes associated with
epilepsy and the schizophreniform psychosis that
took many years to develop after its onset. He was
concerned with elucidating the physiology of
seizure triggers, language and epilepsy, behavioral
changes following temporal lobectomy, and
aggression in temporal lobe epilepsy (TLE). Most
importantly, he described the interictal behavior
syndrome of TLE. Geschwind felt strongly that
psychiatrists should study TLE, because he con-
tended that the associated personality changes
might constitute the single most important condi-
tion in psychiatry. For Geschwind, TLE was a neuro-
logical model of psychiatric illness — a probe for the
study of the physiology of emotion. He maintained
that there was no other disorder characterized by
alterations of behavior whose neurophysiological
mechanisms were so well understood.

CEREBRAL DOMINANCE

Geschwind’s interests in cerebral dominance, and
the related topics of hemispheric asymmetries and
‘handedness’, grew out of his belief that the human
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brain was endowed with anatomical asymmetries
that could account for various aspects of cerebral
dominance, such as language representation in the
left hemisphere, which is found in 90% of right-
handed people. Geschwind began his study of
asymmetries and cerebral dominance with the tem-
poral lobe. Together with a colleague, Geschwind
cut 100 adult brains postmortem in the planes of
the sylvian fissures and compared the appearance
of the left and right plana temporale. In this land-
mark study, they found a larger left planum tem-
porale in 65 of 100 brains, whereas in 35 brains, the
plana were symmetric (n =24) or the right planum
temporale was larger (n = 11). This ratio of approxi-
mately 2:1 of left-right asymmetry was central to
Geschwind’s later concept of standard structural
dominance.

During the early 1980s additional studies were
performed and published, and Geschwind, in con-
junction with his colleague Albert Galaburda, for-
mulated a far-ranging hypothesis that integrated
handedness, cerebral dominance, and autoimmune
disease. The publication of this hypothesis, often
called the Geschwind-Behan—-Galaburda (GBG)
hypothesis, stimulated innumerable additional
investigations and papers, and generated consider-
able support and skepticism. As originally put for-
ward by Geschwind and Galaburda, the hypothesis
states, ‘the most powerful factors [in determining
the patterns of cerebral asymmetry] are variations
in the chemical environment in fetal life and to a
lesser extent in infancy and early childhood. The
factors that modify cerebral dominance also influ-
ence the development of many other systems, e.g.
the organs involved in immune response.’

The resistance to widespread acceptance of the
GBG hypothesis derives from three sources. First,
the study of the fetal origins of cerebral dominance
is at odds with another influential handedness
researcher and theorist, Marian Annett, who pur-
ports that the genetic theory of cerebral develop-
ment is a more powerful determinant of cerebral
development than the “pathology model” of Gesch-
wind. She argued that intrauterine factors are less
important than genetic factors in determining brain
structure. However, her theory and the GBG
hypothesis actually complement one another. The
latter approach may be able to shed light on the
mechanism by which genes control cerebral devel-
opment. For instance, identifying the fetal insults
or factors (for example, testosterone) that modify
brain structure and cerebral dominance from what
would otherwise be predicted on strictly genetic
grounds may provide clues to the mechanisms by
which genes control normal brain development.

Further, distinguishing the biologic associations of
cerebral dominance and handedness may shed
light on other genes that may be tightly linked
with the ‘right shift’ gene, which according to
Annett controls the development of handedness.
For example, if autoimmune illness is associated
with left-handedness, as was thought by Gesch-
wind, then the search for the right shift gene
could be directed toward those genes that are asso-
ciated with autoimmune illness.

Second, the lack of consistency in handedness
studies has resulted in a number of ‘negative’ stud-
ies of handedness and biological associations, cast-
ing further doubt on the GBG hypothesis. Yet many
of these studies are inadequate because they do not
include enough participants to demonstrate statis-
tical significance, or they use measuring instru-
ments that do not produce a handedness score
that is proportional to the degree (for example,
slightly right-handed versus strongly right-
handed) and direction (left versus right) of hand-
edness. Further, investigators often do not test the
distribution of handedness scores for normality
and yet use statistics for normally distributed data.

Third, and most importantly, the interpretation
of the hypothesis has often been too narrow. Re-
statements of this hypothesis by other authors and
critics often focus exclusively on the possible role of
testosterone, though it is only one of many possible
fetal factors. Geschwind did propose that testoster-
one was one of the major influences on brain devel-
opment, but the essence of the hypothesis, the
assertion that intrauterine factors influence fetal
brain development, is a profound concept that fur-
ther revises the nature-nurture argument. Concep-
tually, this was one of Geschwind’s most insightful
contributions.

Geschwind sought to increase our understand-
ing of the interrelationships between brain struc-
ture and function. Like his other contributions, it
was based on Geschwind’s recognition of a connec-
tion — in this case between fetal factors, brain de-
velopment, and human behavior. Though it was
tragic, as pointed out by a colleague, that he died
suddenly in 1984 before this opus was ever pub-
lished in its complete form, neuroscientists around
the world carry on his work, making new discover-
ies and thereby forging new frontiers made
possible by Norman Geschwind.
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James J. Gibson (1904-1979) was a leading
American scholar and researcher in the field of
perception. His dynamic and functional approach
radically changed perceptual theories of the time
and led to his own theory, the ecological approach
to perception.

INTRODUCTION

James J. Gibson is known chiefly for his work on
perception, which includes a novel theory that re-
nounces the traditional view of perception as based
on bare sensations that have to be supplemented by
past experience or inferential processes in order to
yield meaningful knowledge. He defined percep-
tion as an organism’s means of acquiring informa-
tion about the external world and his own relation
to it, a functional view in contrast to the old, static
sensation-based position, thus making him a rebel
in the eyes of an older generation of perception
theorists.

James Gibson was born in the American Midwest
in 1904 and attended public schools in Wilmette,
Illinois. He received his collegiate education at
Princeton University and there obtained his PhD.
He majored in both philosophy and psychology
and was considerably influenced by one of his
mentors, philosopher—psychologist E. B. Holt, a
radical behaviorist. His first position was at Smith
College as assistant professor of psychology, where
he taught experimental psychology and with his
students (one of whom later became his wife) per-
formed many original experiments. Meanwhile, he
began a program of research in perception. Experi-
ments by his class on adaptation to curvature of
lines in the layout, and other distortions caused by
wearing prism spectacles, led him to examine the
effect of inspecting curved and tilted lines without
the spectacles. He found that after some seconds of
inspection, there was adaptation to the curvature or

tilt, and when a straight line was presented after-
ward, an after-effect occurred in the opposite dir-
ection. These experiments led him to the conclusion
that spatial vision was not caused by stimulation of
separate single receptors, but rather by larger struc-
tures such as gradients of change in the optic array
—a new concept.

Wartime Research on Aviation

Early in the Second World War Gibson joined the
US Army Air Corps as a research psychologist, and
was assigned to a unit given the task of preparing
tests for the selection of pilots and other aircrew
such as bombardiers. Tests of the adequacy of
spatial perception were especially important, but
the research on perception of distance and orienta-
tion at that time was confined to the use of static
cues such as retinal disparity, offering little for the
task at hand. Gibson was sent to the Santa Ana
Army Air Base in California, where he formed a
film test unit. Films allowed him to study the role of
motion in space perception, since it was clear that a
flier needed to detect the location of other aircraft
(and the ground) while in rapid movement. Gibson
formulated a new approach to space perception
based on information obtained from motion. He
defined the role of what he named ‘flow patterns’
for judging the location of the flier in relation to the
ground, other aircraft, and the external layout as a
whole. He illustrated these flow patterns with dia-
grams (Figure 1); these diagrams now appear in all
discussions of space perception. Not only fliers
move; so do we all, moving our eyes, our heads
and our positions. Other work of Gibson’s during
the war included research on aircraft identification,
which eventually led him to a theory of perceptual
learning as a process of differentiation rather than
association, work that was followed up later with
his wife, Eleanor Gibson.
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Figure 1. A flow pattern illustrating motion in an optical array when approaching a landing site.

A NEW THEORY OF PERCEPTION

Gibson’s discoveries about the importance of
motion as information for perceiving one’s location
in the spatial layout led him to reflect further on the
nature of stimulation. He was by then sure that
information for invariant properties of the environ-
ment must be extended over time, as well as
space (which he had already discovered in the gra-
dients that specify curvature and tilt of lines). The
ground, in the natural human habitat, is also an
essential ingredient in information for location
and locomotion in the spatial layout. On his return
from the war, Gibson began a book, The Perception
of the Visual World, which would make these points
and propose a new theory which would displace
the traditional view that perception of the visual
world begins with separate bits of stimulation
giving rise to static, mosaic-like retinal images,
and sensations, which are then supplemented by
past experience and inference, to yield perception
of a structured world in three dimensions. The old
theory led to two views of the way the supplemen-
tation occurred, an ‘empiricist’ view and a ‘nativist’
view. Gibson’s theory invoked neither one, since
information for perception was rich and structured.
The old research with static pictorial displays was
useless and should be discarded. New research,

pinning down the role of motion and dynamic
displays that one directly perceived, was called
for. The task for the psychologist was to find and
describe the information. Three years later, when
the book was finished, Gibson moved to Cornell
University where he would find many graduate
students to undertake the research called for.

THE PERCEPTUAL SYSTEMS

At Cornell, Gibson performed many experiments
on the way motion gradients and transformations
specified invariant structure in the world. Many of
these experiments are described in his second book,
The Senses Considered as Perceptual Systems. His view
of perception as the work of systems emphasizes
the active nature of perception, that information is
obtained by perceptual systems, rather than stimu-
lation falling passively on receptors. The book ex-
plains in detail other receptor systems besides the
visual one, and shows how they cooperate in
detecting the layout of the world and what is
going on in it. Exploratory activity, such as looking
around in visual search, and touching before seiz-
ing something or stepping on an unfamiliar sur-
face, are examples.

According to this theory of active perception
conducted by perceptual systems rather than



Gibson, James |. 3

passive sensations, knowledge is certainly not
innate, but the mechanisms of perceptual activity
are to a great extent ready to go at birth. Research
has shown that spontaneous activity, such as
looking around and listening, is present at birth.
Sensory equipment is not fully mature, as in the
case of the visual system, but information about the
external environment is obtained at once, and even
newborns are motivated to obtain such informa-
tion. This environment itself must be described in
an account of what information is obtained. Gibson
coined the term “ecological optics’ to refer to visual
information in an ambient array, structured to spe-
cify the layout of things and the events occurring in
it. Events, indeed, he considered the major source
of information for perception.

THE ECOLOGICAL APPROACH

Radical as were these views, Gibson felt that he had
not gone far enough in discarding the old view of
perception based on a retinal image that had to be
supplemented by past experience and reasoning
processes.

What we actually perceive is a layout furnished
with things that may or may not be useful to us and
events that stir us to action. He felt that a sensory
surface such as a retinal image interposed between
the perceiver and this meaningful world was not of
service for understanding a world full of action,
including the perceiver’s own. Action itself must
be part of the repertoire of a perceiver, who shapes
the environment by actions which are directly per-
ceived as well as detected through the external
events that they cause. The relation between extero-
ceptive and proprioceptive information is per-
ceived and no inferential process is needed to
detect it. Evolution has adapted us to detect pro-
prioceptive information about our own actions and
information ensuing from those actions. We are
thus enabled to keep in touch with what is going
on around us, allowing us to be attentive to what
will happen next. The exploratory actions that are
characteristic of perceiving result in perception that
is prospective, heading toward the next action to be
undertaken. Locomotion is a prime example. As we
move towards some surface, information about the
layout, where we are in it, and where we might be
going are all specified at the same time. There is a
reciprocity between action and perception that re-
quires a description of both environmental struc-
ture and the perceiver’s actions with respect to it.

The ecological approach to perception, as Gibson
called his new view, retained the innovations

expressed in his earlier books: that stimulation
goes on over time, providing invariant information,
with gradients over space and those carried by
motion; that such information specifies structure
in the world that is directly perceived; that percep-
tion is an active process of seeking this information;
and that perceivers detect their own actions and
their consequences.

The relation between a perceiver and the envir-
onment is thus one of reciprocity. This notion led to
a new concept, that of ‘affordances’. Gibson coined
the word to refer to the resources of the environ-
ment with respect to their potential use to an or-
ganism, relating properties of the physical world to
the functional capacities of a given organism. The
‘graspability’ of an object, the ‘traversibility’ of a
ground surface, and the ‘edibility” of substances are
examples. When such affordances are perceived,
the organism is perceiving the meaning of them.
To quote a well-known sentence of Gibson’s,
‘The affordances of the environment are what it
offers animals, what it provides or furnishes, for
good or ill.” Surfaces may be ‘stand-on-able’ or ‘fall-
off-able’. They may be negative with respect to an
animal’s welfare as well as positive, harmful or
beneficial. They may be social, such as the affor-
dances for play, sex or communication. In any case,
they are all specified in information obtainable by
the perceptual systems of the animal — visual, audi-
tory, proprioceptive and so on. They are real, as
well as meaningful when they are picked up.
Picking them up may involve a learning process,
known as ‘perceptual learning.’

It is evident that the relationship between an
animal and its environment is one of mutuality,
both specialized for each other, either by evolution
or by alteration of the environment by acts such as
the making of tools, or changing natural environ-
ments by artificial means such as heating or
cooling. In either case, the relation is an invariant
objective one, potentially detectable by an organ-
ism for which it has usefulness for existence or
comfort. Affordances, Gibson affirmed, are the
foundation of values.

Gibson’s views on ecological psychology were
received as a major contribution by many psycholo-
gists. One American reviewer (Restle) wrote in the
journal Contemporary Psychology, “This book comes
forth as a major theory, as the culmination of the
life’s work of Jimmy Gibson, our one original ir-
replaceable creative genius.” Shortly after Gibson’s
death in 1979, friends and students, both American
and European, formed the International Society for
Ecological Psychology. At the time of writing, this
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group continues to thrive and attract new members.
It holds annual meetings and sponsors the Journal of
Ecological Psychology.

CONCLUSION

The dean of American psychologists, E. G. Boring,
wrote of Gibson’s first book, “The book’s appear-
ance becomes, in a sense, an event within a trad-
ition: Goethe (brilliant, erudite, dogmatic, wrong);
Purkinje (keen, usually right); Hering (argumatic,
pedantic); and now Gibson creating the paradox of
a phenomenology of vision which is both modern
and American.” In the end, however, Gibson was
hardly a phenomenologist, proposing an ecological
psychology that included the world: a paradox,
perhaps, for history.
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During his lifetime Donald Olding Hebb (1904-
1985) was an extraordinarily influential figure in
psychological science and behavioral neuroscience.
In the middle of the twentieth century his prin-
cipled opposition to radical behaviorism, his
critical analyses of the shortcomings of the then
dominant theories of learning and perception, and
his emphasis on understanding what goes on be-
tween stimulus and response helped clear the way
for a revolution in North American psychology.
Hebb’s view of psychology as a biological science
helped rejuvenate interest in physiological psy-
chology, and his simple and appealing neuro-
psychological cell-assembly proposal served as a
magnet for creative scientists and a stimulus for
theoretical and empirical advances. Since his
death, Hebb’s seminal ideas wield an ever-growing
influence on scholars interested in mind (cognitive
science), brain (neuroscience), and how brains im-
plement mind (cognitive neuroscience).

Born to physician parents, in Chester, Nova
Scotia, in the Maritime region of Canada, Hebb
attended Dalhousie University, from which he
graduated in 1925. Though he aspired to write
novels, Hebb chose instead to earn a living as a
public school teacher and soon became a school
principal in the Province of Quebec. Hebb notes
that his interest in psychology was excited by the
writings of James, Freud, Watson, and Pavlov.
Hebb was accepted as a part-time student to the
McGill graduate program, and got a position as a
research assistant with Dr L. A. Andreyev, a
visiting scientist from Pavlov’s laboratory. Though
this led to a Master’s degree, Hebb was unim-
pressed with Pavlov’s program, and was, as he
would say, ‘softened up for my encounter with
Kohler’s Gestalt Psychology and Lashley’s critique
of reflexology’. Hebb went to work with Lashley at
the University of Chicago; moved with Lashley to
Harvard University; and in 1936 completed his
PhD on the effects of early visual deprivation
upon size and brightness perception in the rat.
(See Lashley, Karl S.)

The first of two pivotal postdoctoral experiences
was made possible when Wilder Penfield offered
Hebb a fellowship at the Montreal Neurological
Institute (MNI). At the MNI Hebb explored the

impact of brain injury and surgery, particularly
lesions of the frontal lobes, on human intelligence
and behavior. From his observations that removal
of large amounts of tissue seemed to have little
impact on memory and intelligence, Hebb inferred
a widely distributed neural substrate (Hebb, 1945).
Hebb then briefly joined the faculty at Queens
University, Kingston, Ontario, Canada, where he
developed human and animal intelligence tests,
including the “Hebb-Williams” mazes, which sub-
sequently have been used in hundreds of studies to
investigate the intelligence of a wide range of
species, including even humans — thanks to the
development of virtual versions of the mazes,
making it the ‘Stanford—Binet” of comparative intel-
ligence (Brown and Stanford, 1997). Hebb’s studies
of human and animal intelligence led him to con-
clude that experience played a much greater role in
determining intelligence than was typically as-
sumed (Hebb, 1942). Though Hebb would later
emphasize the contribution of heredity this was
an explicit effort to reverse the pendulum of opin-
ion on the nature/nurture issue, which Hebb
thought had swung too far in the nurture direction
(Hebb, 1953). Nevertheless, Hebb maintained that
the question ‘to what extent is a given piece of
behavior dependent on one of these influences?’
was nonproductive, and his cogent analysis is
often summarized with the following analogy
which he used to explain why:
Is it fifty-percent environment, fifty-percent heredity,
or ninety to ten, or what are the proportions? This is
exactly like asking how much of the area of a field is
due to its length, how much to its width. The only
reasonable answer is that the two proportions are
one-hundred-percent environment, one-hundred-
percent heredity. They are not additive; any bit of
behavior, whatever, is fully dependent on each.
(Hebb, 1953 p. 44)

In 1942 Hebb left Queens University and rejoined
Lashley, who had become director of the Yerkes
Laboratories of Primate Biology in Florida. Al-
though his plans to interact with Lashley and ex-
plore the effects of various brain lesions on the
performance and temperament of adult chimpan-
zees did not materialize, Hebb’s experiences at the
Yerkes Laboratories were, like those at the MNI,
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pivotal for the development and impending dis-
semination of his ideas. Instead of the effects of
lesions, Hebb explored fear, anger, and other emo-
tional processes in the intact chimpanzee. He
would later say of this exposure that he ‘learned
more about human beings during that time than in
any other 5-year period of my life except the first’
(Hebb, 1980). During his time at the Yerkes, Hebb
began writing a book, The Organization of Behavior:
A Neuropsychological Theory (1949), in which he syn-
thesized different lines of research into a ‘general
theory of behavior that attempts to bridge the gap
between neurophysiology and psychology’ (p. vii).
Hebb credits ‘the weekly colloquium and the per-
sistent theoretical debate at the Yerkes Laboratories
of Primate Biology’ (p. viii) for providing an invalu-
able intellectual climate for the development and
refinement of his ideas.

Hebb returned to McGill as Professor of Psy-
chology and in 1948 was appointed chair of the
department. The book he wrote while at the Yerkes
Laboratories appeared in 1949. In the years after its
appearance the impact of The Organization of Beha-
vior was great and the influence of Hebb and his
ideas grew steadily. McGill University became a
North American mecca for scientists interested in
the brain mechanisms of behavior, and the pro-
posals put forward in Hebb’s book led to many
important discoveries and steered contemporary
psychology onto a more fruitful path.

For Hebb ‘the problem of understanding beha-
vior is the problem of understanding the total
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Figure 1. Schematic of Hebb’s ‘cell-assembly’ hypo-
thesis. ‘Arrows represent a simple “assembly” of neural
pathways or open multiple chains firing according to the
numbers on each (the pathway “1,4” fires first and
fourth, and so on), illustrating the possibility of an al-
ternating reverberation which would not extinguish
as readily as that in a simple closed circuit.” (Redrawn
from Hebb, 1949, Figure 10, p. 73.)

action of the nervous system, and vice versa’
(1949, p. xiv) and his advocacy of an interdisciplin-
ary effort to solve this neuropsychological problem
was his most general theme. Hebb’s book provided
a rallying point for those interested in the brain
mechanisms of mind, and because there was a
powerful movement in psychology to reject physio-
logical concepts (Skinner, 1938), his book marked a
turning point away from this trend. The history of
attempts to explain behavior and thought is punc-
tuated by metaphors put forward by scholars in
the hope that understanding will be illuminated
by reference to the properties of well-understood
nonbiological entities. Psychological theory, for
example, has its roots in the ‘mental chemistry’ of
the British Associationists; hydraulic concepts
figure prominently in ethological and psycho-
dynamic conceptions of motivational influences
upon behavior; and the Gestalt psychologists relied
on magnetic fields to help understand perceptual
organization. More recently, the cognitive revolu-
tion was inspired by the idea that the mind is like a
general-purpose digital computer with inputs and
outputs, storage devices, and a central processor
that performs operations one at a time. Hebb
shunned such metaphors and sought instead to
develop a theory of human and animal behavior
and thought in terms of the actual device which
produces them — the neural machinery in the brain.
In The Organization of Behavior, Hebb presented just
such a neuropsychological theory.

There were three pivotal postulates. First, the
connections between neurons increase in efficacy
in proportion to the degree of correlation between
pre- and post-synaptic activity. In Hebb’s own
words, from Chapter 4 of The Organization of Beha-
vior: ‘When an axon of cell A is near enough to excite
B and repeatedly or persistently takes part in firing
it, some growth process or metabolic change takes
place in one or both cells such that A’s efficiency, as
one of the cells firing B, is increased’ (p. 62). In
neuroscience this proposal is referred to as the
‘Hebb synapse’. Speculative and hypothetical in
1949, real examples were subsequently revealed in
long-term potentiation (Bliss and Lomo, 1973) and
kindling (Goddard et al., 1969). In cognitive science
this postulate, which is known as the ‘Hebb rule’,
provides the most basic learning algorithm for
adjusting the strength of connections between
nodes in artificial neural network models.

The second postulate is that when groups of
neurons tend to fire together they form a cell-
assembly whose activity can persist after, and serves
to represent, the original triggering event. This pro-
posal, that the joint activation of an assembly of
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cells represented a sensation or idea (see Figure 1),
foreshadowed the wide adoption of distributed
representation in models of natural and artificial
intelligence and is considered by some (Milner,
1986) to be Hebb’s most important conceptual con-
tribution.

The third postulate is that thinking is the sequen-
tial activation of sets of cell-assemblies. In the Intro-
duction to The Organization of Behavior Hebb
provides this summary of the theory that is de-
veloped in the subsequent chapters:

Any frequently repeated, particular stimulation will
lead to the slow development of a ‘cell-assembly,” a
diffuse structure comprising cells in the cortex and
diencephalon (and also, perhaps, in the basal ganglia
of the cerebrum), capable of acting briefly as a closed
system, delivering facilitation to other such systems
and usually having a specific motor facilitation. A
series of such events constitutes a ‘phase sequence” —
the thought process. Each assembly action may be
aroused by a preceding assembly, by a sensory event,
or — normally — by both. The central facilitation from
one of these activities on the next is the prototype of
‘attention.” ... The theory is evidently a form of connec-
tionism ... though it does not deal in direct connections
between afferent and efferent pathways: not an S-R
[stimulus-response] psychology, if R means muscular
response. ... It does not, further, make any single nerve
cell or pathway essential to any habit or perception.
(p. xix)

Hebb’s book was greeted enthusiastically. Oliver
Zangwill (1950) noted that Hebb has ‘made an ori-
ginal and exciting beginning’ towards a framework
for linking psychological phenomena with prin-
ciples of nervous system organization, and Fred
Attneave (1950) called it ‘the most important con-
tribution to psychological theory in recent years’.
The sheer magnitude of the contribution and the
degree of excitement Hebb’s book, ideas and lead-
ership would generate was not anticipated, nor was
the seminal role his proposals would attain.

Hebb acknowledged that his theory was specu-
lative and incomplete. Missing from the model, for
example, was neural inhibition (Milner, 1957), a
concept Hebb later incorporated (Hebb, 1959) and
to which he would attach great significance (Hebb,
1980a). At this early stage in the development of
theories linking brain and mind (neuropsycho-
logical theories) speculation was a virtue and in-
completeness a necessity. Hebb himself noted that
a primary role of our merely momentarily correct
theories is to stimulate scientific discovery and that
‘one’s only strategy is to interest intelligent people
of diverse skills, interests and knowledge, in the
problems as one sees them’ (Hebb, 1959). Hebb

was extremely fruitful in implementing this strat-
egy. Many important psychologists and behavioral
neuroscientists of the latter half of the twentieth
century trained directly with Hebb, and other
scholars who came to McGill during his era bene-
fited from their contact with him. Whole literatures
on the role of early experience in perceptual devel-
opment (Hunt, 1979), on sensory deprivation
(Zubek, 1969), self-stimulation (Olds and Milner,
1954), the stopped retinal image (Pritchard et al.,
1960), the neural basis of pain (Melzack, 1996),
synaptic modifiability (Goddard, 1980), and learn-
ing without awareness (McKelvie, 1987), were pro-
voked or fostered by Hebb’s proposals.

Hebb’s seminal ideas of 1949 are being applied
not only in neurophysiology, neuroscience, and
psychology, but also in engineering, robotics, and
computer science. In these diverse scientific litera-
tures references to Hebb, the Hebbian cell-assembly,
the Hebb synapse, and the Hebb rule increase each
year. This widespread influence is a testament to
Hebb’s scientific acumen, creativity, and courage to
put forth a foundational neuropsychological theory
of the organization of behavior. One of Hebb’s pro-
fessors at Harvard, E. G. Boring, described psych-
ology as the mid-nineteenth-century offspring of
the scientific method of physiologists and the pre-
occupation with mind of philosophers (Boring,
1950). In the mid-twentieth century, by providing
a neural implementation of the Associationists’
mental chemistry, Hebb’s ideas nurtured the
young and developing science and laid the founda-
tion for neoconnectionism which seeks to explain
cognitive processes in terms of connections be-
tween assemblies of neurons, real or artificial.

Hebb won many honors and awards and held
many positions of leadership. Among these: he was
named Fellow of the Royal Society of Canada and
of the Royal Society (London); he won the Ameri-
can Psychological Association Award for Distin-
guished Scientific Contribution; and he served as
President of the Canadian and American Psycho-
logical Associations. For the reader interested in
learning more about Hebb’s life and the evolution
of his ideas, his own articles (Hebb, 1959, 1980b)
and those by Glickman (1996), Klein (1980), and
Milner (1986) are recommended.
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Hermann von Helmholtz (1821-1894) was one of
the most productive and versatile scientists of the
nineteenth century. His experimental, theoretical,
and technical accomplishments advanced the fields
of optics, physiology of hearing and vision, episte-
mology, electrodynamics, hydrodynamics, meteor-
ology, mathematics, music, and the emerging
science of experimental psychology.

INTRODUCTION

Hermann Ludwig Ferdinand von Helmholtz was
born on 31 August 1821 in Potsdam, Prussia, the
most powerful of the states that merged to form the
German empire in 1871. His mother, Caroline Penn
Helmholtz, was a descendant of the American col-
onist William Penn and was a reserved, intelligent
and encouraging parent. His father, August Ferdi-
nand Julius Helmholtz, was a teacher of classical
languages at the Potsdam gymnasium and an ad-
mirer of the philosophies of Immanuel Kant and
Johann Gottlieb Fichte. (See Kant, Immanuel)

Helmholtz was frequently ill as a child and did
not attend school until the age of seven. Bolstered
by an intellectually stimulating home environment,
he progressed rapidly through his studies. An in-
spiring mathematics teacher ignited a lifelong
interest in physics and optics. In classes that did
not interest him, Helmholtz sometimes ignored his
assigned reading and worked on optics problems
underneath his desk.

By the age of 14 years, Helmholtz had declared
an interest in becoming a scientist, and at 17 years
old he was admitted to the Friedrich Wilhelm
Institute of Medicine and Surgery in Berlin. While
physics was Helmholtz’s preferred field, medicine
provided a route to advanced studies that his
family could afford. The institute provided full
scholarships in exchange for 8 years’ service as a
military surgeon.

Helmbholtz carried out his doctoral studies under
the direction of the great physiologist Johannes
Miiller. Despite his exhaustive knowledge of physi-
ology, Miiller was a vitalist — a person who believes
that life ultimately is directed by intangible forces
that have no physical properties. Some of Helm-
holtz’s earliest work provided evidence that these
hypothetical vital forces were, at best, irrelevant to
understanding living organisms. Helmholtz was
one of a group of gifted physiology students
who formalized their support of mechanism and
opposition to vitalism by swearing allegiance with
an oath that began, ‘No other forces than the
common physical-chemical ones are active within
the organism’.

Helmholtz earned his medical degree in 1842
with research showing that nerve fibers are
extended parts of nerve cells. In 1843 he was ap-
pointed assistant surgeon to the Royal Hussars at
Potsdam and began discharging his military obli-
gation. In his spare time he conducted studies in an
improvised laboratory. This work culminated, in
1847, in a convincing argument for one of the fun-
damental principles of modern physics: the
principle of conservation of energy.

Helmbholtz clearly possessed greater promise as a
scientist than as a military surgeon. In 1848, he was
released from his remaining 3 years of military
service to fill a teaching position in anatomy in
Berlin. A year later he was invited to become extra-
ordinary (associate) professor of physiology in
Konigsberg, now the Russian city of Kaliningrad,
on the Baltic sea. His financial security permitted
him to marry his fiancée of more than 2 years,
Olga von Velten. Her fragile health declined in
Koénigsberg, and the family was advised to move
to a warmer climate. By the time he left in 1855 to
take up the chair of physiology at Bonn, Helmholtz
had invented the ophthalmoscope (1850), com-
pleted historic work on the speed of nervous
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conduction (1850), and studied the focusing motion
of the lens of the eye (1855). He had begun his work
on color vision and his theory of unconscious infer-
ence in human perception.

In Helmholtz’s 3 years at Bonn he completed the
first volume of his comprehensive Treatise on
Physiological Optics (1856) and began to study the
physical and psychological nature of sound. An
attractive offer to become a professor of physiology
drew him to Heidelberg University. Olga Helm-
holtz’s health continued to deteriorate, and she
and Helmholtz’s father both died in 1859. Helm-
holtz found solace in his research, and then
married Anna von Mohl in 1861. His research
led to the second (1860) and third (1867) volumes
of the Treatise on Physiological Optics and, in 1863,
his landmark volume on sound and hearing, On
the Sensations of Tone as a Physiological Basis of the
Theory of Music. He devoted increasing energy to
important work in physics and mathematics and
in 1871 was appointed to the chair of physics at
Berlin, the nation’s most prestigious physics
position.

The last 23 years of Helmholtz's life were ones of
fame and undiminished scientific productivity, pri-
marily in physics. In 1882 Helmholtz was made a
member of the nobility and the traditional ‘von’
was appended to his name. The psychophysics of
Gustav Fechner attracted Helmholtz’s interest, and
he published four articles on the topic. Helmholtz
suffered a severe fall returning from America in
1893, recovered only slowly, and in June 1894
suffered a stroke. His health rapidly declined, and
he died on 8 September 1894, leaving a remarkable
body of research and interpretation to modern
science. (See Fechner, Gustav Theodor)

HELMHOLTZ ON VISION

Helmholtz’s three-volume Treatise on Physiological
Optics integrated previous work with his own stud-
ies of the physiological, sensory, and perceptual
aspects of vision. For example, he measured many
of the optical characteristics of the eye, demon-
strated how the eye focuses on different distances,
and developed a theory of visual space. He
invented the ophthalmoscope, a device still used
for visual examination of the retina. Most import-
ant, however, was his theory of color vision. (See
Color Vision, Neural Basis of; Color Perception,
Psychology of)

In 1802 Thomas Young had suggested that the
retina contains three kinds of color-sensitive recep-
tors and that the three associated ‘primary’ colors
combine in some fashion to produce the complete

range of colors that humans experience. Helm-
holtz’s 1858 elaboration of Young’s theory pro-
posed that three types of color-sensitive light
receptors in the retina give rise to experiences of
red, green, or blue—violet light when stimulated.
Each type of receptor contains a chemical that
reacts with differing sensitivity to different wave-
lengths of light, exciting neurons and sending im-
pulses to different parts of the brain. Helmholtz
used his theory to explain a variety of visual ex-
periences, including the results of mixing colors,
color blindness, and negative afterimages. While
the Young-Helmholtz theory has been modified,
elaborated and corrected, it provided the founda-
tion for the current understanding of vision.

HELMHOLTZ ON HEARING

Helmholtz made many contributions to under-
standing sound and hearing, including his explan-
ation of the phenomenon of timbre, or tonal
quality. A violin playing middle C has a timbre
different from that of a trombone playing the
same note. Helmholtz explained that the difference
is created by different patterns of overtones, or
harmonics, added to the base frequency. In typical
fashion, Helmholtz did not simply advance a
theory; he also provided inventive demonstrations.
For example, he built a series of tuning forks to
vary the intensity of different overtones and pro-
duce synthetically the timbres of various musical
instruments. His work provided early theoretical
and empirical bases for modern music and speech
synthesizers.

In addition to advances in the physics of sound,
Helmholtz made major discoveries about the anat-
omy and physiology of the ear. A portion of the
inner ear, the basilar membrane, contains thou-
sands of tiny hair cells that must be stimulated for
sound to be heard. Helmholtz proposed that the
basilar membrane vibrates, or ‘resonates’, when
placed near a sound source. The membrane is
narrow at one end and wider at the other, and
Helmholtz theorized that high-pitched sounds
cause the most resonance where the basilar mem-
brane is narrowest, while low-pitched sounds
cause the most resonance at the wide end of the
membrane. A good model of Helmholtz’s theory is
a harp, with short strings at one end and long
strings at the other. High-pitched sounds will
cause short strings to resonate, while lower-pitched
sounds will cause longer strings to resonate. As
different parts of the basilar membrane resonate,
hair cells are stimulated; impulses are sent to the
brain, and the listener hears corresponding
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frequencies of sound. The sound heard is related to
the intensity of resonance at different places on the
basilar membrane.

The greatest competition to Helmholtz’s ‘place
theory’ has come from ‘frequency theory’, which
contends that the basilar membrane vibrates as a
whole and that analysis of sounds into pitches
occurs in the brain, rather than in the ear. Both
theories only partially explain the phenomenon of
hearing. Helmholtz’s theory has been shown to be
incorrect in some details, but it set an important
foundation for later studies of hearing, such as
those by Nobel laureate Georg von Békésy.

HELMHOLTZ’S EPISTEMOLOGY

Helmholtz’s scientific achievements carried impli-
cations for epistemology, the branch of philosophy
concerned with the nature and origins of human
knowledge. Helmholtz’s interest in philosophy
was primed by his father’s devotion to Kant and
Fichte, although Helmholtz took issue with por-
tions of their writings. (See Epistemology)
Helmholtz rejected nativism, the view that
thought springs from innate sources, in favor of
empiricism, the view that thought arises from
sensory stimulation. He distinguished between
sensation (the response of the sense organs to
stimulation) and perception (the meaningful inter-
pretation of sensations). Like Kant, Helmholtz
thought that sensations are the raw material of
meaningful perception, but Kant believed that fun-
damental perceptual interpretations, such as the
location of events in space and time, and their
quantity, existence and causality, were innate.
Helmholtz contended that meanings were learned,
not innate, with the exception of causality. He
showed, for example, how space perception — one
of Kant’s innate categories — could be learned from
the focusing motions of the eyes on near and dis-
tant objects. (See Kant, Inmanuel; Space Percep-
tion, Development of; Perception: Overview)
Helmholtz was intrigued by differences between
human perception and physical reality. He studied
visual illusions, in which simple line drawings
create predictable perceptual errors. Helmholtz
was convinced that the senses do not transmit any-
thing like a miniature replica of physical reality to
the brain. Instead, the senses send ‘tokens’ or
‘signs’ of the physical world to the brain. Based
on experience, the brain unconsciously constructs
a meaningful perception from these signs. He
called this process ‘unconscious inference’. In his
Treatise on Physiological Optics Helmholtz wrote,
‘The sensations of the senses are tokens for our

consciousness, it being left to our intelligence to
learn how to comprehend their meaning.” Helm-
holtz’s description of how sensory information un-
consciously creates meaningful perceptions is
sometimes regarded as the first information pro-
cessing approach to cognition. (See Unconscious
Processes; Illusions; Information Processing)

Helmholtz thought that the introspective psych-
ology of his day was of no help in understanding
perception because perception was an unconscious
process and introspection produces reports of con-
scious experiences. As Helmholtz wrote, ‘Here we
have to do with mental activities, of which self
observation cannot give us any information at all,
whose existence can only be inferred from the
physiological investigation of the sensory organs.’
(See Introspection)

Helmholtz had an unwavering disregard for vi-
talism and the findings of many studies were
brought to bear upon it. Helmholtz’s support for
the principle of conservation of energy (1847) is an
early example. This principle, also proposed by
Julius Robert Meyer and James Prescott Joule, is
that energy may be changed from one form to
another, but it is never created or destroyed. For
example, electrical energy flowing to a light bulb is
transformed into light and heat, but the amount of
energy is unchanged. Helmholtz said that this
principle also applied to living organisms. He
argued that animals convert the chemical energy
in nutrients into an equal amount of heat and work.
Careful experiments with frog muscles showed
that heat was produced when they contracted. If
the principle of conservation of energy is true of
living organisms, then there is no role for hypothet-
ical energies that have no physical source, such as
vital forces.

Shortly after his work on the conservation of
energy, Helmholtz provided further evidence
against vitalism by measuring the velocity of a
nerve impulse (1850). Vitalists thought that the
vital forces in nerves acted immeasurably rapidly,
perhaps instantaneously. Helmholtz constructed
an apparatus that held a frog’s leg muscle and its
motor nerve. When the nerve was electrically
stimulated, the muscle contracted. The stimulus
current also started a timing device and the
muscle’s contraction stopped it. Helmholtz stimu-
lated the nerve at different distances from the
muscle and estimated the speed of nervous con-
duction from the differences in reaction time.
His average estimate was 27 meters per second.
Modern studies have altered this estimate, but the
most important outcome was to show that
nerve impulses are not instantaneous: they are
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measurable by ordinary instruments, and act on a
scale consistent with physical and chemical pro-
cesses. He carried out similar experiments with
human reaction times, concluding again that
nerve impulses are ordinary physical events, not
the product of ethereal vital forces.

Helmholtz’s commitment to the empirical study
of a remarkable array of phenomena and his cap-
acity to integrate and synthesize science and phil-
osophy mark him as one of the most important
scientists of the nineteenth century and as a seminal
figure in the history of modern psychology.
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mechanistic psychology that bridged behaviorism
and cognitive psychology.

INTRODUCTION

A leading experimental psychologist during the
second quarter of the twentieth century, Clark C.
Hull is best known for his 1943 book Principles of
Behavior, an influential exposition of learning
theory. As a behaviorist with longstanding inter-
ests in the higher mental processes, he also de-
veloped an early research program for machine
simulations of intelligent behavior, producing a
mechanistic psychology that bridged behaviorism
and cognitive psychology. A portrait of Hull
during his years at Yale is reproduced in Figure 1.
(See Animal Learning)

BACKGROUND

Hull was born in rural New York in 1884 but grew
up near Sickels, Michigan, where he attended a
one-room school and worked on the family farm.
In his youth he developed a passion for geometry,
admiring its systematic arrangement in a hierarchy
of postulates and theorems. While preparing for a
career in engineering at nearby Alma College, he
contracted poliomyelitis which left him able to
walk only with the aid of a steel leg brace of his
own design. Partly for reasons of health, and partly
in response to a reading of William James’s Prin-
ciples of Psychology, Hull soon decided on a career in
psychology. Significantly, he was attracted to the
field by the opportunities it provided for systematic
theorizing as well as for the design of mechanical
apparatus.

While completing his undergraduate degree at
the University of Michigan, Hull studied philoso-
phy under Roy Wood Sellars and psychology

under Walter Pillsbury and J. F. Shepard. To fur-
ther his interest in the psychology of reasoning, he
enrolled in Sellars’s course in logic, for which he
constructed a logic machine made of rotating metal
plates that would generate the implications of vari-
ous syllogisms. This device would prove to be the
first in a series of Hull’s mechanical simulations of
cognitive and behavioral phenomena.

Pursuing graduate work at the University of
Wisconsin, Hull studied under Joseph Jastrow
and completed his doctorate in 1918 with a disser-
tation on concept formation. This research pro-
duced Hull’s first quantitative learning curves
and evinced the methodological rigor that would
characterize his later work. Remaining at Wiscon-
sin for the next decade, he taught courses and per-
formed research in the areas of hypnosis and
aptitude testing, eventually publishing well-
received books on each of these topics. (See Con-
cept Learning)

Hull came to regard his work on hypnosis and
testing as a digression from his aim of discovering
general laws of thought and behavior, but one
aspect of his research on testing did contribute to
the development of his behaviorism. To expedite the
calculation of correlations between various tests, he
designed and built a machine that computed cor-
relation coefficients from data coded on punched
paper tapes. Completed in 1925 with support from
the National Research Council, the machine
convinced Hull that a purely physical device with
the proper arrangement of parts was capable of
carrying out operations characteristic of higher-
level mental processes. Armed with this insight,
Hull underwent a conversion to behaviorism in
the next few years, teaching seminars on it and
devoting careful study to Ivan Pavlov’s newly trans-
lated Conditioned Reflexes. As an admirer of the Brit-
ish empiricists, Hull revered Thomas Hobbes and
David Hume as the philosophical forerunners of
behaviorism, and regarded Pavlovian conditioned
reflexes as the material analogues of the empiricists’
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Figure 1. Clark L. Hull during his years at Yale Univer-
sity (Archives of the History of American Psychology, the
University of Akron).

association of ideas. (See Behaviorism, Philosoph-
ical; Hume, David; Pavlov, Ivan Petrovich)

HULL’S CONTRIBUTION TO
BEHAVIORISM

During the 1920s and 1930s, Hull blended behav-
iorist concepts with proposals for the machine
simulation of intelligent behavior to form an ambi-
tious program for a mechanistic psychology. The
study of conditioning, he felt, would provide the
basis for an experimental science of thought pro-
cesses, conceived materialistically as mental habits.
Accordingly, he enlisted the aid of several associ-
ates in designing and constructing machines that
simulated various learning processes. The first of
these was described in Science in 1929 in collabor-
ation with the chemist H. D. Baernstein. Encour-
aged by the ensuing publicity (the journalist
George Gray described the Hull-Baernstein ma-
chine as the forerunner of an entire generation of
‘thinking machines’), Hull and his colleagues pro-
duced a series of such devices during the 1930s.

Although the machines varied in internal structure
(ranging from electrochemical to purely mechan-
ical), they exhibited an impressive array of learning
phenomena, including conditioned associations,
extinction, spontaneous recovery, higher-order
conditioning, trial-and-error learning, and maze
learning. Significantly, Hull saw the need to incorp-
orate a source of behavioral variability in the ma-
chines, as well as a system of hierarchical control to
coordinate the parts and a means by which the
machines could store representations of the envir-
onment. Such features, Hull stressed, would imbue
the machines with a degree of ‘ultra-automaticity’
that would supersede the capacities of ‘ordinary,
rigid-type machines’. (See Machine Learning;
Simulation Theory; Artificial Intelligence, Phil-
osophy of; Conditioning; Knowledge Representa-
tion, Psychology of)

Although Hull was not the first to design and
build machine simulations of intelligent behavior,
he gave unusually cogent and explicit statements of
the rationale for what he later came to call the
‘robot’” approach. As early as 1926, Hull’s intellec-
tual diaries — his ‘idea books’” — contained a clear
explanation of the simulation method:

It has struck me many times of late that the human is
one of the most extraordinary machines — and yet a
machine. And it has struck me more than once that so
far as the thinking processes go, a machine could
be built which would do every essential thing that
the body does... [To] think through the essentials
of such a mechanism would probably be the best
way of analyzing out the essential requirements of
thinking... [An] automaton might be constructed on
the analogy of the nervous system which could learn
and through experience acquire a considerable degree
of intelligence.

Hull regarded the design of machines that could
exhibit intelligent behavior as equivalent to the
formulation of a theory of that behavior, an insight
that would underlie later research on computer
simulations in the field of artificial intelligence.
Viewing intelligent machines as a vindication of
materialist philosophy, he often cited them in his
rhetorical attacks on ‘subjectivists” such as the vi-
talist Hans Driesch and the Gestalt psychologist
Kurt Koffka, both of whom taught at Wisconsin
during Hull’s years there. Significantly, Hull’s
interest in machine simulations led him into inter-
actions with Nicolas Rashevsky and Warren
McCulloch, two leading architects of subsequent
developments in artificial intelligence, and his
‘robot” approach influenced Kenneth Craik, one of
the founders of British cybernetics in the 1940s. (See
McCulloch, Warren)
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Concurrent with his work on machine design,
Hull began a series of articles on behavior theory
that appeared in the journal Psychological Review
and, along with his move to Yale University in
1929, served to raise his visibility as a leading be-
haviorist. Cast in the form of deductive systems
containing postulates and empirically testable the-
orems, the ‘miniature systems’ presented in the
papers covered various forms of adaptive behavior
and introduced the concepts that became standard
explanatory devices for Hullians in the decades to
come. Among the concepts were fractional antici-
patory goal responses, habit-family hierarchies,
and pure stimulus acts. The pure stimulus acts
were hypothetical implicit responses that ran in
parallel to event sequences in the environment
and could thus function as internal ‘replicas’ of
the world, providing an organic basis of symbolic
knowledge. Hull used such concepts in his at-
tempts to account for the emergent phenomena of
knowledge, purpose, and insight. They became key
constructs for a later generation of mediational be-
haviorists, whose theorizing proved to be a bridge
between the behaviorist era and the eventual cog-
nitive revolution of the 1960s. (See Epistemology;
Animal Cognition)

As Hull repeatedly reminded his readers, the
miniature systems really amounted to exercises in
machine design. His 1936 presidential address to
the American Psychological Association presented
a theory of trial-and-error learning and concluded
with a demonstration of one of his conditioning
machines. However, this would be his last public
demonstration of such a machine, and Hull’s mech-
anistic emphasis quickly receded from public view.
The reasons for this shift are several. One important
factor was that the logical positivist philosophy
which swept through psychology in the 1930s
eschewed analogical explanations in favor of lo-
gical explanations. As a result, the apparent rigor
of Hull’s deductive theoretical systems appealed to
his psychological contemporaries, who, in contrast,
failed to grasp the significance of simulational
methods and remained largely unimpressed by
his machine simulations.

Hull’s theoretical papers of the 1930s laid the
foundation for his Principles of Behavior, which
appeared in 1943 and became the most-cited work
in experimental psychology during the following
years. Increasingly aware of the rhetorical power of
logical methods, Hull cast the book in the form of
an elaborate hypothetico-deductive system con-
taining 16 postulates and more than a hundred
corollaries and theorems. Reaction potential, the
basic measure of learned behavior, was defined in

terms of such now-familiar concepts as habit
strength, drives, and incentive; reinforcement of
stimulus—response connections was said to take
place through drive reduction. The system served
as a focal point of extended debates among learn-
ing theorists, pitting Hull against such adversaries
as Edward C. Tolman and Kurt Lewin. Although
the book contained a brief discussion of the robot
approach, the debates over learning were by this
time being framed in terms of such logical positiv-
ist concepts as postulate systems, correspondence
principles and intervening variables. (See Learning,
Psychology of; Tolman, Edward C.; Lewin, Kurt)

During the 1930s and 1940s, Hull’s preeminent
standing in American psychology was enhanced by
his position of leadership in Yale’s Institute of
Human Relations, which was well funded by the
Rockefeller Foundation during the Depression
years. Through the Institute, Hull attracted a large
number of young social scientists to pursue the
application of behavioral principles to a range of
topics in social learning, aggression, psychopath-
ology, and personality theory. Various books pro-
duced by this group — notably the 1939 classic
Frustration and Aggression — inspired much research
among later generations of Hullians. The talented
cast of collaborators who came under Hull’s influ-
ence at Yale included Daniel Berlyne, John Dollard,
Eleanor Gibson, Carl Hovland, Neal Miller, O. H.
Mowrer, Charles Osgood, Robert Sears, and Ken-
neth Spence. Among these, Spence remained par-
ticularly close to Hull, refining the Hullian system
and transmitting it to scores of doctoral students
during his productive career at the University of
Towa.

Hull had long planned to supplement the Prin-
ciples with sequel volumes on individual cognition
and social behavior, but plans for the trilogy were
never realized. When the learning theory debates of
the 1940s revealed the complexity of even the
simplest forms of adaptive behavior, he became
immersed in the details of his system, repeatedly
revising the 1943 postulates in light of anomalous
findings. His final two books, completed in the
years just before his death in 1952 of heart disease,
never achieved the scope or influence of the
Principles.

During its heyday, the prominence of Hull's
system made it a target for widespread criticism.
Some critics, notably Sigmund Koch, attacked the
system on methodological grounds for its problem-
atic handling of intervening variables and its fail-
ure to provide genuine deductions of testable
implications. Others, including B. F. Skinner, criti-
cized it for its empirical shortcomings and for its
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premature attempt at logical rigor and quantitative
precision. As the Hullian system fell from favor
during the 1960s, its leading status among behav-
iorists was usurped by Skinner’s relatively atheore-
tical tradition of operant psychology. Behaviorists
of a Hullian stripe turned to circumscribed studies
of topics in conditioning research or drifted to-
wards a more cognitively oriented mediational
behaviorism. At the same time, Hull’s earlier pro-
gram for machine simulations of intelligence
was superseded by the postwar emergence of
cybernetics, computer-based studies of artificial in-
telligence, and the information-processing perspec-
tive of cognitive psychology. (See Skinner, Burrhus
Frederic)

CONCLUSION

As a transitional figure bridging behaviorism and
cognitive psychology, Hull has received mixed
treatment from historians. Considered as an
example of behaviorist theorizing, his mechanistic
psychology has been portrayed as the grand failure
of behaviorism that allowed cognitive approaches
to gain ascendancy during the cognitive revolution
of the 1960s. Considered as a program for machine
simulations of cognitive processes, his mechanistic
psychology has also been viewed as a significant
precursor to the work on artificial intelligence
which had a central role in furthering that revolu-
tion. Taken as a whole, however, Hull's work

stands as a notable, if sometimes flawed, effort to
bring the study of mental life under the canopy of
natural science and materialist philosophy. (See
Materialism)
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INTRODUCTION

David Hume (1711-1776) was the last of the three
great British empiricist philosophers of the late
seventeenth and early eighteenth centuries, a Scot
following an Englishman (John Locke, 1637-1704)
and an Irishman (George Berkeley, 1685-1753). He
developed and pushed to its limit the thesis ad-
vanced by his two predecessors that sense experi-
ence is the only source of the contents of the mind
and that all our beliefs and whatever knowledge
we may possess must thus be traceable to it. In
doing so, he deployed arguments that seem to
lead to skepticism concerning many things we nor-
mally take ourselves to know, though it can be also
argued that he intended merely to show that our
commonsense knowledge cannot, and need not, be
based on the metaphysical claims of philosophers,
especially not of rationalist ones.

In his best-known philosophical work, A Treatise
of Human Nature, he announces himself as engaged
in developing a ‘science of man’ on the model of
Newton’s science of matter, in which we would,
through careful observation of our own and others’
cognitive behavior, discover the fundamental prop-
erties and activities of the human mind: a pre-
requisite of understanding anything else. In its
aims, in the questions it addresses, and even in
some of its results, Hume’s science looks forward
to modern cognitive science.

HUME’S LIFE

David Hume was born in Edinburgh in 1711. His
family had a small estate in the Borders, and Hume

spent most of his early life there. He received little
formal education, following his passion for reading
and learning on his own, clear in his ambition to be
a ‘scholar and philosopher’. After some half-
hearted attempts at a more practical career in the
law and in commerce, Hume spent three years
living modestly in France while writing the Treatise,
a work he had been planning since his late teens. It
was published when he was 28 years old, and met
with little success. A more cautious and more
accessible recasting of its doctrines in the two En-
quiries (An Enquiry Concerning Human Understand-
ing and An Enquiry Concerning the Principles of
Morals) fared better; but it was only later, with the
appearance of his Essays, Moral and Political, that
Hume began to achieve that literary fame which he
described in his brief and remarkably candid My
Own Life as ‘'my ruling passion’. These essays
earned him European fame and the correspond-
ence of some of the leading intellects on the
Continent. They also earned him financial inde-
pendence. This was buttressed by his service from
time to time in various military and diplomatic
missions, both before and after the publication of
his History of Great Britain, which, while controver-
sial, cemented his reputation as a writer. He was
able to retire to Edinburgh in comfort for the last
half dozen years of his life, dying peacefully in
1776.

CENTRAL PHILOSOPHICAL VIEWS

In his own time and until recently, Hume’s philoso-
phy was seen as essentially, sometimes exclusively,
skeptical. It was thought to consist in a string of
arguments designed to show the impossibility of
knowledge — indeed, even of reasonable belief —
about many of the things that our commonsense
view of the world takes for granted. According to
commonsense, there is a world of bodies outside,
and independent of, our minds — bodies that stand
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in causal relations to one another, which we can
discover through reason or experience. Thus we
can predict their behavior, at least to some extent,
giving us reason to act in one way rather than
another. How we act matters, both practically and
morally. We are cognizers, enduring subjects to
whom knowledge or belief can be attributed, and
agents who can be judged for their actions. Hume’s
famous discussions of external existence, of neces-
sary connection, of personal identity, of the pas-
sions, and of morals, seemed to deny that our
ordinary beliefs about any of these things could
be supported by either reason or experience.
In fact, no belief has any more warrant than
any other, and we adopt the ones we do from
‘habit’ — from unexplainable and irresistible natural
inclination.

Many readers of Hume today reject this picture
of Hume’s philosophy as at least misleading and
oversimplified, if not distorting. They are more
inclined to take Hume at his word when he de-
clares in the introduction to the Treatise that he
is pursuing a scientific goal, that of creating a
new ‘science of man’ by ‘introducing the experi-
mental method into moral subjects’. As part of
this project, he finds it necessary to attack the pre-
tensions of philosophy, including its claim to
be able to provide rational justifications of our
commonsense beliefs. The skeptical arguments
are Hume’s way of reducing these pretended
philosophical justifications to absurdity, thereby
clearing the ground for a descriptive science of
the workings of our cognitive and affective capaci-
ties. Hume the skeptic thus gives way to Hume the
naturalist.

Hume’s ‘skeptical” arguments may also be seen
in a different light in the context of his lifelong
campaign against ‘enthusiasm’, the vehement and
dogmatic adherence to religious doctrines, many of
them underpinned by metaphysical speculation. In
showing the absurdity of the latter, Hume hoped to
draw the sting of religious and political extremism,
whose dangers he saw both in history and in the
politics of his own day. Far from being a threat to
common sense, then, these skeptical arguments
were deployed by Hume on its behalf.

VIEWS ON MIND, COGNITION, AND
LANGUAGE

Mind

The philosophical and religious notion that there is
a single and simple entity that is one’s mind (soul),

which endures unchanged amid the flux of one’s
thoughts and is the thinker of those thoughts, is,
Hume maintains, a fiction, impossible to defend on
either rational or empirical grounds. Instead, the
mind be seen as the sum of its contents: just as a
commonwealth is nothing over and above its con-
stituent parts, so the mind is nothing but ‘a bundle
of perceptions’. Its identity, like that of a common-
wealth, resides in its structure and its functional
organization. It is governed by natural propensities
that it cannot resist, except in infrequent and brief
intervals of philosophical reflection, and then only
in theory, not in practice.

Cognition

Hume maintains that all our concepts (‘ideas’) are
derived, directly or indirectly, from sensation
(“impressions’), outer or inner. We form our beliefs
as a function of the strength of our impressions: as
an idea approaches an impression in ‘vivacity’,
‘liveliness’, or ‘force’, it becomes a belief. Thinking
consists in a transition from one idea to another.
This transition, contrary to philosophical myth, is a
matter of natural propensities, not of reflective,
rational calculation. It is governed by three ‘prin-
ciples of association’: resemblence, contiguity, and
cause and effect.

In thinking of something, we naturally think of
other things that it resembles (as a picture resem-
bles its subject), adjoins (as my garden adjoins my
house), or causes or is caused by (as drinking is
caused by thirst or as heat causes ice to melt). Such
transitions are the only three kinds of inference that
can lead to belief, the last being by far the most
important, as it is the only one by which ‘the
mind can go beyond what is immediately present
to the senses ... to discover the real existence or the
relations of objects’.

However, causal inference is based only on the
expectations generated by our experience of the
‘constant conjunction’ of two events, experience
that contains no grounds for positing a necessary
connection between the two of the sort that phil-
osophers postulate. Thus no demonstration of a
causal relation is possible, and our confidence in
our causal beliefs and the predictions we must
base on them to survive is not justifiable by ra-
tional argument: ‘belief is more properly an act of
the sensitive, rather than of the cogitative part of
our natures’. So is our belief in the existence of
bodies, which ‘we must take for granted in all
our reasonings’, even if we cannot justify it by
argument.
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Language

Hume has little to say about language as a distinct
cognitive faculty. He has a theory of meaning,
according to which the meaningfulness of a word
depends on its standing for an idea with appro-
priate empiricist credentials. (What counts as
appropriate is a matter of considerable contro-
versy.) His chief concern is to press home Berke-
ley’s earlier criticism of Locke’s theory of abstract
ideas, that the meaningfulness of a general term,
such as ‘triangle’, does not depend on there being a
general idea of a triangle, one that is not of a par-
ticular triangle, of some specific sort. Given that for
Hume, as for most philosophers of the early
modern period, thinking and reasoning involve
the linking together of ideas, not of words, this
relative neglect of language is not surprising.

RESPONSES TO HUME

Hume’s influence has been immense. Beginning
with Thomas Reid’s defense of common sense
against the threat of Humean skepticism and
Immanuel Kant’s heroic attempt to confront
Hume’s challenge regarding the possibility of
genuine causal knowledge, every philosopher
since his time has realized that his skeptical argu-
ments have to be faced one way or another:
answered, circumvented, or reinterpreted. They
have continued to be recognized as among the
most penetrating investigations into the fundamen-
tal questions about the mind.

There is, however, little agreement about the out-
come of those investigations. Hume is the most
crystalline of writers, one of the greatest stylists in
the English language. Yet the upshot of his discus-
sions is often unclear. (The early twentieth-century
philosopher and mathematician, Alfred North
Whitehead, aptly remarked on Hume’s ‘local clar-
ity and global obscurity’.) Is he a skeptic or a nat-
uralist? Can one be both? Is he serious about a
Newtonian science of the mind? Or does he really
believe that reason ‘is, and ought to be, a slave of
the passions” and that all beliefs are equally unjus-
tified? Which of his claims and arguments are to be
taken at face value? Can they be somehow reinter-
preted to make a coherent whole?

RELEVANCE OF HUME’S WORK TO
COGNITIVE SCIENCE

Hume’s announcement of a new science of the
mind seems to be an anticipation of modern cogni-

tive science, in its scope, ambitions, and methods.
‘There is no question of importance, whose deci-
sion is not compriz’d in the science of man.” Rather
than philosophizing about what the mind must be
like a priori, the new science will be based on ‘ex-
perience and observation’.

Even more interestingly, Hume’s detailed de-
scriptions of the mental operations and processes
that generate our concepts and beliefs and explain
the transitions among the latter sound remarkably
modern. He takes the objects on which these oper-
ations and processes work to be representations
(“ideas’) and has a theory about their semantics.
He insists that many of the operations and pro-
cesses in question are non-reflective, non-con-
scious, and non-optional — in modern parlance,
sub-doxastic and modular (‘cognitively impene-
trable’, and ‘informationally encapsulated’). He is
acutely aware of the difficulties involved in saying
anything sensible about the ownership of the
representations and the agent of the cognitive op-
erations and processes in which they figure — the
modern ‘problem of the homunculus’. In spite of
his denial of the possibility of a philosophical justi-
fication of causal or of inductive inferences, he
gives us both a descriptive and a normative theory
of them, an insightful description of how we make
them, and a set of rules for making them well. On
all these matters, and on many others, he is en-
gaging with the deepest and most difficult ques-
tions about the mind, and he gives answers that
still command our interest and respect.
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BIOGRAPHY

Roman Jakobson was born on 11 October 1896, in
Moscow, and died on 18 July 1982, in Boston. He
studied at the Lazarev Institute of Oriental Lan-
guages and the University of Moscow (1918).
During his student years he was active in the
Moscow Linguistic Circle (founded in 1915). After
teaching briefly at the Higher School of Drama, he
moved to Czechoslovakia (1920), where he con-
tinued his studies and obtained his doctoral degree
(Charles University, 1930). While in Prague, he was
a member of the Prague Linguistic Circle (founded
in 1926), collaborating for about 10 years with its
leading member N. Trubetzkoy (whom he had al-
ready met in 1914). In 1933 he was appointed as
docent at the Masaryk University in Brno, and held
the chair in Russian philology and Old Czech lit-
erature there from 1937 until he was forced to leave
by the German invasion in the spring of 1939. He
went first to Scandinavia (1939-1941), and then to
the United States. From 1942 to 1946 he taught at
the Ecole Libre des Hautes Etudes in New York; in
1943 he started teaching at Columbia University,
and in 1949 he received a professorial chair at
Harvard University in Cambridge, Massachusetts
(1949-1966). After 1957 he was also Institute Pro-
fessor at the Massachusetts Institute of Technology
(1957-1982).

In an essay published in the first volume of his
Selected Writings, he describes the intellectual at-
mosphere at Moscow University during his years
there as student. Already during his freshman year,
his interests were broader than those of his teachers
— representatives of what he characterizes as
the orthodox Moscow linguistic school. The first
stimulus for the study of modern phonology came
from the 1912 monograph on Russian vowels by

L.V. S¢erba, which introduced him to the concept of
the phoneme. Somewhat later he learned about the
work of Ferdinand de Saussure. During these
years, students of psychology and linguistics at
Moscow University were passionately discussing
the philosophical concepts of the signatum (that
what is signified) and the denotatum (that what is
referred to), and learned to assign linguistic con-
tents to the terms, first to the signatum, and then to
its counterpart — the signans (the signifier — that
which is performing the signifying).

In that autobiographical essay, Jakobson empha-
sizes the influence of the turbulent artistic move-
ments of the early twentieth century on the changes
in thinking about linguistics, singling out in par-
ticular the pictorial theory and practice of cubism,
in which everything was based on relationships. In
a later presentation he put it more categorically:
‘There is an inventory of simple relations common
to all tongues of the world.”

Jakobson was also inspired by the Russian poet
Velimir Xlebnikov, who played with minimal pairs
in his poetry in verses such as ‘/v,idil vid,il v’os,in
vos,in,/’ (videl vydel vesen v osen), where the initial
consonants differ only by presence and absence of
palatalization. Xlebnikov’s search for the ‘infinitesi-
mals of the poetic word’ prompted an intuitive grasp
of what were to be called some decades later the
ultimate phonemic units — distinctive features.

JAKOBSON'’S LINGUISTIC CAREER:
CONTRIBUTIONS TO PHONOLOGICAL
THEORY

Jakobson started his linguistic career as a philolo-
gist, studying language history, including the
historical study of literary texts. His doctoral dis-
sertation dealt with the metrics of the South Slavic
epic. While his literary interests continued into his
later years, he gravitated more and more to the
study of language, first of all Russian. But the
study of specific languages was always illuminated
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by insights derived from his developing linguistic
theories, and he continued to search for linguistic
universals in the structure of specific languages
with which he was working.

The two concepts with which Jakobson will
always be associated are distinctive features and
binarism. Distinctive features — contrastive charac-
teristics of sounds — are a concept that was under
lively discussion in the Prague Linguistic Circle, of
which Jakobson was an active member during his
stay in Czechoslovakia. Phonemes — speech sounds
that are associated with differences in meaning —
were redefined as bundles of distinctive features.
The first public presentation of the theory took
place at the First International Congress of Lin-
guists at The Hague in 1928. The paper was written
by Jakobson in October 1927 in response to a ques-
tion presented by the organizing committee of the
congress; it was later approved and countersigned
by S. Karcevski and N. Trubetzkoy, distributed to
members of the congress in 1928, and published (in
1930) in the Actes du 1 Congres International de
Linguistes du 10-15 avril, 1928. The theory was elab-
orated and defended in a series of publications by
Jakobson and Trubetzkoy, and it has been
expanded, refined — and criticized — by many lin-
guists ever since.

Jakobson’s system differs from that of Trubetz-
koy in several respects, of which the most signifi-
cant for future linguistic theorization was his
introduction of the principle of binarism. This
means that every opposition consisted of two pos-
sible states or poles: presence or absence of a sound
characteristic, or choice between two (and
only two) possible characteristics. Jakobson pre-
sented the first arguments in this respect in 1938,
in a communication to the Third International Con-
gress of Phonetic Sciences in Ghent.

In the distinctive features theory, the universal
set of speech sounds is organized according to a set
of characteristics specifying place of articulation
and/or manner of articulation. These characteris-
tics — labeled features — were first described in
articulatory terms, such as dental-labial, or
voiced—voiceless. In a significant collaboration
with the physicist Gunnar Fant, the features were
assigned acoustic characteristics. In later studies,
distinctive features have been related to human
speech production and perception mechanisms.
Distinctive features have become the basis of
much of generative phonology (e.g. Chomsky and
Halle 1968, and many later publications). Likewise,
the notion that linguistic oppositions are binary has
become almost an axiom in much of linguistic
theory.

CONTRIBUTIONS TO OTHER
SUBFIELDS OF LINGUISTICS

Jakobson’s significance in the development of lin-
guistic theory is by no means limited to his contri-
butions to phonological theory. He was one of the
first to look at language acquisition and loss from
the point of view of what these two processes can
reveal about the structure of language. In studying
linguistic universals, he came to suggest that what
he called the inventory of simple relations common
to all tongues of the world pertained both to the
early acquisition of children’s language and to
the most stable verbal properties in those types of
aphasic regress which display a mirror picture of
infants” development.

His continuing interest in the structure of Rus-
sian included the phonetics and phonology of
Russian, historical morphology of Russian, dialect-
ology of Russian, and even the Russian spelling
system; of particular significance for grammatical
theory are his studies of Russian morphology.

His interests in language typology led to obser-
vations of areal convergences — the development of
Sprachbiinde — areas where language contact has led
to the emergence of typological similarities be-
tween unrelated languages. All through his life he
maintained an interest in metrics and continued to
make major contributions in this area.

As a Slavic philologist, he continued his investi-
gations of Slavic epic poetry. He also published
extensively in folklore and comparative myth-
ology, especially the mythology of Slavic peoples.
To quote Robert Austerlitz:

Jakobson’s contributions to linguistics should be
viewed in the context of his interest and work in folk-
loristic, ritual, and literary texts: here he pursues both
overt and subliminal messages with all the tools in his
arsenal. This is where his most striking and innovative
contributions to the study of the human instrument for
communication lie. The inscription on his tombstone —
russkij filolog — is therefore justified.

Jakobson was also a charismatic teacher. An entire
generation of American Slavists was inspired and
trained by him, as well as numerous general lin-
guists. A Supplement to Volume XXVII of the Inter-
national Journal of Slavic Linguistics and Poetics
(1983), edited by Morris Halle, contains articles by
nine scholars, offering appraisals on Jakobson’s
contributions to the various branches of linguistic
science, and constitutes a fitting memorial to the
scholar and teacher. But his influence reached
across disciplines to such scholars as the anthro-
pologist Claude Levi-Strauss, who was introduced
to structural linguistics through Jakobson’s work.
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Jakobson discovered new and illuminating aspects
in whatever linguistic problem he approached, and
his creativity was matched by his productivity: the
complete bibliography of his writings comprises 98
pages. Jakobson was one of the true intellectual
giants of the twentieth century.
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Immanuel Kant (1724—1804) has had an enormous
influence on cognitive research: the dominant
model of the mind in contemporary cognitive Sci-
ence is thoroughly Kantian. Nonetheless, some
of his most distinctive ideas have played little role
in it.

INTRODUCTION

Immanuel Kant may be the single most influential
figure in the history of cognitive research before the
twentieth century, indeed the intellectual grand-
father of cognitive science. Kant held that cognition
requires application of concepts as well as sensory
input, and that synthesis and mental unity are cen-
tral to cognition. He advanced a functionalist
model of the mind almost 200 years before func-
tionalism was articulated, and he had some highly
original things to say about self-consciousness.
However, while much of contemporary cognitive
science is Kantian, there remain many ideas from
Kant’s model of the mind which cognitive science
has not assimilated.

KANT’S LIFE

Kant was the last great thinker of the German
Enlightenment. He focused on the human individ-
ual (rather than, say, society). Though said to be
one-quarter Scottish (some think that ‘Kant’ is a
Germanization of ‘Candt’), Kant lived his whole
life in Konigsberg (now Kaliningrad) just south of
Lithuania. His father was a saddle maker. He was
devoutly religious but hostile to many conven-
tional religious observances. By the time of his
death, he had served some terms as Rector of
the University of Konigsberg and effectively
the official philosopher of the German-speaking
world.

Kant’s most famous work is the Critique of Pure
Reason of 1781 and 1787 (two editions). He was
already 57 when he wrote the first edition, yet he

went on to write the Critique of Practical Reason
(1788) on moral reasoning, the Critique of Judgement
(1790) — a work devoted to a number of topics
including reasoning about ends, the nature of judg-
ment, and aesthetics — and books on natural sci-
ence, cosmology, history, geography, logic and
anthropology. From the point of view of cognitive
science, his two most important works are the Cri-
tique of Pure Reason and a small book composed
from lecture notes late in his life, Anthropology
From a Pragmatic Point of View (1798).

MAIN PHILOSOPHICAL VIEWS

Kant started out as a conventional rationalist. Then,
memories of reading David Hume ‘interrupted my
dogmatic slumbers’, as he put it. He called the
new approach ‘critical philosophy’. Critical phil-
osophy asks the question: what must we be like
to experience as we do? Kant’s answer provided
the framework for most subsequent cognitive
research.

Philosophy of mind and knowledge were by no
means the only areas in which Kant made seminal
contributions. He founded physical geometry. His
work on social ethics is the basis for modern liberal
democratic theory. His deontological approach to
the justification of ethical beliefs put ethics on a
new footing, and remains influential. He taught
metaphysics, ethics, physical geometry, logic,
mechanics, theoretical physics, algebra, calculus,
trigonometry, and history.

Kant aimed to do two principal things in the
Critique of Pure Reason: to justify our conviction
that physics, like mathematics, is a body of neces-
sary and universal truth; and to insulate religion,
including belief in immortality, and free will from
the corrosive effects of this same science. Kant had
not the slightest doubt that ‘God, freedom and
immortality” exist, but feared that if science is rele-
vant to their existence it will show them not to exist.
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Fortunately, as he saw it, science is quite irrelevant
to the question of their existence.

MODEL OF THE MIND

It was the pursuit of the aim of putting physics on a
secure footing that led Kant to his views about how
the mind works. He approached the foundations of
physics by asking: what are the necessary condi-
tions of experience? Put simply, he held that for our
experience, and therefore our minds, to be as they
are, our experience must be tied together in the way
physics says it is. But this also tells us a lot about
what our minds must be like. As we will see, his
attempt to insulate religion from science led him to
some very original views about our awareness of
ourselves.

Interestingly, Kant held that psychology (by
which he meant the introspective study of the
mind) could never be a science. Once, after saying
that chemistry would never be a science, he went
on, ‘the empirical doctrine of the soul...must
remain even further removed than chemistry from
the rank of what may be called a natural science
proper’. Kant thought we should study the mind by
thinking through what the mind must be like and
what capacities it must have to represent things
as it does. This is his famous ‘transcendental
method’; as we will see, despite its nonempirical
roots, it has become an essential method of cogni-
tive science.

Kant made a number of substantive claims about
the mind. The most famous is his claim that repre-
sentation requires concepts as well as percepts; that
is, rule-guided acts of cognition as well as signals of
the senses. As he put it, ‘concepts without intu-
itions are empty, intuitions without concepts are
blind’. In more contemporary terms, the claim is
that to discriminate anything from anything else,
we need information; but for information to be of
any use to us, we must also be able to organize
information.

Kant held that to organize information requires
two kinds of synthesis. The first ties the raw mater-
ial of sensible experience together into objects. In
terms of contemporary binding theory, colors,
lines, shapes, textures, etc., are represented in
widely dispersed areas of the brain. These dis-
persed representations have to be brought into re-
lation to one another and integrated into a
representation of a single object.

The second kind of synthesis ties these individ-
ual representations together into what might be
called “global representations’, in such a way that
to be aware of any of the representations thus tied

together is to be aware of some of the others, too,
and of the group of them as a single group. Kant
thought that the capacity to form global representa-
tions is essential to both the kind of cognition that
we have and the kind of consciousness that we
have.

Though by no means all global representations
are conscious (Kant is widely misunderstood on
this point), the unity found in them is also a feature
of consciousness, one that greatly interested Kant.
In his view, unified global representations are the
result of unifying acts of synthesis, and it takes a
unified consciousness to perform such acts.

In addition to what he said about consciousness
in general, Kant made some original claims about
consciousness of self. These claims arose in the
course of his attempt to insulate immortality (and
God and free will) from the attacks of science. His
rationalist predecessors thought that they could
prove that the mind is substantial, and simple
(without parts), and that it persists in a special
way. This opened the door to a proof of immortal-
ity. Descartes, Leibniz, and Reid all took this
approach. However, if arguments and evidence
are relevant to determining the existence of immor-
tality at all, then argument and evidence could also
show it not to exist. For Kant, the best hope was to
insulate such matters from argument and evidence
entirely. That way, conclusions could be accepted
on the basis of faith (and Kant did so accept them)
without being at risk from science. Kant thought
that introspection provides strong prima facie
counterevidence to his anti-intellectual conclusions
about what we can know about the nature of the
mind. In introspection, one does appear to be sub-
stantial, simple and persisting, just as rational
psychology says (‘rational psychology” was Kant’s
name for these views). It was incumbent upon Kant
to show that introspection gives us nothing of the
sort.

In the course of his attack on introspection, Kant
made a number of claims. He distinguished two
quite different kinds of self-awareness, awareness
of one’s states and awareness of oneself as the
subject of these states. He claimed that the cogni-
tive and semantic machinery used to obtain aware-
ness of self as subject is unusual. In it, we ‘denote’
but do not ‘represent’ ourselves. In other words, we
designate ourselves without noting ‘any quality
whatsoever’ in ourselves. He argued that the rep-
resentational basis of awareness of self as subject is
not a special experience of self but any experience
of anything whatsoever. When one is aware of
oneself as subject, he claimed, one is aware of one-
self in a way that is not awareness of features of
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oneself, a way in which ‘nothing manifold is given’.
Finally, he asserted that when we are aware of
ourselves as subject, we are aware of ourselves as
the ‘single common subject’ of a number of repre-
sentations.

Kant’s conception of the mind is an early
example of functionalism. To model the mind, we
must model what it does and can do, that is to say,
its functions.

KANT’S INFLUENCE

The influence of Kant was enormous even in his
own time. When he died, he was the dominant
philosopher throughout the German-speaking
world. His ideas had a major influence on empirical
students of the mind in the nineteenth century. His
influence waned during the heyday of behavior-
ism, but increased again with the revolution in
cognitive science of the 1960s and 1970s, though
this time the influence was indirect and not widely
acknowledged.

KANT AND COGNITIVE SCIENCE

Kant influenced cognitive science via nineteenth-
century cognitive researchers, Herbart and Helm-
holtz in particular. These figures are rightly
regarded as the precursors of contemporary cogni-
tive research, but it is seldom realized that they
both regarded themselves as Kantians. Some of
Kant’s doctrines are built into the very foundations
of cognitive science.

The first of these is the transcendental method.
Transcendental arguments attempt to infer the con-
ditions necessary for some phenomenon to occur.
Translated into contemporary terms, this has
become the method of postulating unobservable
mental mechanisms in order to arrive at the best
explanation of observed behavior. This approach
completely supplanted introspection and rational
inference from concepts, the two dominant
methods of studying the mind before Kant, and
is now the most important method of cognitive
science.

Secondly, the doctrine that most representation
requires concepts as well as percepts has become as
orthodox in cognitive science as it was central to
Kant.

Thirdly, the functionalist conception of the mind,
and the claim that we can model cognitive function
without knowing very much about the underlying
structure, derive from Kant. Kant even shared
functionalism’s lack of enthusiasm for introspec-
tion. Indeed, he went further than contemporary

functionalists in one respect: he thought that we
could know nothing about the underlying struc-
ture, an application of his general doctrine that
we can know nothing about anything as it is in
itself.

Interestingly, other ideas equally central to Kant
have been largely ignored in cognitive science.
Recall Kant’s claim that cognition requires two
kinds of synthesis. The first kind of synthesis is
widely studied in the form of binding. Indeed,
one model, Anne Treisman’s three-stage model, is
very similar to Kant’s. According to Treisman,
object recognition proceeds in three stages: feature
detection, location of features on a map of locations,
and integration and identification of objects under
concepts. This is similar to Kant’s three-stage
model of apprehension of features, association of
features in something like clusters (Kant called
this stage ‘reproduction’), and recognition of these
‘clusters’ as objects falling under concepts. How-
ever, Kant’s second kind of synthesis, the activity
of tying multiple representations together into a
global representation, has received little attention.

The same was true until recently of Kant’s doc-
trine of the unity of consciousness. In Kant’s view,
unity in representation requires unity in the thing
doing the representing. Indeed, the whole topic of
mental unity has been neglected in cognitive sci-
ence until recently.

Finally, Kant’s views on consciousness of self
have played little role in cognitive science. Kant
did not consider consciousness of self to be essen-
tial to all forms of unified cognition, but he made a
number of penetrating discoveries about it. Some
closely related ideas have now reappeared in the
philosophy of language.

Thus, while, the dominant model of the mind in
contemporary cognitive science is Kantian, some of
his most distinctive ideas have not yet been taken
up. This article has discussed only a few of Kant’s
ideas about cognition. He also had a complex
model of representation in space and time, and
strong views on what we can and cannot know.
Many philosophers now have serious doubts
about these, and they have not played a significant
role in cognitive science.
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Wolfgang Koéhler (1887-1967) was a German—
American Gestalt psychologist. He conducted sem-
inal research into insight, and believed that
psychology should model itself after field physics.

INTRODUCTION

Wolfgang Kohler was born in Reval, Estonia, in
1887. He attended the universities of Tiibigen,
Bonn, and Berlin, and was awarded a PhD in 1909
by Berlin for a dissertation on psychoacoustics
under the direction of Carl Stumpf. At Berlin
Kohler also studied with the Nobel laureate physi-
cist Max Planck, whose quantum field physics
would profoundly influence Kohler’s ideas about
the relationship between conscious experience and
brain processes.

While working as an assistant at the Psycho-
logical Institute in Frankfurt am Main, Kohler col-
laborated with Max Wertheimer and Kurt Koffka
on investigations of apparent movement: the phi
phenomenon. Wertheimer’s publication of their
findings in 1912 marks the beginning of the
Gestalt psychology movement. Kohler, along with
Wertheimer and Koffka, would later be recognized
as a leader of this movement.

INSIGHT RESEARCH

In 1913, KShler was appointed as director of the
Prussian Academy of Sciences Anthropoid Station
at Tenerife in the Canary Islands. After the onset of
the First World War, he was stranded at Tenerife,
and was unable to return to Germany until 1920.
This enforced isolation proved to be fortuitous,
because it enabled him to conduct ingenious inves-
tigations of animal problem-solving which would
earn him international recognition.

Prior to Kohler, researchers in the field of animal
learning had stressed the gradual and mechanical
formation of connections between stimuli and

responses following reinforcement of ‘correct’
responses. Their investigations were based on the
view that animals reproduce learned responses
according to their previous experiences and
rewards. Kohler’s research, which was reported in
his 1917 book The Mentality of Apes, led him to reject
this interpretation. He found that chimpanzees
could utilize simple objects to solve problems, and
this suggested to him that animals could learn by
perceiving relationships.

Kohler observed that chimpanzees were able to
learn to manipulate boxes and bamboo poles and
sticks in order to reach fruit that had been placed
beyond their grasp. For example, some of Khler’s
chimpanzees were able to obtain fruit placed at the
top of their cages by building three-box towers.
Sultan, Kohler’s favorite chimpanzee, would
achieve fame in the psychological literature for his
ability to insert a small hollow rod into a larger
hollow rod in order to create a stick long enough
to reach fruit that had been placed outside his cage.
Such intelligent solutions, which Kéhler termed
‘insight’, were characterized by the sudden emer-
gence of the correct response following a period
during which the animal would often quietly stare
at the objects and apparently ‘think’ about the
problem.

Kohler’s analysis of the nature and significance
of insight was criticized for ignoring the role of
previous learning. In fact, Kohler did not deny the
importance of experience, but contended that what
is vital is how experience is integrated with the
features of the current situation. Kohler’s analysis
was also criticized because it seemed to imply the
existence of a ‘mysterious’ inner agent responsible
for solving problems. Kohler, however, emphatic-
ally denied that his analysis required the assump-
tion of an inner problem-solving agent. He would
later claim that his introduction of the term “insight’
was meant to be a description, rather than an ex-
planation, of intelligent problem-solving behavior.
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While at Tenerife, Kdhler also investigated dis-
crimination learning. He found that chimpanzees
and chickens could learn consistently to choose the
darker of two stimuli. Kéhler concluded that both
insight and discrimination tasks involve relational
learning. (See Animal Learning)

PSYCHOPHYSICAL ISOMORPHISM

The concept of psychophysical isomorphism re-
flects Kohler’s belief that psychology should be
based on models derived from physics. Werthei-
mer had already used this concept in discussions of
the phi phenomenon, but it assumed a more prom-
inent role for Kohler. He pointed out that field
physics described natural systems as organized
functional wholes dependent on the relations
among local conditions but not derived from the
separate actions of parts. Such systems tend
towards a dynamic equilibrium characterized by
both regularity and simplicity and governed
by laws of self-distribution, such as those
governing the forces maintaining the shape of a
soap bubble.

Kohler hypothesized that self-distribution prin-
ciples should also regulate consciousness and brain
activity. The theory of psychophysical isomorph-
ism posits a one-to-one correspondence between
the spatial and temporal organizations of conscious
experience and cerebral electrical patterns. How-
ever, it does not predict a literal structural or quan-
titative identity between the psychological and
neurological realms. For example, the perception
of a square enclosing a circle should be correlated
with a pattern of brain currents that follows the
general organization of this relationship, without,
however, reproducing it geometrically. In this re-
spect, the relationship that Kohler proposed be-
tween the electrical activity of the brain and
conscious experience has been compared to the
relationship between a map and the actual city
that it represents.

Much later, Kéhler was to explore psychophys-
ical isomorphism by examining the relationships
between cortical patterns of excitation and figural
aftereffects in vision. The results of these investi-
gations appeared to support the theory of psycho-
physical isomorphism. However, when the
physiological psychologist Karl Lashley subjected
psychophysical isomorphism to further investiga-
tion by laying strips of metal foil on the surface of
the visual cortex of monkeys, he found no visual
disturbances in the monkeys even though the
visual cortical fields were disrupted. These results
were widely interpreted as a refutation of

psychophysical isomorphism. Gestalt psycholo-
gists would later attempt to demonstrate how psy-
chophysical isomorphism could be applied to
thinking and perception, but their efforts were
largely ignored because of these negative findings.
(See Object Perception, Neural Basis of; Vision:
Form Perception; Reasoning and Thinking,
Neural Basis of)

KOHLER AND AMERICAN
PSYCHOLOGY

In 1922, Kéhler was appointed Professor of Psych-
ology and Director of the Psychological Institute at
the University of Berlin. He was a visiting professor
at Clark University in the United States from 1925
to 1926. While at Clark, he delivered a series of
lectures that presented his chimpanzee research as
well as general Gestalt organizational principles.
These lectures were subsequently published,
along with those of his contemporary and rival
John B. Watson, in a volume entitled Psychologies
of 1925.

Kohler’s increased familiarity with American
psychology, especially Watsonian behaviorism,
was reflected in his 1929 book Gestalt Psychology.
This book is widely considered to be the standard
exposition of such Gestalt concepts as insight, part—
whole relationships, psychophysical isomorphism,
and the nature of phenomenological experience.
Employing a model strongly influenced by quan-
tum field physics, Kohler proposed parallel struc-
tural organizations in consciousness, the nervous
system, and the physical environment. In this
framework, everyday conscious experience illu-
minates the nature of the myriad relationships
between the psychological and physical realms.
Kohler was very critical of behaviorism’s reduc-
tionistic methods and rejection of consciousness.
He insisted that the phenomenal, everyday world
of consciousness must be the starting point for all
scientific investigation.

Although Gestalt Psychology was very influential,
its partisan tone, and especially its severe critique of
behaviorism, offended some American psycholo-
gists and created the unfortunate impression that
Kohler’s program was largely negative in nature.

In spite of these reservations Kohler attained
wide recognition in American psychological circles
for the originality and significance of his achieve-
ments. Harvard University invited him to deliver
the 1934-1935 William James Lectures. These lec-
tures provided the basis for the volume The Place of
Values in a World of Facts, which presented a view of
knowledge that integrated psychology, physical
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science, and the philosophy of values. Kéhler pro-
posed that the experience of ‘rightness’” and
‘wrongness’ was determined by a phenomenally
objective gestalt quality. This quality, which he
termed ‘requiredness’, did not just operate in the
realm of perception and thinking, but also fur-
nished a basis for understanding the nature and
meaning of values. Kéhler’s lectures were generally
well received, especially by the philosophers in
the audience, and Harvard’s joint philosophy-
psychology department considered offering him a
position. However, the distinguished psychologist
E. G. Boring, who was the director of Harvard’s
psychological laboratory, was disappointed by the
non-experimental and philosophical content of the
lectures and seems to have played a major role in
dissuading Harvard from doing so. (Boring would
later recognize Kohler’s importance for American
psychology.)

With the Nazi rise to power, Kéhler found him-
self in an untenable position. Frustrated by Nazi
interference in his work and angry about the dis-
missal of Jewish and politically suspect non-Jewish
colleagues, he resigned from the Berlin Psycho-
logical Institute in 1935. A man of considerable
personal courage and integrity, Kohler is credited
with making the last anti-Nazi statement published
in Germany before the Second World War, in
which he defended Jews for their contributions to
the science and culture of Germany. Kohler and his
family emigrated to the United States. He was ap-
pointed a professor of psychology at Swarthmore
College in 1935, and would remain there until 1958.
After his retirement from Swarthmore, Kohler lec-
tured at Dartmouth College and Princeton Univer-
sity. He was elected president of the American
Psychological Association in 1958, and was a recipi-
ent of the Distinguished Scientific Contribution
Award of that association.

Kohler died at Enfield, New Hampshire, in 1967.

EVALUATION OF KOHLER

For more than fifty years, Wolfgang Kohler was a
forceful advocate for Gestalt psychology. As a
Gestalt psychologist, Kohler believed in the pri-
macy of organizational principles in thinking and
perception. The distinguishing characteristics of his
approach to Gestalt psychology were his seminal
research into insight and his conviction that psych-
ology should model itself after physics. Kohler’s
concept of insight has become standard textbook
material and is still a point of departure for discus-
sions of problem-solving. His concept of psycho-
physical isomorphism has not fared as well, and

is regarded by many as a historical curiosity
derived from a discredited model of central
nervous system functioning. Kohler’s speculations
about the brain processes associated with
psychophysical isomorphism are now generally
thought to be irrelevant to understanding percep-
tual and cognitive processes. (It has, however,
recently been suggested that a more sophis-
ticated model of the brain, based on connectionist
networks, might resurrect the isomorphism
hypothesis.)

Kohler seems to have relished his confrontational
role as an advocate of the Gestalt movement. He
vehemently criticized the extreme positivistic
views and Procrustean methodology that domin-
ated the psychology of his time. As an alternative,
he proposed more flexible and creative research
methods that would enable psychologists to inves-
tigate complex and meaningful psychological pro-
cesses. Underlying his research and theorizing was
the belief that Gestalt psychology would provide
the basis for a revolution in the methods and
subject matter of psychology.

This call for sweeping reforms in the field seems
to have had little effect on the practice of main-
stream psychology. Perhaps the explanation is
that Gestalt psychology itself was viewed by
many as too philosophical and unscientific. Kéh-
ler’s ideas about the role of relational learning in
solving problems were much more influential. The
second generation of behavioristic psychologists,
the ‘neobehaviorists’, well understood the chal-
lenge that Kohler’s findings posed for their stimu-
lus-response models of learning. They developed
imaginative experimental paradigms and a more
advanced stimulus-response framework in an at-
tempt to meet this challenge. Thus, Kohler can be
credited with encouraging neobehavioristic psych-
ologists both to study phenomena they might
otherwise have ignored and to develop more
sophisticated models of learning.

Kohler’s influence on contemporary psychology
is evident in the areas of thinking and problem-
solving. His idea of the role played by configural
factors in recall resembles contemporary views of
memory organization. Kéhler’s investigations of
problem-solving emphasized nonassociated factors
and relational elements, and may thereby have
influenced information processing models of
thinking. Although Koéhler’s focus on the active
organizational principles underlying perception
and thinking anticipated a major theme of current
cognitive psychology, it would be inaccurate to call
him a cognitive psychologist. Kohler was rooted in
an earlier period that did not possess the



4 Kéhler, Wolfgang

information processing and structural models of
the mind that define modern cognitive science.
Nonetheless, Kohler occupies a position of honor
in the history of psychology for his role in directing
attention to the primacy of organized mental pro-
cesses in intelligent human and animal behavior.
(See Reasoning; Theory of Mind)
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Karl S. Lashley was a major figure of twentieth-
century neuropsychology, whose work on the rela-
tion between brain function and behavior, especially
learning and memory, has proved seminal.

INTRODUCTION

Karl Spencer Lashley, one of the titans of the twen-
tieth century in neuropsychology, was born in 1890
in Davis, West Virginia and died in 1958 in Poitier,
France. A small-town Appalachian boy with the
heart of a naturalist, he grew up to become a
world-class animal psychologist. His research and
theorizing concerning the relation between brain
and behavior has had a lasting influence on psy-
chology and neurology. That influence was further
enhanced by the contributions of some of his
students, particularly Frank A. Beach, Donald
O. Hebb, and Roger W. Sperry, who was awarded
the Nobel Prize in medicine in 1981.

The major question Lashley set for himself was:
how does the brain work in the process of remem-
bering things? His research convinced him that
contemporary theories of learning and memory
were erroneous — that learning could never be ex-
plained in terms of the formation of simple connec-
tions at synapses of particular neurons. His
contributions to neuropsychology are collected in
a volume of his selected papers, and his research
and theories are reviewed in two volumes by Jack
Orbach (see the Further Reading section).

EARLY YEARS

From childhood, Lashley’s mother encouraged him
in intellectual pursuits. He learned to read at the
age of four and made avid use of the household
library. But reading was not the only source of his
attraction to science. He had the instincts of an
observer and displayed a deep interest in animal
and plant life. A favorite boyhood pastime was to

wander in the woods, observing and collecting
various species, including butterflies, snakes,
frogs, snails, mice, and raccoons. As this interest
in animals persisted throughout his life, he was
never without a pet. At one time he owned a cat
and a parrot, but the combination created unex-
pected problems when the voluble bird displayed
a tendency to adopt the cat’s kittens. Other pets
included cockateels, monkeys, and dogs. One
dog, ‘Till Eulenspiegel’, developed a fondness for
daiquiris and “pink ladies’.

Lashley had a mechanical aptitude that appeared
early. He was fascinated by his mother’s sewing
machine and learned to use it efficiently, later, as
an adult, making sails for his boats and drapes for
his home. Meanwhile, as a substitute for sewing,
his father bought him a jigsaw to use in woodwork-
ing. This started Lashley on a hobby that became a
lifelong pleasure. He produced a steady flow of
elegantly designed and finely executed articles,
even living room furniture. After retirement, he
continued his cabinet-making and repair work, in-
cluding the remodeling of his house. As a labora-
tory researcher, Lashley found that this aptitude
served him well, and he demanded similar skills
from his students, requiring them to construct their
own devices for experiments.

When Lashley was seven, his father fell prey to
gold fever and decided to take his family northwest
to prospect. Years later he recalled the excitement
of the gold rush and meeting with such swashbuck-
lers as Swiftwater Bill and Klondike Pete, who
sported nugget jewelry and recounted tall tales
about fabulous strikes and the dangers of encoun-
tering bird-sized Alaskan mosquitoes!

At college, Lashley’s plan was to major in Latin.
In order to fill a vacant hour in his schedule,
he enrolled in a course in zoology. The teacher
of this class had a profound influence upon the
16-year-old boy: ‘Within a few weeks in his class
I knew that I had found my life’'s work.” After
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earning his degree at the University of West Vir-
ginia, Lashley was awarded a teaching fellowship
in biology at the University of Pittsburgh and en-
rolled as a Master’s candidate. His thesis was on
the permeability of the eggshell. But his most im-
portant contact that year was with another teaching
fellow, Karl Dallenbach, who later said of Lashley:
‘Though he had never taken a course in psych-
ology, he was permitted to take my laboratory
course. In this small class, we worked intimately
together on various experiments. Lashley was in-
tensely interested and was an outstanding student.
In this course, he showed the promise that he later
fulfilled.” After receiving his Master’s degree, Lash-
ley accepted a fellowship at Johns Hopkins Univer-
sity to work with the eminent biologist H. S.
Jennings on the invertebrate paramecium. His doc-
toral research was on asexual reproduction of
hydra. He received his PhD in genetics in 1914.
Though interested in learning as a topic, he
remained a nativist all his life.

PASSION FOR MUSIC

At age 11, Lashley had a few piano lessons but he
found practicing scales impossibly boring. Then, at
18, he picked up the violin and learned to play
without formal instruction. He claimed that he
first heard classical music at 20 and was immedi-
ately fascinated by it. His first wife, a pianist, intro-
duced him to the literature of chamber music. It
didn’t take long before he taught himself to play
the cello (Figure 1). He collected an extensive library
of instrumental music, joined the Jacksonville
Orchestra and organized a small group of Florida
musicians to meet regularly at his home (called
‘Fiddler’s Cove’) for the playing of chamber music.
He was a trustee and benefactor of the Jacksonville
College of Music. Always on the alert for behavior
that might shed light on how the nervous system
worked, he once calculated the speed of finger
movements involved in playing a fast cadenza on
the piano, and compared this with the known speed
of neural transmission. The comparison revealed
that the intervals between successive finger move-
ments were too short to support the theory that each
movement is aroused by motor impulses set off by
sensory impulses from the preceding finger move-
ment. There is just not enough time for a sensory
message from the finger to go to the brain and pass
to the motor area and then for a motor impulse to
trigger the next finger movement. Lashley cited this
example to support the notion of ‘central pattern-
ing’ of complex motor sequences in the brain (some-
thing that today we call ‘motor programs’).

Figure 1. Karl S. Lashley as a cellist, fiddling with the
monkey brain. Reprinted with permission from Law-
rence Erlbaum Associates.

DEVELOPING INTEREST IN
PSYCHOLOGY

Lashley’s interest in psychology, first aroused in
Pittsburgh, continued at Hopkins. While majoring
in zoology, he took two minors: one with Adolph
Meyer, professor of psychiatry; the other with John
B. Watson, who became the father of behaviorism.
Watson’s impact on him was so great that, 44 years
later, Lashley asserted: ‘Anyone who knows
American psychology today knows that its value
derives from biology and from Watson.” In 1914, he
joined Watson to carry out field experiments on
homing, nesting, and reproductive behavior of
sooty and noddy terns on the Dry Tortugas (west
of Key West, Florida).
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During the First World War, Lashley was
assigned to educate the public and the military on
the dangers of venereal diseases. Working together,
he and Watson showed and discussed movies
designed to further the campaign against these af-
flictions. The movies illustrated what damage could
be wrought on the genitals. In later years, Lashley
enjoyed telling of the time when they went to a small
town and distributed advertisements announcing a
free movie. The advertisements included no men-
tion of the subject matter and, according to Lash-
ley’s account, he and Watson were fortunate to
escape in one piece from the sheriff and enraged
citizenry.

While holding a postdoctoral scholarship, Lash-
ley continued to work with Watson, studying the
effects of strychnine and other drugs on maze
learning in rats. At the same time he journeyed
frequently to Washington, DC to study the brain-
lesioned monkeys of the psychologist Shepherd
Ivory Franz. Eventually, he acquired the surgical
and histological skills to embark on an ablation
program of his own on the neural basis of learning
and memory. This program brought him world-
wide recognition, and his research career was
solidly launched.

After stints in academic posts at Minnesota and
Chicago, Lashley was chosen in 1935 for a chair at
Harvard. The invitation came from a search com-
mittee charged by the President of the University to
find ‘the best psychologist in the world’. Not bad
for someone who never took a didactic course in
psychology! Finally, in 1942, he was appointed Dir-
ector of the Yerkes Laboratories of Primate Biology
in Orange Park, Florida, where he wrote some of
his most memorable papers, including In Search of
the Engram (1950), in which he concluded that he
could not find the memory trace in any one place in
the brain.

RESEARCH AND THEORY

In his 1929 monograph (see Further Reading), Lash-
ley enunciated his controversial concepts of mass
action and equipotentiality. Empirically, the term
mass action summarizes the results of many brain
ablation experiments — that the loss of the maze
habit in rats is determined by the size of the lesion
and not by its locus in the brain. Theoretically, mass
action refers to a theory of how the cerebral cortex
works, that it is the pattern of activity, independent
of its locus, that is relevant, and that the memory
trace is reduplicated and distributed in the brain.
The concept equipotentiality refers to the fact that
intact neurons can take over the function of

destroyed cells. In his later years, Lashley discarded
this concept and preferred to cite the facts of sensory
and motor equivalence. Examples include the rec-
ognition of unfamiliar visual stimuli by the eye not
used during monocular learning to recognize those
stimuli (interocular transfer), and the performance of
skilled movements by the hand not practiced
during learning (intermanual transfer). Lashley
loved to point out impishly that right-handers can
write with their left hands, with their feet (on the
beach), and even with their noses. In short, neurons
that are not used during the course of learning can
still show the effects of learning — that is, they can
mediate memories (referred to as Lashley’s lesson by
Orbach, 1998). The recovery of function in patients
after suffering from brain lesions also points to the
same fact, that neurons inactive during learning
can still show the effects of learning.

By the early 1920s, Lashley’s research results on
Pavlovian conditioning led him to break away from
Watson’s theorizing on learning. He found Wat-
son’s Stimulus-Response formula troubling be-
cause it failed to include the brain in the causal
sequence. Does a stimulus cause a response? No,
answered Lashley, a stimulus excites the brain, and
it is the resultant activity in the brain that is respon-
sible for the response. Thus, he revised Watson's
formula to read Stimulus-Brain—Response. In this
way, he provided for psychological functions that
need to be sustained in the brain, such as selective
attention and the memory trace. Unfortunately, the
model of the day assumed that brain processes
were linear — that is, the neural activity was thought
to flow directly from input to output, as in a tele-
phone line. It wasn’t until 1938 that Lashley came
up with a mechanism to explain how neural activ-
ity is sustained after the stimulus has ceased. This
mechanism, called the reverberatory circuit, was
borrowed from the neuroanatomical descriptions
of Lorente de N6. But it was Lashley’s student
Hebb who illustrated the wide application of rever-
beratory circuits for neuropsychological theory in a
landmark book published in 1949. Hebb's theory of
cell assemblies in the brain took the neuropsycho-
logical community by storm.

In 1952, Lashley wrote: ‘l have never been able by
any operation on the brain to destroy a specific
memory. From such experiments, I have been
forced to conclude that the memory trace is diffuse,
that all memories are somehow represented in all
or almost all parts of the cerebral cortex. Whatever
the nature of the trace, it must be reduplicated
throughout wide areas.’

Finally, in 1957, he wrote: “The neuron is a living
organism, subject to continual variation in its
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functional capacity according to its metabolic state.
It shows an all-or-none response in that it does or
does not fire. But its ‘all’ may vary greatly from
time to time. Comparison of the nervous system
with a digital computer (and with soldered wire
circuits) implies a uniformity in the action of
neurons which is contrary to fact.” Thus, Lashley
dismissed the rigid circuitry of early theories of
artificial intelligence.
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Kurt Lewin (1890-1947) was one of the prominent
figures in twentieth century psychology. His impact
on psychology was fundamental to the develop-
ment of experimental social psychology, cognitive
psychology, and action research.

INTRODUCTION

Kurt Lewin is one of the most frequently quoted
psychologists of the twentieth century. His work is
usually associated with words such as field theory,
life space, barrier, valence, success and failure,
leadership style, group dynamics, and action re-
search. Lewin is claimed to be the father of various
developments in psychology, such as experimental
social ~ psychology, cognitive  psychology,
and action research.

Lewin became a prominent figure in both
German and American psychology as a result of
his engagement in many different areas of research
as well as of application, and through his role as a
highly influential teacher who gathered around
him groups of talented students. The antithesis of
an armchair psychologist, Lewin from his earliest
student years was politically active in various areas
of public life.

BIOGRAPHY

Born in 1890 in a small town in Prussia (now
belonging to Poland), Kurt Lewin grew up as one
of four children in a Jewish family. Later on the
family moved to Berlin where Lewin graduated
from a humanistic gymnasium. As a student he
first concentrated on medicine and biology, but
soon became interested in philosophy, theory of
science, and psychology. His dissertation on
mental activities in the inhibition processes of vol-
ition was published almost at the same time as
another, quite different, paper on the ‘war land-
scape’ that reflected Lewin’s experiences while he
served in the army during the First World War.

These papers anticipate the wide scope of Lewin’s
later research interests, which ranged from experi-
mental research on volition to conceptualizations of
ecological problems.

Lewin’s interest in social problems became ap-
parent when he joined a socialist student group and
took an active part in social and educational activ-
ities for workers in agriculture and industry. From
this interest in practical problems resulted two ‘ap-
plied” publications, one on rationalization in agri-
culture, one on the socialization of the Taylor
system.

On his return from the war he was appointed to
the Psychological Institute of Berlin University,
Lewin worked with Wolfgang Kohler, the leader
of the Berlin Gestalt psychology group. Later on he
became an assistant in the new section of applied
psychology, where he remained until his emigra-
tion in 1933. Although he received the title of pro-
fessor in 1927 it was impossible for a Jewish citizen
to be appointed to a tenured position. During these
years Lewin concentrated on experimental studies
of will, affect, and action, which became the basis
for the development of his field theory. He always
worked with talented students, some of whom not
only shared his later fate as refugees but also won
international reputations by their association with
Lewin (they included Dembo, Zeigarnik, and Rick-
ers-Ovsiankina). The year 1929 became an import-
ant date in Lewin’s life. Through an American
student who had worked with Lewin and had
made the work of the Lewin group known to
American psychologists, Lewin received an invita-
tion to attend an international congress at Yale
University. His lecture on environmental forces
(presented in German!) and a short film on the
effect of these forces demonstrated by a small girl
trying to sit on a stone apparently impressed his
audience so much that he was invited as visiting
professor to Stanford University in 1932. Lewin
was forced to leave Germany when the Nazis
seized power in 1933, and was fortunate to receive
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a timely invitation to join the faculty at Cornell
University. After 2 years he was offered a position
at the Iowa University Child Welfare Research Sta-
tion, where he worked for 8 years as a professor of
child psychology. During these years Lewin won
excellent students as disciples and later as col-
leagues, such as Barker, Cartwright, Festinger,
French, Lippitt, White, and Zander. His research
interests shifted to social psychology. In 1937 he
became one of the founders of the Society for the
Psychological Study of Social Issues.

Another institution which still exists at the Uni-
versity of Michigan in Ann Arbor is the Research
Center for Group Dynamics. Originally founded at
the Massachusetts Institute of Technology in 1945,
it reflected the social engagement of Lewin and his
increasing concern with the interaction between
research and practice which culminated in his con-
ception of ‘action research’. Students and col-
leagues at the center developed methods of
studying and changing human relations. This insti-
tution became the frame of Lewin’s last period of
life, ended abruptly by a heart attack at the age of
56 in 1947.

RESEARCH TOPICS

Since the Lewin heritage is mostly associated with
field theory it is appropriate to take a closer look at
its central themes and concepts. The key term of
field theory is the ‘life space’ (or total situation); i.e.
the sum of all facts that determine a person’s be-
havior at a given time. From this conception the
popular and much debated formula was derived
that B = f(LS): behaviour B is a function of the life
space f(LS) and the latter is the product of the
interaction between a person P and the person’s
environment E. Theoretically and methodologic-
ally essential is the interdependence between P
and E. As a nonmetric mathematical discipline,
topology is of interest for field theory since it
focuses on spatial relations of which the most im-
portant is the whole—part relation — a favorite topic
of Gestalt theorists. Topological psychology de-
scribes ‘regions’ and ‘boundaries” and the relations
between them as well as ‘locomotion” within and
between such regions.

A few words are in order about the dynamics of
the field, for which the central term is the “tension
system’. It exists whenever in P a psychological
need or intention exists with respect to a quality
of the psychological environment; i.e. the environ-
ment as it is experienced by a person. Such qualities
are called ‘valences’ and are either positive (attract-
ive) or negative (qualities to be avoided by P).

Tension systems and their interdependence have
been shown to be at work in a series of experiments
dealing with a variety of dynamic or motivational
phenomena, such as rigidity, substitution, sati-
ation, frustration, forgetting and — of special inter-
est to social psychologists — the studies of various
forms of conflict resulting from the interaction be-
tween the ‘driving’ and ‘restraining’ forces of a
psychological field, limited by a ‘boundary’ and
‘barriers’. Since the conception of a field of forces,
governed by the methodological principle of inter-
dependence, is not restricted to individual persons,
Lewin successfully transferred it to field experi-
ments in which he and his group studied the phe-
nomena and dynamics of group life, an innovation
in the history of experimentation. Of these group
experiments the ones dealing with leadership style
and group ‘atmosphere’, such as ‘autocratic’,
‘democratic” and ‘laisser-faire’, have gained lasting
notoriety and popularity.

In some of Lewin’s social psychological studies
his own fate is mirrored as a member of a minority
group, as a Jewish emigrant, and as a person who
had to adapt to another culture. Mainly these stud-
ies underline his interest in a synthesis of social
research and social change.

ASSESSMENT

For several decades, mainly in the social psycho-
logical literature of the 1970s and 1980s, Kurt Lewin
was almost unanimously hailed as one of the great
men in this field. In this period the ‘Lewin trad-
ition” (Patnoe) or the ‘Lewin legacy’ (Stivers and
Wheelan) seemed to be part and parcel of contem-
porary social psychology. The postwar history of
this field, centered as it has been in the USA,
seemed to be dominated by Lewin and his follow-
ers. Leon Festinger, himself a prominent associate
of Lewin’s, documented in 1980 how three gener-
ations of Lewin’s students and their students had
built and shaped modern social psychology over a
period of more than thirty years. Festinger also
tried to make it clear that Lewin’s final creation,
the Research Center for Group Dynamics, was an
effective and lasting monument to him. It is re-
markable, therefore, that when Festinger went on
to assess Lewin’s impact on social psychology he
felt obliged to state that ‘for at least two decades the
social psychology literature has been virtually
devoid of mention of ... Lewinian concepts and
terms’.

What is Lewin’s stature at the beginning of the
twenty-first century? Terms characteristic of Lewi-
nian theorizing that were already being omitted
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from the literature of thirty years ago are still rare;
at any rate, they have lost the specificity that Lewin
meant to give them. While ‘field theory’ is still a
frequently used term it is no longer connected with
the Lewinian components of ‘topology’, “hodolo-
gical space’ and ‘vectors’, while many terms that
were originally or temporarily defined by Lewin’s
theorems have now acquired (or regained) a much
broader, almost loose meaning — e.g. ‘force’, ‘va-
lence’, ‘life space’, and ‘group dynamics’.

Irritating to an outside observer is also the pres-
ence of two traditions with little overlap. On the
one hand there is the Lewin-Festinger-Schachter
tradition as represented in Festinger’s and Patnoe’s
books. It is the tradition of experimental social
psychology from which the present mainstream
interest in social cognition may be derived. On the
other hand, under the (also Lewinian) title of
‘group dynamics’, there is the broad movement of
sensitivity training techniques, interpersonal work-
shops, and encounter groups.

A common origin of both forms of group dynam-
ics, the experimental and the therapeutic variety, is
seen by some historians in Lewin’s late interest in
‘action research’, in which ‘combination of social
research, action, and research evaluation action’ (as
described by Back) Lewin had tried to systematize
experimentation with small groups for purposes of
social change, an effort that he could not bring to a
conclusion owing to his untimely death. Hence, a
certain ambiguity has remained; in books and jour-
nals entitled ‘group dynamics’ we occasionally find
both small group research and group therapy.
However, most experimental social (and cognitive)
psychologists have come to avoid the term for
clarity’s sake. Although, strictly speaking, field
theory, topology, and action research no longer
rank among the major methodologies of psych-
ology, and Kurt Lewin is cited in a historical con-
text rather than in the research chapters of modern
textbooks, Lewin’s overall impact on contemporary
psychology must not be underrated. While his
theory and methodology in the 1960s could still

be offered as a ‘contemporary systematic frame-
work’, it has meanwhile almost disappeared from
the agenda of theories. Social psychology has in-
creasingly become individualistic (again).

Historically, it is interesting to see that Lewin
and his generation suffered the same fate that the
‘Gestalt and field” generation inflicted upon their
predecessors and their theories. Theories are not
necessarily replaced by refuting them but very
often by providing new perspectives that are com-
prehensive enough to allow for some kind of con-
tinuity. Lewin’s (and the Gestalt psychologists’)
emphasis on the perceptual (cognitive) primacy of
the self-organizing whole or field over its compon-
ent ‘elements” as well as on the interdependence
between features of the person and the person’s
environment have become elements of the common
stock of psychological knowledge.
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Alexander Romanovich Luria (1902—1977) was a
Russian neurologist and psychologist recognized
as one of the preeminent neuropsychologists of
the twentieth century. His primary interest was the
study of the cerebral localization of psychological
functions, but he also was involved in developmen-
tal psychology, cross-cultural cognitive research,
the study of frontal lobe impairments, aphasiology,
educational and rehabilitative interventions, and
personal biographies of individuals with unusual
cognitive characteristics.

INTRODUCTION

Alexander Romanovich Luria (Figure 1) was born
in Russia on 16 July 1902, in Kazan, a city east of
Moscow. After a cultured upbringing in his early
years, during which he learned German, French,
and English and demonstrated quick acquisition
of philosophy, history, and literature, Luria entered
the University of Kazan in 1917. He remained a
student in the newly formed department of social
sciences until 1921, when he graduated with a
degree in the humanities. Luria was an active stu-
dent, and his study of sociology also prompted an
interest in psychology. After graduation, Luria took
a job as a laboratory assistant at the Institute of the
Scientific Organization of Labor, and also continued
to study in Kazan at the Pedagogical Institute and
the medical school. Early in his career, Luria recog-
nized that a valid approach to psychology needed
to incorporate dynamic aspects of behavior and
include both biological and cultural influences. He
moved to Moscow at the end of 1921 and, soon
thereafter, developed such a deep interest in psy-
choanalysis that he set up and chaired a psychoana-
lytic circle, and arranged the publication of
important psychoanalytic works. Correspondence
with Sigmund Freud confirmed permission for the
circle to provide authorized translations into Rus-
sian of his important psychoanalytic writings,
which was overseen by Luria. (See Freud, Sigmund)

Figure 1. Alexander R. Luria during the Eighteenth
International Congress of Psychology, held in Moscow
in 1966. Reproduced from E. D. Homskaya, Alexander
Romanovich Luria: A Scientific Biography, with the permis-
sion of Kluwer Academic/Plenum Publishers, © 2001.

In 1922 Luria was offered a position at the
Moscow Institute of Psychology, where he focused
his research on more objective methods to study
affective processes, rather than the more subjective
methods used in psychoanalysis. This work led to
his development of the ‘combined motor method’
by which Luria measured motor responses to af-
fective stimuli in various clinical, criminal and
student groups with a chronoscopic apparatus
similar to a lie detector. The ideas developed in
this research probably represent the early evolution
of Luria’s interest in self-regulatory mechanisms,
which became prominent in his later research on
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the frontal lobe. In 1923, Luria worked briefly in
education at the Krupskaya Academy of Commun-
ist Education. He initiated new research in that
setting, analyzing verbal associative reactions in
children to study the development of speech and
cognition.

Luria’s life was changed in January 1924 when he
met Lev Vygotsky, a technical school teacher from
Gomel, at the Second All-Russian Congress on Psy-
choneurology in Leningrad. Luria was so im-
pressed with Vygotsky’s approach to psychology
that he helped arrange an invitation for Vygotsky
to work in Moscow. From the time that they first
met to the time of Vygotsky’s death in 1934, Luria
and Vygotsky, along with Alexei Leontiev, a like-
minded colleague, worked together to create a
practical and Marxist-oriented Soviet psychology
described as a ‘cultural-historical” approach. The
main principle that united Luria and Vygotsky in
this new theory was the idea that psychology could
view higher psychological functions (namely, con-
scious activity) only in the context of their devel-
opment in historical and cultural processes and
demonstrated via objective principles of brain func-
tion. This ‘troika” of researchers, sharing a common
theoretical base, collaborated on a vigorous re-
search program in Moscow, and studied the medi-
ated nature of psychological functions in children
and adults, as well as the organization of psycho-
logical functions in patients with aphasia, Parkin-
sonism, and learning difficulties. The central aspect
of the theory for the research was the role of cul-
tural mediation in the constitution of human
psychological processes, and the role of the social
environment in structuring those processes. The
researchers believed that higher mental processes
are formed initially between people, in social inter-
action, and only later become internalized in in-
dividuals as inner speech and other cognitive
structures. All higher mental functions are there-
fore initially culturally determined and mediated.
Although Vygotsky’s further elaboration of this
theory was cut short by his premature death,
Luria remained true to a dynamic, cultural-
historical theory for the rest of his life, even in his
neuropsychological practice. (See Vygotsky, Lev;
Learning and Instruction, Cognitive and Situative
Theories of)

CROSS-CULTURAL EXPEDITIONS

During the summers of 1931 and 1932, Luria organ-
ized two psychological expeditions to central Asia
in an attempt to further support the cultural-
historical theory. The research was planned with

a number of prominent investigators, including
Vygotsky, who was too ill to actually join the
trips. The purpose of the investigations was to
study the influence of the cultural and social envir-
onment on the development of psychological pro-
cesses, as rapid sociological change was taking
place in the villages of Uzbekistan and Kirghizia
at that time. More specifically, the researchers were
interested in changes in perception, problem-
solving and memory associated with historical
changes in economic activity and schooling, and a
number of naturalistic experiments with both liter-
ate and illiterate people were designed and imple-
mented during the expeditions. The investigators
used observational and clinical methods to test
their hypothesis that the structure of human cogni-
tive processes differs according to the ways in
which various social groups live out their lives.
They found that people whose lives are dominated
by concrete, practical activities have a different
method of thinking from people whose lives re-
quire abstract, verbal, and theoretical approaches
to reality. Despite a number of problems interpret-
ing the data, the investigators concluded that cul-
tural factors affect mental processes and that these
differences vanish as soon as people are exposed
to more industrialized situations. Unfortunately,
results from the cross-cultural investigations were
not fully analyzed or published immediately, as
the Stalinist government considered such research
racist; Luria’s complete account of the research was
not published in book form until 40 years later. (See
Culture and Cognitive Development)

After Vygotsky’s death in 1934, Luria returned to
Moscow where he joined the Medico-Genetic Insti-
tute and studied the psychological development
of twins, focusing on the relative contributions of
biological and social determinants to cognition.
Luria continued his twin research at the Medico-
Genetic Institute until 1936 when such research was
proclaimed illegal by the government. He then
defended his reorganized manuscript on the com-
bined motor method as a doctoral thesis in Thbilisi
and reentered full-time medical school, subse-
quently graduating as a medical doctor in 1937.
Luria thereby became one of the youngest psych-
ologists and medical doctors in the country.

NEUROPSYCHOLOGICAL
CONTRIBUTIONS

In the years before the Second World War, Luria
worked mainly in the field of neuropsychology in
the neurological clinic of the State Institute of Ex-
perimental Medicine. Working with many different
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kinds of neurological and neurosurgical cases,
Luria first developed his personal, creative, detect-
ive-like approach to neurological diagnosis, which
involves searching for damaged psychological cap-
abilities within functional psychological systems.
Luria’s approach to neuropsychological diagnosis
was qualitative in nature, and used a variety of
‘simple’ tasks presented to the patient until a
common defective cognitive link (factor) could be
identified, which indicated the impaired cerebral
region. Because of his earlier cultural-historical the-
orizing, Luria also became particularly interested
in the cerebral organization of speech mechanisms,
and the effects of aphasia on voluntary actions.

With the advent of war Luria was called away
to organize a rehabilitation hospital in Kisegatch in
the southern Urals. This renovated sanatorium was
converted into a specialized rehabilitation facility
for soldiers recovering from dysfunctions caused
by brain wounds. Along with the medical and
rehabilitation treatment provided there, Luria
was particularly interested in the rehabilitation of
mental activity in patients with localized brain
damage, and he applied his theory of the dynamic
systemic localization of higher psychological
functions at this time. In contrast to narrow locali-
zationist or nonspecific equipotentialist theories
of cerebral organization, Luria’s systemic theory
maintained that one should conceptualize the
higher mental functions as functional systems of
various brain regions working in concert to com-
plete socially determined activities. Luria was one
of the first psychologists in the world to attempt an
integration of major neuropsychological views,
and he is considered by many to be the founder of
neuropsychology in the Soviet Union. At the end of
the war, Luria returned to the Burdenko Neurosur-
gical Institute and started teaching at Moscow State
University, with which he kept in close academic
contact for the rest of his life. (See Brain Damage,
Treatment and Recovery from)

A joint session of the Academy of Medical Sci-
ences and the Academy of Sciences took place in
Moscow in 1950, and resulted in the interruption of
Luria’s neuropsychological work and the closing of
his laboratory in the Neurosurgical Institute. The
meeting was an ideological defeat of Soviet bio-
logical and medical sciences unless based on Pav-
lovian principles, and caused Luria to take refuge
in a more sanctioned position in the Institute of
Defectology of the Russian Federation’s Academy
of Pedagogical Sciences. In this challenging polit-
ical climate, it was necessary for Luria to modify
the nature of his research. He returned to his past
use of the combined motor method and applied

this method to the study of the development of
verbal regulation in normal children and children
with mental retardation. Based on earlier work
initiated with Vygotsky, he continued to study the
ontogenesis of the regulating function of oral and
written speech. Luria also modified his clinical
methods and created diagnostic tests and methods
of educational instruction for these children. He
more generally pursued his scientific interests
within the context of a series of studies of the de-
velopment of language and thought in children
with mental retardation, and wrote several import-
ant monographs on these topics. (See Pavlov, Ivan
Petrovich; Neuropsychological Development)

In 1959 Luria’s laboratory at the Burdenko
Neurosurgical Institute was reestablished, and he
was permitted to return to the study of neuro-
psychology. In the remaining 18 years of his life,
Luria’s laboratory became a leading neuropsycho-
logical institution in the Soviet Union. In addition
to his clinical activities and increased teaching re-
sponsibilities at Moscow State University, Luria
continued to develop and expand his ideas con-
cerning the cerebral organization of psychological
processes. He became particularly interested in the
analysis of speech and language disturbances, and
executed further investigations into aphasia and
neurolinguistics, the regulative role of speech
and language in frontal lobe activities, and the diag-
nosis of local brain damage, all themes that had
interested him in earlier years. (See Language Dis-
orders; Aphasia; Executive Function, Models of)

Among the most important of Luria’s contribu-
tions to neuropsychology is his conceptualization
of the three functional units of the brain. Initially
developed as a didactic tool, Luria’s concept postu-
lated three main functional cerebral blocks organ-
ized according to the dynamic localization of
higher mental functions. Luria stated that the
whole brain participates in each mental activity,
with each of the three units or blocks of the brain
contributing specific components. Thus, the first
unit, housed in the brainstem, is responsible for
general cerebral activation and arousal, and partici-
pates in wakefulness and attention; the second
functional unit, located in posterior cerebral
regions, serves to process sensory information,
and provides for analysis, coding, and storage of
the information; while the anterior and especially
the frontal regions of the brain are responsible for
the development and execution of intentions, plans
and movements. Depending upon the area of the
brain or unit affected by brain damage, any of a
variety of functional psychological disorders could
result. Luria’s books Higher Cortical Functions in
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Man and The Working Brain contain detailed de-
scriptions of his neuropsychological diagnostic
methods, his theoretical conceptualizations of
functional units and dynamic localization, and his-
torical and background information on the evolu-
tion of neuropsychological concepts. (See Frontal
Cortex)

CASE STUDIES IN ROMANTIC SCIENCE

In the later years of his life Luria was a prolific
writer on diverse psychological topics. Returning
to his early ideal of creating a unified psychology,
Luria contributed two detailed and personal-
scientific summaries of unique individuals
designed to provide a more synthetic, romantic
scientific perspective for psychology, to contrast
with classical, analytic approaches.

The first case study described S., an exceptional
mnemonist who was endowed with a virtually
limitless memory. Luria’s account is documented
in The Mind of a Mnemonist, where he considers not
only the unique character of S.s memory but also
reveals important aspects of S.’s mind, behavior,
and personality. Luria worked with S. for over
30 years and came to understand not only the ex-
ceptional gifts that S. possessed but also the unique
handicaps that S. experienced in his personality and
daily life. The second case study, The Man With a
Shattered World, describes a young soldier, Zasetsky,
who suffers a traumatic gunshot wound to the left
hemisphere which impaired a number of higher
cognitive abilities, and required Zasetsky to relearn
many of these abilities in order to compensate for
his lost faculties and try to live a normal life again.
Over the course of 25 years, with the use of writing
as his only means of expression, Luria assisted
Zasetsky to rebuild his memories and his grasp on
reality. These two cases illustrate Luria’s interests in
developing a person-centered psychology that
would synthesize classical and romantic science.

During the latter part of his career, Luria re-
ceived numerous awards and honors in the Soviet
Union and internationally. He remained professor
of psychology and chair of neuropsychology at
Moscow State University for many years, and had
a long association with the Burdenko Neurosurgi-
cal Institute, where he was director of the neuro-
psychology laboratory. Luria died from heart
failure on 14 August 1977.

CONTEMPORARY IMPLICATIONS

Contemporary neuropsychology has benefited from
Luria’s work in anumber of ways. Luria maintained

astrong conceptual emphasis and internally consist-
ent theory throughout his work, based on cultural-
historical theorizing and culminating in his theory
of the dynamic systemic localization of cerebral
functions. This theory is widely accepted and used
worldwide, and counters the more quantitative and
atheoretical approaches to neuropsychology de-
veloped in North America. Luria’s three-block
model of cerebral organization has also provided
the impetus for the creation of newer and more com-
plex models of intellectual or cognitive functioning,
as exemplified by J. P. Das’s planning-attention—
simultaneous—successive (PASS) model of
cognition. A number of clinical neuropsychological
batteries have evolved from Luria’s diagnostic
methods, including Luria’s Neuropsychological In-
vestigation developed by Christensen, and the
Luria—Nebraska Neuropsychological Battery by
Golden and colleagues. Finally, Luria’s rich clinical
and theoretical case descriptions of individuals with
self-regulatory impairments from frontal lobe
damage are unparalleled in contemporary neuro-
psychological literature, and have instigated signifi-
cant research endeavors into these mysterious
executive functions.

During his 75 years, Alexander Romanovich
Luria became a respected, prolific and important
neuropsychologist. His work has had a significant
global influence on psychological theory and prac-
tice, particularly in the area of neuropsychology. As
a contemporary of Lev Vygotsky, Luria was sig-
nificantly influenced by Vygotsky’s approach to
understanding the mind as inseparable from the
surrounding society and culture. Although his
later work contributed greatly to the developing
field of neuropsychology, the cultural-historical
theme provided the basis for Luria’s work all his
life, and places him in a prominent position in
the history of Soviet psychology.
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David C. Marr (1945-1980) was a theoretical
neurophysiologist and cognitive scientist whose
work symbiotically integrated data from experimen-
tal neuroscience and psychophysics with novel
computational models, thus providing an explicit
foundation for the field of computational neuro-
science.

INTRODUCTION

David Courtnay Marr (Figure 1) was born on 19 Jan-
uary 1945 in Essex, England. He went to the Eng-
lish public school Rugby, on a scholarship, and
between 1963 and 1966 he studied at Trinity Col-
lege, Cambridge, where he obtained his BA degree
in mathematics with first-class honors. For his doc-
toral research he continued in theoretical neurosci-
ence, under the supervision of Giles Brindley. His
education involved training in neuroanatomy,
neurophysiology, biochemistry and molecular biol-
ogy. At Trinity College in 1971 he received an MA
(with distinction) in mathematics and a PhD in
theoretical neurophysiology. After obtaining his
PhD, he accepted a research appointment at the
Medical Research Council (MRC) Laboratory of
Molecular Biology under Sydney Brenner and
Francis Crick, and he retained an affiliation with
the MRC until 1976.

CONTRIBUTIONS TO THEORETICAL
NEUROSCIENCE: WHAT IS IT THAT
THE BRAIN DOES?

In three successive papers that combine high-level
theoretical speculation with meticulous synthesis
of the available neuroanatomical data, Marr pro-
posed a definite answer to this question for the
cerebellum, archicortex and neocortex. Common
to these three studies is the idea that the central
function of the brain is statistical pattern recognition

and association in a very high-dimensional space of
‘elemental’ features. The basic building block of all
three theories is the codon, or a subset of features,
with which a cell that is wired in such a way as to
fire in the presence of that particular codon is asso-
ciated.

A paper entitled ‘A theory of cerebellar cortex’,
published in 1969 (see Further Reading), represents
the essence of Marr’s doctoral research. The paper
is a theoretical model that made critical predictions
elucidating how the cerebellum learns the motor
skills involved in performing actions and maintain-
ing posture and balance. The fundamental elem-
ents of the model are the known cell types in the
cerebellum, their connectivities and the synaptic

Figure 1. David Marr (1945-1980).
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actions of the cerebellar cortex. The process involves
context recognition and learning. The former was
described at the level of the mossy fiber-granule
cell-Golgi cell circuitry, and the latter was de-
scribed at the level of the parallel fiber—Purkinje
cell synapse, heterosynaptically strengthened by
the inferior olive climbing fiber. Linked through
learning to the context of the previous movement
in the sequence, the Purkinje cell, presumably im-
plementing the codon representation, associates
(through synaptic modification) a particular
movement with the context in which it is per-
formed. Subsequently, the context alone causes
the Purkinje cell to fire, which in turn precipitates
the next elemental movement. Basically the cerebel-
lum model is a one-layer network (of granule cells)
with fixed synapses, and an associative memory
store and a set of conditioning inputs (the climbing
fibers).

The second paper, entitled ‘A theory for cerebral
neocortex’, published by Marr in 1970 (see Further
Reading), extended the codon theory to encompass
a more general type of statistical concept learning,
which he assessed as being ‘capable of serving
many of the aspects of the brain’s functions’, in
particular the formation and organization of net-
works capable of classifying and representing
‘the world’. This hypothesis is an early attempt
at a theory of unsupervised learning relating to
methods of cluster analysis. The paper discusses
the structure of the relationships which appear in
the afferent information, and the usefulness to the
organism of discovering them. These two ideas are
combined by the ‘fundamental hypothesis” which
is based on the existence and prevalence in the
world of a particular type of ‘statistical redun-
dancy’. The fundamental hypothesis, as set out in
Marr’s 1970 paper, states that:

Where instances of a particular collection of intrinsic
properties (i.e. properties already diagnosed from
sensory information) tend to be grouped such that if
some are present, most are, then other useful proper-
ties are likely to exist which generalize over such
instances. Further, properties often are grouped in
this way.

The neocortex model keeps track of probabilities
of events, and to do this it needs an extensive
memory of a special kind, allowing retrieval that
is based on the content rather than the location of
the items. In his third theoretical paper, entitled
‘Simple memory: a theory for archicortex’, pub-
lished in 1971 (see Further Reading), Marr con-
siders the hippocampus as a candidate for
fulfilling this function. In analyzing the memory

capacity and recall characteristics of the hippocam-
pus, Marr integrated combinatorial-mathematical
constraints on the representational capabilities of
codons with concrete data derived from neuroana-
tomical and neurophysiological studies. In modern
terms, the hippocampal model consists of a recur-
rent network with two layers of trainable ‘hidden’
units that encode and classify input patterns con-
nected to an associative memory store. The paper
postulated the involvement in learning of synaptic
connections modifiable by experience — a notion
that originated from the research of Donald Hebb
in the late 1940s. The paper is a mathematical proof
of efficient partial content-based recall by the
model, and it offered a functional interpretation of
many anatomical structures in the hippocampus,
together with concrete testable predictions.

‘Truth, I believed, was basically neuronal, and
the central aim of research was a thorough analysis
of the structure of the nervous system’. This view
expressed by Marr in 1982 in his book, Vision: a
Computational Investigation into the Human Represen-
tation and Processing of Visual Information (see Fur-
ther Reading), combined with his initial training in
mathematics, shaped the quantitative, analytical
methodology that he applied in these three studies.
In a letter to Francis Crick in 1977 he summarizes
his fundamental views as follows:

For a mathematician, understanding (or explanation)
is all, yet in science proof is, of course, what counts. In
the case of information-processing devices, under-
standing is very important; one can know a fact about
a device for years without really understanding it, and
part of the theoretician’s job is to place into a compre-
hensible framework the facts that one already knows.
I still think that the cerebellum is a good example. For
sure, the idea that the parallel fiber-Purkinje cell syn-
apse might be modifiable may not have been very
difficult to arrive at, and other theories have since
incorporated it, but that surely is only part of the
story. I found the real impact of the story to lie in the
combinatorial trick. That is, the granule cell arrange-
ment, with associated inhibitory interneurons, had
been right in front of people’s eyes ever since Cajal
(modulo inhibition and excitation), but its significance
had not been appreciated. Of course my theory might
be wrong, but if it is right, then I would regard a major
part of its contribution as being explanatory. And also,
that is almost inevitable.

Many of the ideas developed in these three
papers were subsequently extended and adapted
to be consistent with later neurobiological dis-
coveries. This topic was addressed in From the
Retina to the Neocortex by L. M. Vaina (see Further
Reading).
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A PIONEER OF COMPUTATIONAL
NEUROSCIENCE

After the publication of these three fundamental
papers, Marr moved to the Massachusetts Institute
of Technology (MIT) Artificial Intelligence Labora-
tory where he was a visiting scientist in the group
of Marvin Minsky and Seymour Papert. ‘Since the
facilities and the people were really impressive’ (as
he wrote to Sydney Brenner in 1973), Marr re-
located from Cambridge, England to Cambridge,
Massachusetts for a faculty appointment in the
Department of Psychology at MIT, and in 1980 he
was promoted to full professor with tenure.

While at MIT, his decision to break with the
previous research was stated clearly in a letter to
Giles Brindley (written in October 1973):

I do not expect to write any more papers in theoretical
neurophysiology — at least not for a long time. I do not
regard the achievements of your 1969 or my papers
negligible. At the very least, they contain techniques
that anyone concerned with biological computer archi-
tecture should be aware of.

This decision was motivated by his realization
that, without an understanding of specific tasks
and mechanisms — the issues from which his earlier
theories were ‘once removed’ — any general theory
would always be incomplete.

He proposed a new methodology for under-
standing the brain by essentially inventing a field
and a mode of study now referred to as computa-
tional neuroscience. In his opening remarks at a
workshop organized in 1972 by Benjamin Kaminer
at Boston University, Marr suggested an ‘inverse
square law’ for theoretical research, according to
which the value of a study varies inversely with the
square of its generality — an assessment that favors
top-down reasoning firmly supported by func-
tional (computational) understanding, together
with bottom-up work grounded in an understand-
ing of the mechanism.

Proposing that the primary unresolved issue in
brain science was what function must be imple-
mented and why, Marr argued fiercely against the
usefulness of the theoretical approaches to brain
science adopted in the early 1970s, such as the
catastrophe theory pioneered by Rene Thom, and
neural nets (of that time). Instead, he proposed a
fundamentally novel approach to biological infor-
mation processing which required that any prob-
lem must be addressed at several different levels of
abstraction. What exactly was the task executed by
the system? On what properties of the world could
a system performing this task be expected to rely?
What methods could be shown to be effective in the

performance of the task? Given a particular
method, what are the appropriate algorithms for
implementing it? Given a particular algorithm,
what neural circuitry would be sufficient to per-
form it? These questions formed the core of
Marr’s research philosophy, and they were expli-
citly formulated as three levels of explanation of
information processing. At the highest level is a
computational theory — that is, a theory of how a
task could be performed. The computational theory
must specify what is being computed and why it is
a useful thing to compute. At the next level is a
representation and an algorithm (or a set of algo-
rithms) to achieve that representation. At the third
level lies the question of how the algorithm is actu-
ally implemented in the hardware of the system. A
key point in Marr’s approach is that the three levels
should be considered relatively independently.

Marr’s originality and depth of thinking stem
from his emphasis on the computational theory
level — not because it was the most important
level, but because it had been generally neglected
by most researchers. The computational theory of
a task not only constrains the nature of the algo-
rithm(s) for performing it, but also constrains the
nature of the representation of the information at
any given stage of processing. In addition, it speci-
fies how the image is related to the outside world,
by explicitly spelling out the limits on how the
image can be interpreted. Knowledge of the con-
straints allows recovery from the image of the
properties of the scene. For example, stereopsis
depends on the constraint that only one point on
the retina receives light from the same source as
another (unique) point on the other retina, and that
the changes in disparity will be small. Although
there are some possible exceptions, in general this
constraint holds because the world is largely com-
posed of smooth surfaces.

A COMPUTATIONAL THEORY OF
VISION: HOW DOES THE BRAIN SEE?

This theoretical framework was the ‘signature’ of
the research conducted in the MIT Vision Group
that was formed and inspired by David Marr. The
group included many talented and creative stu-
dents and colleagues, such as Tomaso Poggio, Shi-
mon Ullman, Ellen Hildreth, Eric Grimson and
Keith Nishihara. Together they were seeking com-
putational insights into the working of the visual
system, and they put them to the test of implemen-
tation as computer models. Within only a few years
many ground-breaking papers on computational
vision had been published, including a theory of



4 Marr, David

binocular stereopsis, a theory of low-level image
representation, representation of direction selectiv-
ity in the cortex and a theory of the way in which
shapes and actions are categorized.

Marr’s book entitled Vision: A Computational In-
vestigation into the Human Representation and Process-
ing of Visual Information (see Further Reading) is a
lucid presentation of this work which proposes a
general theory of the visual processing stages up to
(but not including) object recognition. The frame-
work of this theory is based on three main symbolic
representations of the visual world which are
created, maintained and interpreted by the process
of vision. First, the primal sketch is mainly con-
cerned with the description of changes in intensity
of the image and their local geometry, on the
grounds that intensity variations are likely to cor-
respond to object boundaries or other physical
realities. The primal sketch representation is con-
structed from symbolic primitives such as zero
crossings, edges, contours and blobs. Secondly,
the two-and-a-half-dimensional sketch (24-D sketch)
is a viewer-centered description of the relative dis-
tances, contours and orientations of surfaces.
Thirdly, the three-dimensional model (sketch) is an
object-centered representation of objects with the
goal of later allowing manipulation and recogni-
tion. This representation must be initially related
to and derived from the two-and-a-half-dimen-
sional sketch, which means that there must be a
relationship between the schema of an object and
the way in which the organization of its surfaces
appears to the perceiver.

Each of these representations is associated with
algorithms used to produce them and computa-
tional theories describing specific modules in the
visual system that are used to construct the
sketches at each level. The idea of the vision process
as a set of relatively independent modules is a
powerful one from both computational and evolu-
tionary perspectives, and some of the modules
have been isolated experimentally.

DAVID MARR'’S VISION

In the winter of 1978 David Marr was diagnosed
with leukemia. He died on 17 November 1980
in Cambridge, Massachusetts. His entire work
provided solid proof that in behavior and brain

sciences a good theory does not have to sacrifice
mathematical rigor for faithfulness to specific find-
ings. More importantly, it emphasized the role of
explanation over and above mere curve fitting,
making it legitimate to ask why a particular brain
process is taking place, and not merely what differ-
ential equation can describe it.

Through his published work, intellectual leader-
ship, and the harmonious blend of insight,
mathematical rigor and deep knowledge of neuro-
biology that characterizes his research, David Marr
has given us a new intellectual landscape. More
than two decades after his quest was cut short,
research in neurobiology and cognitive sciences
increasingly emphasizes the importance of eluci-
dating the computations performed by the brain,
and the most exciting developments are those
prompted (or at least accompanied) by computa-
tional theories.
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Warren Sturgis McCulloch (1898—1969) was an im-
portant figure in the development of current views
on the relation of brain, as mechanism, to spirit, as
process. He was patrticularly interested in the physi-
ology of the nervous system.

The concert of body and mind remains the major
philosophical problem it has been since antiquity.
But systems that act purposively, and modify their
action to optimize performance, have proliferated
since the mid-twentieth century. In some ways they
have changed how we view the mind-body prob-
lem; and the paper ‘A logical calculus of the
ideas immanent in nervous activity’, written by
McCulloch and Pitts and published in 1943, helped
make this change possible.

McCulloch was born and grew up in Orange,
New Jersey. He showed early abilities in carpentry,
building design, construction, blacksmithing, sur-
veying, and sailing. He wrote poetry, and con-
tinued to do so throughout his life.

After high school he attended Haverford College
for a year, where he concentrated on the philosoph-
ical problems of epistemology. He went on to Yale,
where he took his BA in 1921 while in the Naval
Reserve. After two years in the navy, he went on to
Columbia University in New York, taking an MA
in 1923 and an MD in 1927.

His internship and residency at Bellevue Hos-
pital (1927-1928) launched his career in neurology.
From 1928 to 1930 he worked on experimental epi-
lepsy research in the Neurosurgical Laboratory and
Department of Neurology at Columbia University.
Then, from 1930 to 1931, he studied head injury
under Foster Kennedy at Bellevue Hospital, while
teaching physiological psychology at Seth Low
Junior College.

From 1931 to 1932 McCulloch did graduate work
in mathematical physics at New York University.
What he learned during this break in his clinical
work was to serve him well in his later studies in
physiology.

From 1932 to 1934 he was Resident in Neurology
at Rockland State Hospital (Orangeburg, New York
State). In 1934 he committed himself to the study of

neurophysiology at Dusser de Barenne’s laboratory
in Yale, where he was able to begin the main thread
of his scientific life: the attempt to understand the
brain.

In Holland, Dusser de Barenne had developed
the technique of strychnine neuronography. By this
technique it was possible to map out corticocortical
connections in live mammalian brain, a prohibi-
tively complex task by ordinary anatomical
methods.

The cortex can be mapped, by cytoarchitectonic
methods (such as used by Brodmann), into many
distinct areas, surprisingly clearly bounded. These
areas are functionally distinct, and their numbering
has become the mode of reference by which clin-
icians and physiologists identify the locus of cor-
tical representation of specific motor, sensory, and
cognitive functions.

As his wife, Rook, said of McCulloch, his goal
was set early in his life: namely, to understand man
and man’s understanding. His mission was not to
unravel the sources of misery and madness in man
but to explain man himself. To him, neurology was
a necessary introduction to the philosophical ques-
tions, a tool rather than a profession.

For the next 15 years, McCulloch devoted himself
to the localization of function in the brains of cats,
macaques, and chimpanzees. Unfortunately, that
work has largely been neglected with the develop-
ment of more precise modern methods. Some of
McCulloch’s subtler observations about cortical
function have almost been forgotten.

McCulloch and Dusser de Barenne wrote on the
phenomenon of ‘suppression’, which they distin-
guished from ‘inhibition” and “extinction’. Between
the motor and premotor areas of the cortex lies a
strip which they called ‘4s’. When stimulation of
this area preceded by several minutes a testing
stimulus of the motor area, over a period of a
few minutes, no response to the stimulation of
the motor area was obtained. The area 4s coin-
cided with that strip from which Marion Hines
had obtained, by electrical stimulation, a cessation
of movement and a relaxation of contracted
muscles.
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Suppressor strips (of which there are several in
the cortex) are largely ignored, and left unex-
plained, in current accounts of cortical physiology.
McCulloch, Snider, and Magoun associated them
with activity of the reticular formation in the brain
stem.

After the death of Dusser de Barenne, McCulloch
stayed at Yale to finish and publish the papers
describing their joint work. Then, in 1941, at the
instigation of Percival Bailey and Gerhardt von
Bonin (both of whom had worked with de Berenne
at Yale), McCulloch became Director of the Labora-
tory of Basic Research at the Neuropsychiatric In-
stitute in the University of Illinois College of
Medicine. In 1945 he became Full Professor of
Psychiatry and Clinical Professor of Physiology.

He and his family (Rook, his two daughters Taffy
and Jean, his son David, and his adopted son
George Duncan) took a house in a western suburb
of Chicago. The family had a farm in Old Lyme,
Connecticut, and every summer there would be
scholars, artists, and scientists visiting from all
over the world. There would also be the neighbors,
to whom Warren and Rook were unstintingly gen-
erous. Rook was the farmer, Warren engaged in
building, and guests joined in all the activities.
The dam that Warren designed for the large pond
was one of the few dams in the region untouched
by the hurricane in 1938.

McCulloch’s 12 years at the Neuropsychiatric
Institute were productive. He, Garol, Bailey, Von
Bonin, Roseman, Ward, Davis, and others worked
on the strychnine neuronography of the cortex,
finishing the effort begun at Yale.

Other research was also going on in McCulloch’s
laboratory. Fred and Erna Gibbs came from Boston
City Hospital and set up their laboratory of ence-
phalography. Craig Goodwin designed and main-
tained most of the electrical and electronic
apparatus. Elwood Henneman began his studies
on the spinal cord, which would occupy him for
the rest of his life at Harvard Medical School.

At about the same time, Snider and Magoun at
Northwestern University Medical School in Chi-
cago were discovering the bulboreticular facilita-
tory and inhibitory nuclei. These large-celled
groups in the brain stem act on all spinal reflexes,
one greatly enhancing them, the other diminishing
them to complete suppression. The whole reticular
formation in the brain stem is very mysterious; it
has global effects on the state of the organism, and
feeds upward to the forebrain as well as downward
to the spinal cord. This work opened a new view on
the cortical suppressor strips, which has since
fallen out of favor but is still debated.

In 1942, Walter Pitts came to the laboratory.
When he visited McCulloch he was not yet 18; but
he had already joined Rashevsky’s group in math-
ematical biophysics at the University of Chicago.
McCulloch instantly recognized Pitts’s talents. Pitts
was as well read in poetry, philosophy, and history
as in mathematics and logic. The affinity between
the two men was strong and obvious. Walter
became part of the family, and lived with them in
1943.

McCulloch explained to Pitts the problems of
studying the brain, the nature of reflexes, the physi-
ology of synaptic connections, and the problem of
making sense of it all. Turing’s famous 1939 paper
on the ‘universal logical engine” was well known to
both men. McCulloch pointed out that there was an
analogy between the synaptic actions of excitation
and inhibition and logical operations, and that the
nervous system may be an engine performing logic.
With great enthusiasm, they produced ‘A logical
calculus of the ideas immanent in nervous activity’,
which was highly influential.

Pitts met Norbert Wiener towards the end of
1945, and was invited to become Wiener’s student
at the Massachusetts Institute of Technology. He
moved to Boston, but revisited Chicago to write a
second paper with McCulloch — ‘How we know
universals: the perception of auditory and visual
forms’ — in 1947. This ambitious venture is as re-
markable as the first, but less widely recognized.

By 1946, and until 1953, McCulloch was chairing
the Josiah Macy Jr Foundation Meetings on Cyber-
netics, multidisciplinary meetings to deal with
problems involved in the nature of information
and its processing.

While he continued to oversee and guide the
laboratory, his interests had changed. So when
Jerome Wiesner, at Wiener’'s request, invited
McCulloch to MIT in 1951, McCulloch gladly
accepted. Here he could devote himself fully to a
new venture with no administrative responsibil-
ities. With him came Pat Wall and Jerry Lettvin.

At that time, the Research Laboratory of Elec-
tronics at MIT was a playground of new thought.
Engineers, mathematicians, and scientists mingled
with linguists and poets, artists and musicians,
philosophers and critics, in a common creative
effort, in a climate where ideas could be explored
without the promise of results.

Two problems remained from McCulloch’s years
at the Neuropsychiatric Institute. First was the
question of whether the brain could be regarded
as (or imitated by) a logical engine — a project
already started by John von Neuman and being
actively pursued at MIT. The second question
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concerned the nature of inhibition. Is it a specific
synaptically mediated signal, or is it also mediated
in other ways?

McCulloch devoted himself to the problem of
developing a mode of logic for modeling neurons.
He left the laboratory experimentation on nervous
action to his group. However, he remained very
involved in the design and prosecution of the
experiments.

The laboratory studies on vision and on smell, on
synaptic interactions, and on self-repair of the ner-
vous system, all done using frogs and salamanders,
are now well known. But one study, which occu-
pied the first three years, has been almost ignored.
The 1955 paper ‘Reflex inhibition by dorsal root
interaction” shows that electrical currents produced
by the impulses in one set of nervous fibers affect
the threshold for invasion of an impulse into the
branchings of adjacent fibers. Every branching is a
two-bit switch; the oncoming impulse in the fiber
can invade one or other branch, or both, or neither.
What happens at this switch depends on the

electrical field produced by what is happening
everywhere around it. This makes nervous process-
ing very much more complex than had previously
been thought. The implications of this work are
potentially explosive.

Warren McCulloch made vital contributions to
the study of the brain at a time when the field was
undergoing revolutionary change. His work raises
serious problems about the nature of process in
living things as compared to logical engines. His
pleasure in paradox spices all his writings, and his
insistence on underlying metaphysics is the ghost
in the living machines he studied. McCulloch was a
17th century figure in 20th century clothes.

Further Reading
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MA: MIT Press.
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Allen Newell (1927-1992) was a pioneer in the field
of artificial intelligence. Much of the work he initiated
continues to be of fundamental importance today.

INTRODUCTION

Allen Newell was one of the greatest thinkers in the
field of artificial intelligence (Al). In recognition of
the enormity of his achievements, he was made the
first president of the American Association for Ar-
tificial Intelligence, and received one of the first
awards for research excellence from the Inter-
national Joint Conference on Al In his lifetime
Newell wrote and contributed to 250 publica-
tions, including ten books. His final book was en-
titled Unified Theories of Cognition, and the title
represented his lifelong goal: to understand the
workings of the human mind.

BEGINNINGS

Allen Newell was born in San Francisco in 1927.
His father was Dr Robert R. Newell, a renowned
professor of radiology at Stanford Medical School,
and his mother was Jeanette Le Valley. Newell
looked up to his father a great deal, seeing him as
‘... in many respects a complete man ... He’d built a
log cabin up in the mountains ... He could fish, pan
for gold, the whole bit. At the same time, he was the
complete intellectual ... Within the environment
where I was raised, he was a great man. He was
extremely idealistic. He used to write poetry.’

At 17, Newell, perhaps influenced by his father’s
outdoor pursuits, dreamt of being a forest ranger
but a career in science became his main preoccupa-
tion after witnessing the atomic-bomb tests on the
Bikini Atoll. Newell was 19 and had just been
drafted into the US Navy. He had observed the
tests on board a ship full of scientists; and his job
afterwards involved making maps of the distribu-
tion of radiation over the atolls.

He completed his first degree in physics at Stan-
ford in 1949, having already published his first
paper (on the subject of X-ray optics). At Stanford,
Newell took a course on mathematical methods in
physical science given by the mathematician
George Polya. This proved to be a significant influ-
ence on the course of his future studies — implicitly
if not explicitly — by introducing him to the idea of
solving problems using a method grounded in
heuristic reasoning.

After a year studying pure mathematics at
Princeton, Newell left to join the RAND Corpor-
ation, a think-tank based in Santa Monica. He
worked for RAND for the next 11 years, though
not always on site. It was here that he met Herbert
A. Simon, then Professor of Industrial Administra-
tion at the Carnegie Institute of Technology (CIT),
who was to play a large part in Newell’s life and
studies. (See Simon, Herbert A.)

At first he studied logistics systems and organ-
izational science, specifically with reference to
the military. The Systems Research Laboratory at
RAND grew from Newell’s first efforts (along with
those of Bob Chapman, Bill Biel and John Kennedy)
to study information handling and decision-
making processes by military pilots for which it
was necessary to construct a full-scale mock-up of
an early warning station. Newell then worked with
Cliff Shaw, a systems programmer, to produce a
computer program to simulate a radar display of
air traffic. This project brought about the realization
for them that computers could be used for symbolic
as well as for numerical processing.

There came a new epiphany for Newell in 1954
during a seminar by Oliver Selfridge on pattern
recognition, when he realized that it would be pos-
sible to build more complex intelligent adaptive
systems than had ever been built before, and im-
portantly that they could be programmed on digital
computers. From then on, his main preoccupation
was the architecture of the human mind. (See
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Pattern Recognition, Statistical; Pattern Vision,
Neural Basis of)

BUILDING SYSTEMS

The way to learn about systems is to try to build one.

Newell’s first steps towards this goal took the form
of programming a computer to learn to play chess.
Chess had always interested researchers in this
area because of its perceived difficulty as a form
of thought and its innate logic. Newell’s chess pro-
gram was reliant on heuristic search, and led to his
first publication on this topic. However, while the
design was promising, the restricted memory of
computers of the time proved to be an obstacle.
(See Search)

Newell’s working relationship with Simon con-
tinued from there on. Instead of moving to Stan-
ford’s Behavioural Sciences unit, he joined CIT to
complete a doctoral degree and work on simula-
tions. Newell, Simon and Clifford Shaw joined
forces in 1955 to build a computer program that
would demonstrate complex information process-
ing. They started to construct a system with the aim
of working in geometry, but changed direction to
work on propositional logic (this decision was due
in part to Simon’s owning a copy of Principia Math-
ematica). From this collaboration came ‘logic theor-
ist” (LT), one of the first working Al programs. It
incorporated many of the ideas that have since
become foundations of this topic, one of the most
fundamental being that of heuristic search.

While building LT and their chess-playing pro-
grams, the team were faced with the problem that
none of the current computer languages supported
the symbolic processing that was so central to their
programs; therefore they had to spend time build-
ing their own tools. In 1957, there emerged from
these efforts the first implemented list-processing
language, called simply ‘information-processing
language’” (IPL). Over the next seven years, six dif-
ferent versions of this language were developed.
The language introduced many of the ideas that
became fundamental first to list processing and
later to computer science in general: lists, associ-
ations, schemata, dynamic memory allocation, data
types, recursion, associative retrieval, functions as
arguments, and generators.

Newell received his Ph.D. from CIT in 1957. His
thesis described his work on LT and chess. In it were
ideas that would appear 25 years later in Soar (ori-
ginally standing for ‘state, operator and result’):
dynamic subgoal creation, multiple evaluation,
methods for controlling search, resource-limited

reasoning, learning based on applying existing
knowledge, and the close integration of learning
and problem solving. (See Soar; Problem Solving).

Four years later, in 1961, Newell would join the
faculty as a professor. He was instrumental in the
creation of CIT’s computer science department and
its subsequent development into one of the best
departments of its kind in the world.

After their work on LT, the team returned briefly
to the realm of chess, and, using a version of IPL,
wrote a chess-playing program called NSS (after the
initials of the authors). This differed from others
around at the time in that it aimed to simulate
human players rather than just go for the win.

LT as a system exhibited intelligent behavior, but
in a limited domain: all its methods and knowledge
were specific to propositional logic. The next major
step, rather than building more task-specific
systems, was the generalization of these basic tech-
niques to construct a single system that would
model human behavior across many different
domains. The ‘general problem solver” (GPS) was
thus conceived. This was a system that, in Newell’s
words, ‘separated out the program structure for
problem solving from the program structure to
describe a particular task’.

GPS was constructed by studying human proto-
cols for logic tasks. It was apparent from this
that they required a more goal-directed strategy:
means—ends analysis, where actions are selected
based on their ability to achieve a goal. Thinking-
aloud protocol analysis was used (and indeed res-
urrected, since it was then generally out of favor),
and problem-behavior graphs tracked the perform-
ance of subjects, coding decisions that were being
made and comparing them to those made by the
computer.

However, there were problems with GPS. In
Simon’s words, it would ‘burrow into a deep pit
of successive subgoals with no way for the top
program levels to regain control’. A potential
solution lay in the use of production-system lan-
guages, where each instruction was a condition
followed by an action. This and other aspects of
GPS would eventually be generalized in Soar, the
problem-solving architecture based on problem
spaces and production systems that was developed
by Newell, John Laird and Paul Rosenbloom.

In 1972 Newell and Simon published Human Prob-
lem Solving, the culmination of their investigations
into complex problem solving. It covered protocol
analysis, GPS, and production systems, presenting a
computational theory of human problem solving
based on heuristic search in problem spaces.
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Simon and Newell’s research paths diverged
slightly after the writing of this book, with Simon
in his own words, then concentrating on ‘GPS,
EPAM the sequence extrapolator and BACON,
while Newell’s emphasis was on computational
architecture and attempts to model the control
structure underlying intelligence’.

THEORIES OF MIND

Diversions occur, make them count: salvage what is
possible for the main goal.

In 1968, Newell, with Gordon Bell, wrote a book on
computer systems, in the process of which they
created languages for two different levels of com-
puter design: the system level (PMS) and the in-
struction level (ISP). This work was a diversion
from Newell’'s main preoccupation with intelli-
gence, but it served to crystallize ideas of architec-
tures and hierarchies of levels for analyzing
computational systems.

Other work on computer and software systems
design followed, along with a number of publica-
tions, up to 1982. The L* language was developed
by Newell, George Robertson, Peter Freeman and
Don McCracken with the system programmer in
mind in that it was meant to facilitate the construc-
tion of a customized operating system and user
interface.

Newell was also willing to observe rather than
participate, and played an advisory role in the
ARPA program of research on speech recognition
in the 1970s. He wrote the final report for this, which
proved to be very influential at the time.

In 1973 Newell became a consultant to Xerox
PARC (dedicated to exploring digital electronic
technologies in the context of office information
systems). A year later he was joined by two of his
former students (Stuart Card and Thomas Moran),
thereby forming the Applied Information-
Processing Psychology Project, part of his long-
term project to apply psychological theory to
human—computer interaction (or user-interface
design). Existing psychological data were
examined for regularities, and from this analysis
an engineering-level model of routine cognitive
skills, and a methodology for analyzing new tasks
in terms of the basic processes required to perform
them, were constructed. This work resulted in the
publication of The Psychology of Human—Computer
Interaction, and led Newell back to human mental
architecture.

An architecture is a fixed set of mechanisms that
enable the acquisition and use of content in a memory

to guide behavior in pursuit of goals. In effect, this is
the hardware—software distinction: the architecture is
the hardware that is supporting the software and the
software is the collection of data structures that encode
the content. This is the essence of the computational
theory of mind.

SOAR

Choose a final project to outlast you.

A unified theory of cognition is usually based
around one central cognitive activity — with Soar
(and previously GPS), this was problem solving.
Soar allowed multiple problem spaces to be used
in solving a single problem, thereby overcoming
some of the constraints of the GPS system. Soar
was a production system to which learning by
chunking and a universal weak method were
added. The concept of chunking had existed in
previous Al programs where memory organization
was studied in terms of chunks, and in learning by
adaptive production systems.

Soar represents all long-term knowledge as pro-
ductions and all short-term knowledge as attribute
values. Problem solving is formulated as process-
ing within problem spaces; all goals are generated
from architectural ‘impasses’; and all learning
occurs via chunking.

Soar was to become the central focus of Newell’s
research for the rest of his life, and it quickly became
clear that it had many of the properties required to
model human cognition, for the above reasons. This
realization prompted Newell to propose Soar as the
basis for a unified theory of cognition. He did not
mean it to be the fundamental ‘theory of theories’,
but rather a vehicle for him to demonstrate and
explore what a unified theory would look like.

Newell’s lectures on Soar at Harvard in the late
1980s prompted worldwide research on the topic as
a theory of cognition, and Newell took an active
role in research on cognitive development, natural
language, instruction taking, visual attention,
human—-computer interaction, and syllogistic
reasoning. (See Natural Language Processing;
Cognitive Development, Computational Models
of, Visual Attention;, Human-Computer Inter-
action)

NEWELL’S VISION

What lives is what your scientific descendants must
use to solve their problems.

Work still continues today on Soar, but Newell’s
contribution to the field of Al is broader — indeed,
without him, it would not be what it is today. Herb
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Simon, himself a giant in the field, had the
following to say about Newell:

He was a person who not only dreamt but gave body to
his dream, brought it to life. He had a vision of what
human thinking is. He spent his life enlarging that
vision, shaping it, materializing it in a sequence of
computer programs that exhibited the very intelli-
gence they explained.
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The discovery by James Olds (1922-1976) of
reward systems in the brain was an important ad-
vance in our understanding of brain—behavior rela-
tionships. Olds later developed new techniques for
recording the activity of individual brain cells in
freely behaving animals, and used these tech-
niques to study brain activity during learning.

After graduating from Amherst College in 1947,
Olds went to Harvard University to study for a Ph.
D. in Social Psychology under Talcott Parsons. At
Harvard he became interested in animal learning
and motivation, and brain mechanisms of behavior.
The prevailing view at that time was that of the
behavioral theorists like Clarke Hull and B. F. Skin-
ner, who believed that learning occurs because the
immediate consequences of a response reinforce a
connection between that response and the preced-
ing stimulus. According to Hull’s ‘drive reduction
theory’, physiological deficiencies, or needs, pro-
duce drives. The responses the animal makes that
result in reduction of these drives are reinforced.
Responses that do not reduce drives are not re-
inforced, and would therefore occur less frequently
in the future. Responses that result in increased
internal drives should result in negative reinforce-
ment, or ‘punishment’; and their frequency should
decrease rapidly and significantly.

According to this point of view, behavioral
theory had no need to hypothesize any internal,
‘mental or emotional’ processes like thinking or
feeling. In fact, such terms were eschewed. Indeed,
the behaviorist saw no need to investigate the brain
to understand behavioral processes.

An alternative view to strict behaviorism was
held by Edwin Tolman, who placed more emphasis
on the information processing that should result
from experiencing an important event. He also
emphasized the significance of ‘internal” processes
in explaining behavior. Tolman was a visiting
professor at Harvard during Olds’s graduate career
and profoundly influenced his thinking. Olds also
liked to think about the brain in his attempts to
explain the results of his behavioral experiments.

Olds was also strongly influenced by the writings
of Donald O. Hebb, who was the most prominent
biological psychologist in North America. One of

his professors at Harvard, Richard Solomon, sug-
gested that if Olds wanted so much to study the
brain, he should go to Hebb’s laboratory at McGill
University.

When Olds arrived at Hebb’s laboratory, he was
assigned to work with a graduate student named
Peter Milner on a project to investigate the behav-
ioral effects of electrical stimulation of an animal’s
brain. Until that time, the most common method for
studying brain-behavior relationships had been to
examine the behavioral effects of brain damage.
Most knowledge of brain function had been
learned by inducing lesions in selected brain struc-
tures and carefully examining the consequences of
the damage on specific behavioral processes: for
example, sensory and motor deficits, or changes
in arousal, motivation, learning, or memory.

A small number of studies had used electrical
stimulation of the brain to study brain-behavior
relationships. William Randolph Hess had just
won a Nobel Prize for studies showing that elec-
trical stimulation of a certain part of the brain, the
hypothalamus, induces aggressive attack behavior.
Another group of scientists had discovered that
stimulation of another part of the brain, the mid-
brain reticular formation, induced arousal in sleep-
ing animals. And a group at Yale had reported that
stimulation of certain parts of the brain produced
fear-like behavior.

Recognizing the value of these new electrical
stimulation techniques, researchers at Hebb’s
laboratory began to study the effects of brain stimu-
lation on behavior. When Olds arrived at McGill,
Peter Milner and another student, Seth Sharpless,
were studying the arousing effects of electrical
stimulation of the midbrain reticular formation.
Milner taught Olds how to implant the electrodes
in rats.

While testing his first animal, with an electrode
aimed at its midbrain reticular formation, Olds
noticed that the animal did not avoid the places
on the testing table where it had just received
stimulation. In fact, the stimulus seemed to re-
inforce the responses that brought the animal back
to those places where it had just been stimulated.
Olds was able to use the stimulation to reinforce the
animal for moving to any location on the testing
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table. He realized that the brain stimulation pos-
sessed all of the positive reinforcing properties of
natural rewards such as food or water to a hungry
or thirsty rat: the animal behaved as if it ‘enjoyed’
the electrical brain stimulation, rather than finding
it aversive.

Later, Olds discovered that the electrode was not
after all in the midbrain reticular formation. It was
a few millimeters away, in an area of the forebrain
known as the septal area. In order to investigate
this phenomenon objectively, Olds and Milner im-
planted other animals, and showed that electrical
brain stimulation to the septal area acted as a posi-
tive reinforcer for lever-pressing behavior. Their
study aroused such interest that it became the
most cited paper in the field of psychology for the
next two decades.

Soon thereafter, Olds and others demonstrated
that electrical stimulation in various areas of the
forebrain, notably areas related to the hypo-
thalamus, induced a variety of consummatory
behaviors, such as eating, drinking, sex, nest build-
ing, and parental behavior. Further, whenever a
stimulus was found to elicit consummatory behav-
ior, that stimulus was found to be rewarding. So,
when a brain stimulus increased the drive for a
consummatory behavior, it was also positively re-
inforcing. This result contradicted the fundamental
premise of drive reduction theory, that reinforce-
ment occurs only when drives are reduced. The
results of brain stimulation experiments were so
dramatic, and so counter to the prevailing behav-
iorist tradition, that they led to a flurry of research
that produced a paradigm shift in the study of
the biological mechanisms of behavior. Thereafter,
brain stimulation became a standard method for
investigating brain-behavior relationships.

After leaving Hebb’s laboratory at McGill
in 1955, Olds became a research associate in the
laboratory of H. W. Magoun and D. B. Lindsley at
UCLA. In 1958 he moved to the University of Mich-
igan, where he and his wife Marianna (Nicky) and
their students addressed a number of important
questions about the nature of rewarding brain
stimulation and its implications for motivation
and reinforcement. They mapped the locations of
the brain where electrical brain stimulation pro-
duced different degrees of reward, and showed
that the reward produced by electrical stimulation
could far exceed the reward produced by natural
biological motivation. The rats would even cross an
electrified grid floor to receive the stimulation, or
starve themselves in the presence of abundant food
when presented with a lever whose depression
would result in rewarding brain stimulation.

Olds’s group studied the relationship between
rewarding brain stimulation, various hormonal
conditions, and natural biological motivational be-
haviors, such as feeding, drinking, and sex. They
found significant interactions between the motiv-
ational state of the animal and the rewarding effects
of electrical stimulation. Stimulation produced
the greatest reward in the lateral hypothalamus, a
region traversed by the medial forebrain bundle.
Lesions in this region had previously been shown
to interfere with consummatory behaviors, such as
feeding, drinking, sex, and nest building. Stimula-
tion of the sites that produced consummatory
behaviors was also generally rewarding.

This research program radically changed the
way psychologists thought about motivation,
reward, and reinforcement. It has also had a major
influence on the study of drug addiction. Many of
the areas of the brain where stimulation was found
to be especially intense are now known to be the
areas where addictive substances produce their
highly motivating effects.

In the early 1960s Olds began to consider the
limitations of the use of electrical and chemical
brain stimulation in the study of brain-behavior
relationships. He sought new techniques for
recording the activity of individual brain cells in
awake, freely behaving animals. Techniques had
been developed to record the activity of individual
neurons in invertebrate preparations, and some
progress had been made in recording from individ-
ual brain cells in anesthetized or immobilized
vertebrate animals. However, neither of these tech-
niques was suited for recording for very long
periods of time, or from individual brain cells in
awake freely behaving animals. The only brain
recording techniques being used at that time in
freely behaving animals were the electroencephal-
ography and multiple-unit techniques which
recorded the activity of small clumps of cells but
could not distinguish individual cells. Neither of
these techniques provided enough resolution for
Olds’s purpose.

Olds eventually learned that large, blunt, soft,
wire electrodes, could record from individual
neurons in awake, freely behaving animals for
reasonable periods of time. The task was formid-
able, because the cellular signals were of very low
amplitude, the background noise level was gener-
ally very high, it was often difficult to distinguish
the activity of one brain cell from another, and
behavioral movements would often produce elec-
trical signals in the recording wires that were diffi-
cult to distinguish from neuronal activity. Olds
patiently solved each of these problems by
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designing special electronic circuits to analyze the
signals and to discriminate between true nerve
signals and artifacts. He was one of the first
to introduce general-purpose computers into the
laboratory to perform real-time, online signal
analysis.

His original intention was to use single-cell
recording techniques to study brain mechanisms
of reinforcement. Since graduate school, he had
been interested in the idea that some change in
the brain is responsible for changing the likelihood
of a response or for increasing the strength of con-
nections between a stimulus and a response or
between two stimuli. While searching for the site,
or sites, where reinforcement occurred, his early
recording studies included the study of motivation
and states of arousal. While his laboratory pro-
duced an impressive set of studies of cellular
changes in different brain areas during changes in
motivation and arousal, he was not able to identify
the sites where reinforcement occurred. Since his
behavioral paradigms typically included a learning
component, he decided to investigate regional
differences in cellular activity during learning
per se. He was the first to show changes in single
brain-cell activity during learning in freely behav-
ing animals.

In 1969 Olds moved to the California Institute of
Technology, where his research focused on isolat-
ing those parts of the brain that were critical for
learning. There was particular interest in the hippo-
campus, because lesions there in humans produced
severe memory deficits. Olds’s laboratory was the
first to report reliable changes in activity in hippo-
campal neurons during Pavlovian conditioning. He
embarked on a large program to study the activity
of many areas of the brain simultaneously during
Pavlovian conditioning to determine which areas
changed the most, which changed the earliest
during learning, and which showed the shortest
latency response to the stimuli. This program was
very successful, making a number of important
discoveries, including the discovery that the earli-
est conditioned changes in brain activity often
occurred in sensory pathways.

Before his program had come to complete fru-
ition, James Olds died, apparently of a heart attack,
while swimming off Newport Beach, California, in
1976 at the age of 54.

Olds received many awards and honors during
his career, including the Newcombe Cleveland
Prize of the American Association for the Advance-
ment of Science in 1956, the Hofheimer award from
the American Psychiatric Association in 1958, the
Warren Medal from the Society of Experimental
Psychologists in 1962, the Distinguished Scientist
Award from the American Psychological Associ-
ation in 1967, and the Kittay Prize from the Kittay
Scientific Foundation in 1976. He was elected to the
National Academy of Science. If his career had not
been cut so short he might well have received a
Nobel Prize.
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Ivan Petrovich Pavlov (1849-1936) was a Russian
physiologist most famous for his research on the
conditioned response. His work provided a firm ex-
perimental grounding for many of the concepts cur-
rently accepted in psychology.

INTRODUCTION

Ivan Petrovich Pavlov (1849-1936) was a Russian
physiologist best known for his groundbreaking
studies on ‘conditioned responses’. Less well
known are his contributions to other aspects of
physiology, particularly those dealing with digest-
ive functions. Indeed, it was while studying di-
gestive secretions that Pavlov became interested in
the integration of brain and body, which ultimately
occupied the bulk of his career. In 1897 Pavlov pub-
lished his experimental results and generalizations
in a book called Work of the Digestive Glands, which
included defining the role of the brain in control of
digestive function. For this work, he became the first
Russian and the first physiologist to receive the
Nobel prize, which was awarded in 1904.

Pavlov was born in the Russian town of Ryazan.
His father was a priest and, as was customary in
such situations, when Pavlov came of age, he began
studying for the priesthood. While at the seminary
he was exposed to texts on physiology and to Dar-
win’s work on evolution, which led him in 1870 to
abandon his religious training and enroll in the
University of St Petersburg. His first research pro-
ject as a student involved investigation of pancre-
atic nerves. Pavlov continued his studies at the
Military Medical Academy between the years of
1875 and 1879. He finished his dissertation and
earned the degree of doctor of medicine in 1883.
Pavlov gained the attention of such prominent re-
searchers as Ludwig, Heidenhain, and Bofkin
during the next several years, and was appointed
a professor at the St Petersburg Institute of Experi-
mental Medicine in 1895.

PAVLOV AS A PHYSIOLOGIST

Early Career

Pavlov’s first independent work focused on the
physiology of blood circulation, which began with
studies on the influence of variations in blood
volume on blood pressure. He also investigated the
nervous control of the heart, and argued that four
types of nerves controlled the rhythm and strength
of cardiac contractions. He came to believe that in
order to understand the true physiological mechan-
isms of an organ, that organ had to be observed as it
functioned as a part of the whole body. Towards that
end, Pavlov began to use unanesthetized, neuro-
logically intact dogs for his studies, an experimental
paradigm that would become the mainstay of his
most important accomplishments. Pavlov’s meth-
odology involved training dogs to lie calmly on the
operating table while he incised the skin and surface
tissues, exposed the artery, and connected it to
instruments for measuring blood pressure.

Pavlov’s second independent work concerned
digestive physiology. He started studying digestive
processes as early as 1879, and it was his major
focus from 1890 to 1897. The bulk of this work
also was based on experimentation with dogs, and
involved developing fistulas through which secre-
tions from the salivary glands, stomach, pancreas
and small intestine could be collected over time.
His technique was truly unique in that he did not
cut the nerve supply nor contaminate the secretions
with food. Among other things, these experiments
led to a description of the neural control of pancre-
atic secretion, the demonstration that chewing and
swallowing alone stimulated gastric secretion, and
the finding that the types and amounts of secretions
from the stomach varied in response to different
foods. Finally, and importantly, Pavlov observed
that the mere sight of food stimulated secretion
from both salivary glands and stomach.



2 Pavlov, Ivan Petrovich

The Salivary Reflex as a Window to the
Brain

Pavlov’s initial work on digestive secretions con-
firmed what others had noted: that introduction of
food or mild irritants into the mouth led rapidly to
the secretion of saliva. He and his students (the
‘Pavlovians’) subsequently observed that their
dogs would also secrete saliva when food was
near enough for them to see or smell it. Moreover,
the same pattern of salivation was seen when the
dogs were shown their empty food bowl, when
the person who fed them entered the room, or
even when they heard footsteps approaching their
pens. Clearly, the cortical regions of the brain were
directing such responses, and Pavlov recognized
that such “psychic secretion” provided a unique op-
portunity to study neural processing in the brain.
He felt strongly that understanding higher brain
function required a purely physiologic approach,
and exhibited substantial disdain for studies by
the animal psychologists of his day. In promoting
his use of the salivary reflex, Pavlov stated:

In this manner the investigation of the cerebral hemi-
spheres is brought into line with the investigations
conducted in other branches of natural science, and
their activities are studied as purely physiological
facts, without any need to resort to fantastic specula-
tions as to the existence of any possible subjective state
in the animal which may be conjectured on analogy
with ourselves.

Investigations on Conditioned Reflexes

Between 1897 and 1936 Pavlov and his associates
published more than five hundred papers dealing
with conditioning of the salivary reflex. This mas-
sive body of work was an extension of his early
experience in collecting saliva from conscious
dogs in which a salivary duct was surgically
diverted to the exterior surface of the skin and the
saliva was collected into tubing. The chief advan-
tage of this method over other approaches of the
day was that it provided an objective and easily
quantifiable end point — Pavlov could measure the
time between stimulus and response, and (as
volume) the magnitude of the response. Addition-
ally, the stimuli applied to elicit the salivary reflex
were of the type encountered every day and thus
more likely to reveal normal function than stimuli
such as electrical shocks, employed by some other
investigators.

Recognizing the necessity of isolating his dogs
from all but the stimulus under study, Pavlov ar-
ranged for the construction of a building dedicated

to his investigations. The animal rooms within this
building were soundproofed and allowed investi-
gators to remain hidden behind a wall while col-
lecting saliva, without the dogs being aware of their
presence.

Introduction of bread, sand or an acidic solution
into the mouth induces secretion of saliva. This is
an example of an unconditioned reflex. The sight of
food also will induce secretion of saliva; this is
called a conditioned reflex or conditioned response
because it requires experience. The Pavlovians
demonstrated that conventionally raised dogs sali-
vated in response to the sight of bread, but that
dogs raised exclusively on milk did not salivate
when they saw bread, until they learned to associ-
ate bread with something to eat. Development of a
conditioned reflex is thus an example of associative
learning.

Pavlov and his students performed hundreds of
experiments to delineate the prerequisites and
characteristics of the conditioned salivary reflex.
Most famously, they conditioned dogs so that
when a neutral stimulus such as the sound of a
beating metronome was allowed to reach the
animal, secretion of saliva would commence within
a few seconds. In addition to salivating, the dog
would also turn its head in the direction from
which food was usually presented and begin to
lick its lips vigorously, but these responses were
difficult to quantify. Eliciting such a conditioned
reflex was found to depend on several factors.
First, the dog had to be hungry; even after condi-
tioning, a satiated dog failed to secrete saliva in
response to the stimulus. Second, the neutral stimu-
lus had to be applied in the correct temporal se-
quence with respect to the true stimulus. That is, if
the metronome (or bell, light or nonfood odor) was
presented simultaneously with feeding or after
feeding, it subsequently failed to elicit the condi-
tioned reflex. This was demonstrated in numerous
experiments. As one example, a loud buzzer was
sounded 5-10 s after presentation of food on 374
successive occasions, but in none of these trials did
the dog develop a conditioned salivary reflex to the
buzzer. In contrast, applying the buzzer shortly
before the meal on a single occasion was reported
to successfully establish a conditioned reflex.
Finally, a conditioned reflex can be lost if the
neutral stimulus is applied a number of times
without being followed by stimulating the un-
conditioned reflex (i.e. if the buzzer is sounded
several times without presentation of food, the
buzzer will ultimately fail to stimulate flow of
saliva). Such loss of a conditioned response is
called extinction.
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One of Pavlov’s most intriguing demonstrations
of conditioned reflexes involved the use of a nox-
ious instead of neutral stimulus. Unconditioned
dogs respond to the prick of a needle by with-
drawal, as one would expect. Pavlov demonstrated
that dogs conditioned to a needle prick followed by
food not only developed a normal conditioned sal-
ivary response, but did so without aversion to the
needle prick.

CONTRIBUTIONS TO PSYCHOLOGY
AND NEURAL SCIENCE

Pavlov began his work on conditioned reflexes
at a time when much attention was focused on
understanding brain function, with little progress
to show for it. This period also coincided with
the beginnings of psychology as a separate dis-
cipline, and psychologists frequently constructed
elaborate theories of mental function without
constraint by or support from experimental obser-
vations.

Signalization: Establishing a
Conditioned Reflex

The concept of a reflex was recognized well
before Pavlov began his work, but he was the first
to apply rigorous experimental analysis to its
understanding. He considered that unconditioned
reflexes were the result of inborn connections in
the nervous system, which enabled an innate
coupling between stimulus and response. Complex
unconditioned reflexes were equated to instincts.
Conditioned reflexes, in contrast, required estab-
lishment of new connections within the brain; an-
other name Pavlov used for these was ‘acquired
reflexes’.

Pavlov’s greatest contribution was in developing
the concept of signalization, and proposing its role
in behavior and survival. Conditioned reflexes are
established within cortical regions of the brain as
alternative pathways to invoke preexisting uncon-
ditioned reflexes. An example of signalization in
Pavlov’s dogs was when the sound of a buzzer
was sensed, propagated through the auditory
nerve to the cortex, then relayed to nerves innerv-
ating the salivary glands, leading to secretion of
saliva. A connection was thereby established be-
tween the environment and the unconditioned sal-
ivary reflex. Pavlov referred to signals from the
environment as ‘first signals’, to distinguish them
from language (‘second signals’), which he con-
sidered a special case of great importance to

humans. He explained signalization using a tele-
phonic analogy:

My residence may be connected directly with the la-
boratory by a private line; and I may call up the labora-
tory whenever it pleases me to do so; or on the other
hand, a connection may have to be made through
the central exchange. But the result in both cases is
the same. The only point of distinction between the
methods is that the private line provides a permanent
and readily available cable, while the other line neces-
sitates a preliminary central connection being estab-
lished. In one case the communicating wire is always
complete, in the other case a small addition must be
made to the wire at the central exchange.

Unconditioned reflexes, particularly in chains, lead
to behaviors. Signalization and conditioned re-
flexes allow sophisticated behaviors, including
habits, to develop. By careful scientific study of
the simple salivary reflex, Pavlov thus contributed
a crucial insight to psychology.

A Darwinian View of Signalization and
Conditioned Reflexes

Pavlov was influenced deeply by Darwinism and
recognized that innate, unconditioned reflexes
were critical for survival in any environment. The
unconditioned reflex of withdrawing from fire
rather than being attracted to it clearly contributes
to fithess. However, because the environment is
constantly changing, fitness can be greatly en-
hanced if organisms are endowed with the ability
to form temporary connections in the brain that
allow alternative pathways to invoke innate re-
flexes. Such temporary connections are, of course,
the embodiment of Pavlov’s signalization theory.
Smelling smoke or seeing the glow of an approach-
ing fire act essentially as neutral stimuli to condi-
tion animals to avoid fire. All in all, conditioned
reflexes are of great adaptive significance, allowing
animals to avoid predators, seek out mates, and
find food.

CONCLUSION

Ivan Petrovich Pavlov was a self-proclaimed physi-
ologist whose work ultimately had the most pro-
found effects on psychology. Through intense
study of salivary reflex conditioning, he and his
students provided a firm experimental grounding
for many of the concepts familiar to psychologists
and neural scientists today and led the way toward
scientific study of the brain.
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Wilder G. Penfield (1891-1976), the founder of the
Montreal Neurological Institute, possessed a rare
talent for combining science and medicine in the
study of the human brain. This approach made
many advances possible, including the mapping of
the human cerebral cortex, improvements in neuro-
surgical technique, and developments in the treat-
ment of epilepsy and other neurological diseases.

BEGINNINGS

Wilder Graves Penfield was born in January 1891 in
Spokane, Washington, USA. His father, Charles
Penfield, was a physician at the time of Wilder’s
birth. However, a few years later he gave up his
practice to answer ‘the call of the wild’. The result
was a separation from Wilder, his brother Herbert,
his sister Ruth and their mother Jennie (née Jean
Jefferson). In 1899, Charles Penfield moved to Cali-
fornia to live in the woods, by hunting and fishing,
while the rest of the family moved to Wisconsin,
where Jennie’s family lived.

Before long, both older siblings moved away to
marry, leaving Wilder and his mother. The two
were very close, and both attached a high value to
religion, family, hard work and the greater good.

When Wilder was still a boy, Jennie encouraged
him to aim for a Rhodes Scholarship. After gradu-
ating with a philosophy degree from Princeton
University in 1913 with excellent grades and a
fine record as a football player, Wilder did win
the coveted prize on the second attempt. However,
the First World War disrupted his plans and he did
not commence his studies in Oxford, England, until
1915, after a brief stint at Harvard University and
some volunteer work in the medical corps in
France. Following many bouts of indecision, he
eventually settled on medicine, the profession that
had been practised by his grandfather and aban-
doned by his father.

The ship on which Wilder sailed back to England
in 1915 was torpedoed by the Germans. His leg was

shattered, and during the long period that it took to
heal, he convalesced in the home of the famous
Canadian physician, Sir William Osler, who was
living in Oxford. Osler was considered to be the
first Canadian neurologist, and he became one of
Wilder’s first mentors.

In 1917, Wilder Penfield married Helen K. Ker-
mott, who was herself the daughter of a physician.
They had four children: Wilder Jr, born in 1918,
Ruthmary, born in 1919, Priscilla, born in 1926
and Amos Jefferson (‘Jeff’), born in 1927.

After finishing his medical training in 1918 at
Johns Hopkins University in Baltimore, Maryland,
Wilder decided on a career in surgery. As an intern
at the Peter Bent Brigham Hospital in Boston, Mas-
sachusetts, he focused on neurosurgery. His first
job was in New York City.

Although he was to spend decades in medicine,
Penfield devoted those early years to basic science —
neurocytology and neuropathology. Curious about
the most fundamental causes of epilepsy, he trav-
eled to Spain and Germany, where he studied
tissue-staining techniques with renowned neuro-
scientists. From those early experiences he retained
an appreciation of the discipline of scientific re-
search, as well as the spirit of collaboration. He
was to become that rare kind of generalist — a
physician who carefully observed and gathered
data, a scientist who studied disease but who
never forgot about human suffering.

A STRONG WILL AND A GENEROUS
SPIRIT

In 1924, while working in New York, Wilder Pen-
field met William Cone, a fellow surgeon. The two
were to become close friends and collaborators for
36 years, often performing the same operation.
When Penfield and his family moved to Montreal
in 1928 at the invitation of Edward Archibald, the
director of the Royal Victoria Hospital (RVH), Cone
went with him.
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At the RVH, Penfield hoped to realize his dream
of an institute where medical practice and research
could go hand in hand. He discussed the concept
with Archibald, and began to contact various phil-
anthropists for building and maintenance funds.
The combination of surgical practice, spending
time with his growing family, and all that fund-
raising meant that he was a very busy man.

In 1934, the Montreal Neurological Institute and
Hospital (MNI) officially opened. Penfield was its
first director. At the MNI, those who worked with
patient care communicated with those in research,
who were in turn interdependent. Not only did this
make sense from a strictly practical viewpoint (as the
study of the brain is one of the most complex fields of
research in the world, those who are working on a
specific aspect of the subject depend heavily on each
other), but also cooperation was good for morale.
Penfield’s strength of will, generous spirit and
collaborative idealism energized the institute from
the very beginning. Very soon, news of the MNI's
successes spread around the world. Patients — and
hopeful neurologists — flocked to Montreal.

Penfield would be neither slowed down nor dis-
suaded in the pursuit of his vision. In the building
itself, which grew from a sketch he had made on
scrap paper, his mark was everywhere. Careful
floor specifications accounted for research facilities,
wards and even the placement of the research-
animal rooms (on the upper floors, with access to
light and fresh air). An art lover, he also chose the
Art Nouveau look of the lobby. The ceiling, which
was decorated with pictures of ganglia, featured a
ram’s head (the sign of Aries is associated with the
brain) encircled with Egyptian hieroglyphs. The
cast-iron lampstands resembled spinal columns.
The names of famous neuroscientists were in-
scribed along the top edge of the walls, and the
centerpiece was an impressive white marble statue.
(Years later, when a new wing opened in 1951,
Penfield commissioned one of his operating nurses,
Mary Filer, to paint a mural called “The Advance
of Neurology’, which depicted Penfield, Osler,
Hippocrates and other luminaries.)

One of Penfield’s earliest and most difficult op-
erations at the MNI was on his own sister. Ruth
Inglis had suffered from headaches and ‘spells’
(epileptic events) since her teens. Decades later,
the pain became unbearable. It was found that she
had a brain tumor. Unless it was immediately re-
moved, it would cause blindness and then death.
Penfield was forced to break the medical taboo
against treating close relatives, and in fact there
was no better team for performing the dangerous
operation. Penfield and Cone had to cut out part

of Ruth’s frontal lobe before they reached the
tumor. To their amazement, Ruth lived — and with
little impairment. (However, her brother did notice
the signs of frontal lobe damage. For example, she
no longer seemed able to plan and coordinate
household duties.) Although the tumor eventually
killed her, Penfield’s risky procedure gave her
an extra two years of life. (See Frontal Cortex;

Epilepsy)

THE ‘LITTLE MAN’

Researchers working on animals in the nineteenth
and early twentieth centuries discovered that if
they stimulated the open brain with a mild elec-
trical current, a limb moved, for example, on the
opposite side of the body. That is, a right-brain
stimulation led to a left-body movement, and vice
versa. Later, neurosurgeons applied the same tech-
nique in conscious patients (the brain itself cannot
feel pain). In his search for epileptic foci (i.e. spe-
cific points in the brain that would cause seizures),
Penfield began to detect patterns in patients’ reac-
tions to particular types of stimulation.

Penfield’s ‘Montreal procedure’ came to associ-
ate function with location (functional neuroanat-
omy), depending on which side of the central
sulcus was being tested. When the pre-central
gyrus was stimulated with a light electrical current,
Penfield detected a muscle twitch in a particular
site on the opposite side of the body — for example,
the big toe moved. On the post-central gyrus, a
similar current provoked sensation, such as tin-
gling, again in a specific site. Many patients and
many painstaking trials later, Penfield and his as-
sociate, Theodore Rasmussen, were able to draw
the body part most commonly associated with
each stimulated point in the cortex. More sensitive
areas, such as the thumb and lips, were dispropor-
tionately large (i.e. compared with the representa-
tions from less sensitive areas.) Linked together, the
drawings formed two representations of the human
body (motor and sensory). Each roughly drawn
‘little man” was a homunculus - the brain’s map
of the body surface. (See Cortical Map Formation)

Penfield was forever indebted to the brave pa-
tients who responded to his tests. The resulting
map was indispensable for neurosurgeons, as it
enabled them to operate with minimal risk of dam-
aging the primary motor cortex.

MORALS AND MIND

In the early 1950s, with his first career winding
down, Penfield became yet another of a long line
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of physicians to try his hand at fiction. He eventu-
ally published two novels. In 1960, he handed over
the directorship of the MNI to Theodore Rasmus-
sen and embarked on a second career of writing
and travel. With family friends, Georges Vanier,
the Governor-General of Canada, and his wife
Pauline, Penfield co-founded the Vanier Institute
of the Family, which was set up as a research and
funding agency for the study and promotion of the
solid values with which he was raised — values that
seemed to be in jeopardy during the permissive
1960s. Penfield also accepted invitations to be a
Canadian goodwill ambassador to many countries
around the world.

Just before his death in April 1976, he completed
two last books of non-fiction. One of them, The
Moystery of the Mind, examines possible explanations
for the relationship between mind and brain. Pen-
field had observed the numerous ways in which
the mind — personality and behavior — could be
radically altered by brain injury, surgery or disease
(e.g. his sister's postoperative changes). Philo-
sophically, he was a dualist — he regarded the
mind and the brain as separate, although related.
Decades of neurological study jostled with even
older beliefs. At the contemplative end of his
life, the spiritual won over the material. He con-
cluded that the greatness of the human mind and
the mystery of the soul could not be reduced
to the activity of neuronal tissue — a thought-
provoking opinion from one of the most famous
neurosurgeons ever to have lived. (See Cognitive
Science: Philosophical Issues; Consciousness,
Cognitive Theories of; Consciousness, Philosoph-
ical Issues about; Mind-Body Problem; Neural
Correlates of Consciousness as States and Trait;

Philosophy of Neuroscience;
Mind; Dualism)

Philosophy of

SUMMARY

Wilder Penfield was one of the twentieth century’s
most outstanding neurologists, neurosurgeons
and scientists. Under his leadership, the Montreal
Neurological Institute, which he founded in 1934,
became a place where science and medicine com-
bined harmoniously. Penfield’s search for an effect-
ive treatment for epilepsy motivated him to study
the brain at many levels — from cellular to anatom-
ical — and led to the development of the Montreal
procedure. Through various specific electrical
stimulations of the exposed brain, a sensory-
motor map of the body surface could be drawn.
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Jean Piaget, one of the founders of cognitive sci-
ence, established that children build their intelli-
gence through acting in the world and that they
develop through a sequence of qualitatively differ-
ent organizations of thought and action. He related
the diverse fields of human knowledge fo the
developing minds of children.

INTRODUCTION

Jean Piaget helped lay the groundwork for cogni-
tive science in the twentieth century and became
one of the best-known and most influential cogni-
tive scientists. The enormous body of research and
theory that he created continues to drive many of
the central questions about the mind today, espe-
cially how it develops and takes different forms. He
studied how infants and children construct know-
ledge of objects and events in the physical world,
investigating with his many collaborators a wide
array of tasks and concepts. His own label for
his approach was genetic epistemology, the study of
the development (genesis) of knowledge in its di-
verse forms (epistemology). His most famous
research involved two phenomena: (1) conserva-
tion — understanding what conserves, or remains
constant, when an object is changed, such as when
a clay ball is reshaped into a sausage, and (2) object
permanence — understanding that an object con-
tinues to exist even when it is not perceived. How-
ever, he studied scores of other developmental
phenomena, covering most topics in epistemology
of the physical world.

KNOWLEDGE: ACTIVITY,
DEVELOPMENT, AND LOGIC

Piaget showed in all these domains how infants
and children build their own skills and knowledge:
‘Comprendre, c’est inventer’ (“To understand is to
invent’). The most important organizing concepts

in his work were: (1) knowledge is based in activity:
people actively transform objects and events in
order to know them; (2) these activities develop
systematically through a series of qualitatively dif-
ferent patterns, which can be characterized as
stages; (3) logic is the basic organizing force behind
the mind, and the most clearcut stages involve
distinct forms of logic in action. Piaget’s theoretical
work focused primarily on characterizing (a) the
forms of logic that organize the mind as children
develop, and (b) the processes of change that regu-
late children’s developing activities, which he
called equilibration. He also worked with scholars
from many disciplines with the goal of capturing
the whole array of human knowledge. (See Pia-
getian Theory, Development of Conceptual
Structure)

PIAGET’S DEVELOPMENT

Jean Piaget was born in Neuchatel, Switzerland,
on 9 August 1896, as the oldest child of Rebecca
Jackson and Arthur Piaget. He was a precocious
child, showing an early interest in biology and
publishing at the age of 11 his first article, on an
albino sparrow. He studied mollusks during his
adolescence, assisting the director of a natural his-
tory museum in Neuchatel. As a result of his publi-
cations about mollusks, he became a well-known
zoologist by the end of high school.

He went on to study natural sciences at the Uni-
versity of Neuchatel and received his PhD at the
age of 21 based on a study of mollusks in Swiss
lakes. Meanwhile, his interdisciplinary interests
developed from an early age, fostered by his father
(a professor of medieval literature) and godfather
Samuel Cornat, who stimulated his interest in phil-
osophy, religion, and logic. He became intensely
involved from an early age with not only biology
but also psychology, logic, epistemology, philoso-
phy of science, and religion, and published two
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papers in philosophy. One of his early goals was to
find a source of absolute truth, ranging from reli-
gion to logic. After his graduation in 1918, he stud-
ied psychoanalysis and experimental methodology
at the University of Zurich, and then went to Paris
to study at the Sorbonne. He came into contact with
the new intelligence-testing movement founded by
Alfred Binet and Théodore Simon, and under
Simon’s supervision he devised and administered
tests to schoolchildren.

Errors and Qualitative Changes in
Development of Intelligence

In this period, he became interested in the errors
that children make in performing cognitive tests.
Much of his future work built on using these errors
to infer children’s strategies of acting and
reasoning. He found that at specific ages children
share certain distinctive strategies as evidenced by
their systematic errors, and that those strategies
change regularly with age. What matters in intelli-
gence is less the number of correct responses than
the type of reasoning. As evidenced by children’s
errors as well as by their correct responses, older
children do not merely know more, but they act
and think differently from younger children, show-
ing qualitative changes in intelligence. One of Pia-
get’s major focuses for the rest of his career was
characterizing the nature of these qualitative
changes in intelligence, along with the mechanisms
of change.

Piaget was a brilliant observer and had a great
eye for insightful collaborators. He and his col-
leagues discovered hundreds of strategies and
errors in children’s activities that initially surprised
people and eventually captivated the interest of
cognitive scientists and educators. These observa-
tions convinced many people that children’s know-
ledge is based in their own activity and undergoes
powerful reorganizations with age. Piaget viewed
children as having a logic of their own by which
they actively construct their world, deriving all
knowledge from their actions. Children’s minds
are not merely immature versions of the adult
mind, but they operate with distinct principles
based in earlier, less sophisticated logic. Children
have fundamentally different ways of making
sense of the world, and at different periods of life
they create qualitatively distinct mental structures
to make sense of their activities and experiences.
Infants begin by building a logic of direct action on
the world, what Piaget called sensorimotor intelli-
gence. Eventually they build such complex action
systems that they create concrete representations of

objects at about age two (preoperational intelli-
gence). By six to eight years children construct a
logic of concrete operations on objects, events, and
people. Operations are mental actions that can be
done both in the mind and on the real world.
Building on this concrete logic, children of 10 to
12 years invent a formal, hypothetical logic that
Piaget called formal operations, which has much in
common with the rational logic of scientists and
mathematicians.

Building the Foundation for Genetic
Epistemology

In 1921, Piaget became the director of the Jean-
Jacques Rousseau Institute in Geneva, which had
been founded by his mentor Edouard Claparéde. In
1923 he published his first book, Le langage et la
pensée chez 'enfant (Language and Thought in the
Child), based on his talent at interviewing school-
children about their understanding of phenomena
in the world.

In the same year he married Valentine Chatenay,
who herself was a talented psychologist and obser-
ver of children. The couple had three children:
Jacqueline, born in 1925, Lucienne in 1927, and
Laurent in 1931. Jean and Valentine observed their
children’s development intensively in the natural
context of their home. Building on earlier work by
James Mark Baldwin, Paul Guillaume, and others,
they kept detailed diaries of their observations and
created many seminal tasks that formed the foun-
dation for major paradigms in cognitive science,
such as object permanence (search of hidden
objects), the logic of movement in space, and verbal
imitation. In this way, consistent with Piaget’s gen-
eral approach, he built his own knowledge of
human development through his and his wife’s
activities with their children — an interaction be-
tween theory and nature.

Piaget considered his early publications, includ-
ing his first five books, to be working papers, not
finished scientific documents. His and Valentine’s
observations with their infants produced the begin-
nings of his theory as it is known today. He first
presented the new conception of infant develop-
ment in a paper to the British Psychological Society
in 1927, which was elaborated in three seminal
books, La Naissance de lintelligence chez I'enfant
(The Origins of Intelligence in Children) (published
in 1936), La Construction du réel chez I'enfant (The
Construction of Reality in the Child) (1937), and La
Formation du symbole chez l'enfant (Play, Dreams,
and Imitation in Childhood) (1945). These works
not only described a series of stages of cognitive
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development in infancy and early childhood, but
more importantly, according to Piaget in his 1936
book The Origins of Intelligence in Children, they
taught him “in the most direct way how intellectual
operations are prepared for by sensorimotor action,
even before the appearance of language’. Among
his many important collaborators in later work
were Barbel Inhelder and Alina Szeminska, who
helped to formulate explanations of the later stages
of intelligence — concrete and formal operations.

PIAGET’S FRAMEWORK AND THE
BREADTH OF HUMAN KNOWLEDGE

Piaget saw himself not primarily as a psychologist
but as a genetic epistemologist, a scientist who
studies the origins and development of human
knowledge by combining biology and logic.
He sought to uncover the nature of the growth
of human knowledge, not only in children but
in history. At the center of his framework, he saw
an individual actively and continuously making
sense of the world: ‘I am a constructivist. I think
that knowledge is a matter of constant, new
construction, by its interaction with reality, and
that it is not pre-formed. There is a continuous
creativity.” By acting on the world, whether on
material objects or on other social beings, people
are constantly adapting to the world they live
in and simultaneously creating their own reality.
Piaget emphasized that simultaneously (a) individ-
uals actively construct their own worlds, and (b)
they interact constantly with the world in this
construction, adapting their knowledge to their
experience.

In his effort to integrate philosophical questions
about human knowledge with empirical questions
about human development, Piaget emphasized the
unified structure and functioning of the human
mind in an era of emphasis on the fragmented
nature of human knowledge, led especially by be-
haviorism. He created an empirically based, epi-
stemological breakthrough connecting philosophy
to cognitive science and the development of intelli-
gence. In particular, he explicated the development
of knowledge in terms of key philosophical and
scientific categories, starting with object, space,
causality, and time in the three books based on his
own children’s development and moving on to
incorporate quantity (number), classes, relations,
scientific experimentation, and of course logic. He
also examined in depth the structure and growth of
human knowledge in human history and across
knowledge disciplines, although his work with
children is more famous. According to Piaget,

individual development connects closely with
species development, with intriguing parallels in
which individual development sometimes follows
historical development and sometimes reverses it.
The development of a human being is a reflection
of the development of humankind. At the heart of
this parallelism is people’s active construction
of knowledge and reality, which creates qualitative
transformations of activity and knowledge in order
to adapt to the richly varying world.

In 1955 Piaget founded the International Center
for Genetic Epistemology in Geneva, Switzerland,
to support his search for the origins and growth of
knowledge, and he directed the Center until his
death in 1980 in Geneva. He led a group of scholars
from different disciplines, including psychologists,
philosophers, mathematicians, logicians, scientists,
and historians of science, to build his vision of the
unity of knowledge. Experts would come to the
Center to collaborate, often staying for a year and
participating in seminars led by Piaget. To master
the basic concepts and framework in the discip-
line chosen for that year, Piaget himself worked
intensely to make connections with genetic epis-
temology. According to Gardner in his 1982
book, Art, Mind, & Brain, he was ‘pursuing his
own religion — the passion for truth, the search
for the totality of knowledge’. In 1967, he pub-
lished Logique et connaissance scientifique (Logic and
Scientific Knowledge), an encyclopedia surveying
all the sciences from the viewpoint of genetic
epistemology, and for the rest of his life he con-
tinued to publish books and articles to fulfill this
vision.

With his focus on the breadth of epistemology,
Piaget came late in his life to abstain from debates
about psychological questions, such as stages and
mechanisms of cognitive development, even while
his 95 books and hundreds of articles were power-
fully shaping the core questions and concepts of
psychology, cognitive science, philosophy, and
education. At the same time, he defined the limita-
tions of his own explanations of intelligence, sug-
gesting in the posthumously published book Le
possible et le nécessaire (Possibility and Necessity) and
elsewhere that, contrary to his earlier hypotheses,
intelligence is not founded in logic but instead con-
structs logic as one of its greatest accomplishments,
building on practical activities to eventually create
the soaring possibilities of human intelligence.

CONCLUSION

Piaget established one of the central frameworks in
cognitive science, including the propositions that
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people build knowledge through acting in the
world and that children develop through a se-
quence of powerfully different forms of intelligence
before they reach adulthood. He helped bring to-
gether the many disciplines relevant to mind and
knowledge, moving the field away from narrowly
defined disciplines. He created an agenda for
understanding mind and knowledge that con-
tinues to drive a wide range of research today,
especially in cognitive development, learning,
psychology, philosophy, cognitive linguistics, and
education. Arenas in which great progress remains
to be made include analyzing the dynamic pro-
cesses of cognitive growth, characterizing the fun-
damental structures of knowledge in general as
they extend beyond logic and science, and connect-
ing knowledge and intelligence more effectively to
biology, including both brain and body.

Further Reading

Bringuier J-C (1980) Conversations with Jean Piaget.
Chicago, IL: University of Chicago Press.

Gardner H (1982) Art, Mind, and Brain: A Cognitive
Approach to Creativity. New York, NY: Basic Books.

Gruber HE and Voneche J (eds) (1977) The Essential
Piaget: An Interpretive Reference and Guide. New York,
NY: Basic Books.

Piaget J (1952) Autobiography. In: Boring EG, Langfield
H, Werner H and Yerkes R (eds) The History of Science in
Autobiography, pp. 237-256. Worcester, MA: Clark
University Press.

Piaget J (1952) The Origins of Intelligence in Children,
translated by M Cook. New York, NY: International
Universities Press. [Originally published 1936.]

Piaget J (ed.) (1967) Logique et connaissance scientifique.
Paris, France: Gallimard.

Piaget J (1971) Biology and Knowledge: An Essay on the
Relations between Organic Regulations and Cognitive
Processes, translated by B Walsh. Chicago, IL:
University of Chicago Press. [Originally published
1967.]

Piaget J (1987) Possibility and Necessity, translated by
H. Feider. Minneapolis, MN: University of Minnesota
Press. [Originally published 1981-1983.]

Piaget ] and Garcia R (1989) Psychogenesis and the History
of Science. Cambridge, UK: Cambridge University Press.
[Originally published 1983.]

Piaget ] and Inhelder B (1969) The Psychology of the Child.
New York, NY: Basic Books. [Originally published
1966.]

Piatelli-Palmarini M (ed.) (1980) Language and Learning:
The Debate between Jean Piaget and Noam Chomsky.
Cambridge, MA: Harvard University Press.

Vidal F (1994) Piaget before Piaget. Cambridge, MA:
Harvard University Press.



Sapir, Edward 1

Sapir, Edward

Introductory article

Regna Darnell, University of Western Ontario, London, Ontario, Canada

CONTENTS

Introduction

American Indian languages
Linguistic relativity

Culture and personality
Anthropological linguistics

Edward Sapir (1884-1939) was the foremost lin-
guist among the first generation of North American
anthropologists trained by Franz Boas. His work on
American Indian languages, linguistic relativity, and
culture and personality defined the scope of lin-
guistics within anthropology.

INTRODUCTION

Edward Sapir, a member of the first generation of
students of Franz Boas who came to dominate
North American anthropology during the first
three decades of the twentieth century, was the
primary linguistic specialist among these pioneer-
ing students of American Indian languages. His
humanistic view of language also led him to con-
sider the creative role of the individual in culture
and society.

Sapir was born in Lauenberg, Pomerania (now
Germany), in 1884, but grew up on the Lower East
Side of New York City where his father was a
cantor. He obtained a prestigious Pulitzer scholar-
ship which paid his way to Columbia University.
After obtaining his first two degrees in Germanic
linguistics, Sapir switched to anthropology, pur-
portedly because Boas convinced him of the
urgency of recording endangered Native American
languages. He obtained a BA degree in 1904, an
MA in 1905, and a Ph.D. in 1909 with a dissertation
on the Takelma language of Oregon.

First-hand field work was the basis of the Boa-
sian paradigm, in both linguistics and ethnology.
Accordingly, Sapir spent the years 1907 and 1908 in
California doing fieldwork on Yana, and the years
from 1908 to 1910 at the University of Pennsylvania
where he worked on Ute and Southern Paiute,
before accepting a position as the first Director of
the Anthropological Division of the Geological
Survey of Canada (part of the Department of
Mines). He chose to specialize in the languages of
the Northwest Coast, although the program of his

division was designed to cover the entire Dominion
of Canada.

Despite his growing dissatisfaction with
museum work, the impossibility of securing a
teaching position in Ottawa, and reductions in
funding for research and publication during the
First World War, Sapir remained in this position
until 1925 when he moved to the University of
Chicago. There he became increasingly involved
in an interdisciplinary social science synthesis
funded by the Rockefeller Foundation and primar-
ily focused on sociology, psychology and psychi-
atry. Sapir, who insisted that anthropology should
study everyday life in North America as well as the
exotic and primitive, became the primary translator
and synthesizer across these diverse disciplines. In
1931 he moved to Yale University to organize an
interdisciplinary seminar for foreign fellows on
‘the impact of culture on personality’. At Yale, he
developed a school of linguistics which empha-
sized meaning and process. Although troubled
by declining health and by anti-Semitism at Yale,
Sapir remained there until his death in 1939 at the
age of 55.

AMERICAN INDIAN LANGUAGES

Sapir is remembered within anthropological lin-
guistics primarily for his production of grammars,
texts and dictionaries based on his first-hand field-
work with a series of American Indian languages.
Although much of his work was incomplete at the
time of his death, the diversity of the languages he
studied — Wishram Chinook, Takelma, Chasta
Costa, Yana, Kato, Catawba, Ute, Southern Paiute,
Hopi, Nootka, Comox, Mohawk, Seneca, Tutelo,
Delaware, Abenaki, Malecite, Micmac, Montag-
nais, Cree, Tlingit, Nass River, Kootenay, Thomp-
son River, Lillooet, Shuswap, Okanagan, Haida,
Tsimshian, Sarcee, Ingalik, Kutchin, Navajo,
Hupa, Yurok, and Chimariko — provided him
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with an extensive database for historical compara-
tive work; this combined with an intuition for
language which was called ‘genius’ by his contem-
poraries and successors alike.

In 1916, Sapir published a paper called ‘Time
perspective in Aboriginal American culture: a
study in method’, which exemplified the Boasian
approach to reconstruction of cultural history using
examples from some 60 (mostly Amerindian) lan-
guages. Sapir demonstrated by the diversity of
these miniature analyses that language was more
amenable to historical inference than the rest of
culture, and that this enabled the student to distin-
guish between common past history and
borrowing. (Boas himself rejected this distinction.
His position diverged increasingly from Sapir’s as
the latter turned to historical inference as a frame-
work for ethnology.)

Based on his own fieldwork, supplemented by
that of other Boasians, especially Alfred Kroeber in
California, by 1921 Sapir had reduced the 55 lin-
guistic families of North America codified by the
Bureau of American Ethnology in 1892 to six super-
stocks that he thought could be correlated with
broad continental migration patterns. Within each
of these larger units, Sapir distinguished more con-
servative subgroups. American anthropologists
followed the Sapir classification as a framework
for ethnology at least until 1963. Although current
classifications tend to be more conservative, many
of Sapir’s broadest generalizations still preoccupy
his successors.

Sapir’s only book, Language: An Introduction to the
Study of Speech (1921) was directed at a popular as
well as an academic audience. His dependence on
American Indian examples was virtually unique in
the Indo-European-based linguistics of the day,
and emphasized his anthropological commitment
to the equal value and communicative capacity of
all human languages.

LINGUISTIC RELATIVITY

Sapir followed his teacher Boas in insisting that the
grammatical categories of familiar languages like
Greek and Latin could not be applied to unrelated
languages. Rather, each language and language
family had to be analyzed in terms of its own
unique categories. Moreover, Sapir was deter-
mined to incorporate the ‘psychological reality” of
a language for its speakers into his linguistic ana-
lysis. He defined the concept of the phoneme, the
smallest meaningful unit of sound in a given lan-
guage, in 1925 and in 1933 he elaborated on the
basis of this linguistic distinction in the perceptions

of native speakers. The objective character of
sounds across languages was less important than
their patterning within a single language at a
given moment in time. This focus on meaning as
construed by native speakers of a language fore-
shadowed the abstract post-Chomskyan linguistics
that has dominated the discipline since the mid-
1960s. In contrast, Boas and many of his students
within anthropology continued to insist on
recording sounds in as much detail as possible
using a phonetic grid assumed to apply across
languages.

Although the so-called Sapir-Whorf hypothesis
of linguistic relativity is best known through the
formulations of Sapir’s student Benjamin Lee
Whorf, many passages in the work of Sapir, and
indeed of Boas, share the common-sense assump-
tion that the categories of language influence the
way native speakers think about the world around
them. Stated in this rather weak form, linguistic
relativity seems almost trivial. On the other hand,
the strong claim that language determines thought
cannot be demonstrated in any fully convin-
cing way.

After Sapir’s death in 1939, North American
structural linguistics, under the influence of
Leonard Bloomfield, moved away from the study
of meaning. Even many of Sapir’s former students
moved towards a more behaviorist and positivist
notion of both language and culture. Whorf’s ac-
counts of the vast differences between the gram-
matical cateogies of Hopi, based on his own
fieldwork, and what he called ‘Standard Average
European’ were less persuasive in the changed in-
tellectual climate. Efforts to prove or disprove the
Sapir-Whorf hypothesis by scientific means pro-
duced ambiguous results, leading the linguistic
relativity hypothesis itself to fall into disrepute.
Neither Sapir nor Whorf, however, understood lin-
guistic relativity as a scientific hypothesis. Rather,
it followed from Boasian cultural relativism that
each culture, and language, should be understood
first in its own terms. Only thereafter could trans-
linguistic insights emerge from what Whorf called
‘multilingual awareness.’

Recent returns to questions of linguistic relativity
within cognitive linguistics, especially in the work
of Stephen Levinson and John Lucy, cite Sapir and
Whorf as significant precursors, but have shifted
the focus of the argument away from Boasian pre-
occupations with differences across cultures and
languages. Working in a post-Chomskyan linguis-
tic context, they frame linguistic differences within
universal grammatical constraints that seem to
belie the very diversity that was the original reason



Sapir, Edward 3

for conceptual relativity in the study of particular
languages.

CULTURE AND PERSONALITY

From about 1910, Boasian anthropology began to
turn from reconstruction of American Indian cul-
tural histories towards the study of meaning for the
individual; what Boas called ‘psychology” was later
‘called culture and personality’. Sapir preferred to
speak about the influence of culture on personality,
i.e.,, how the individual acquired a language al-
ready codified within his or her speech community
while still retaining a creative ability to modify that
language. Sapir was among the first to acknow-
ledge the diversity of individual personalities and
social positions within a single society, fore-
shadowing sociolinguistics and the ethnography
of communication.

Few anthropologists or linguists have matched
Sapir’s extraordinary range of interests, which in-
cluded American Indian languages, linguistic
theory, historical linguistics, the individual in cul-
ture, psychology and psychiatry, life history, and
folklore. (He also wrote poetry and composed
music.) For Sapir, these interests were clearly in-
tegrated. For example, working closely with a small
number of linguistic consultants on native lan-
guage texts that expressed their point of view on
cultural matters encouraged him to attend to dif-
ferences between individuals and to consider how
all native speakers had somewhat different percep-
tions of the common culture. Like Boas, Sapir
trained consultants to write their own languages
and record texts during his absence from the field.
This Boasian text tradition encouraged use of the
same texts as a database for linguistic, cultural and
psychological analysis. Sapir defined culture in
terms of symbols in people’s heads; his ethno-
graphy, compared with that of his contemporaries,
relied heavily on linguistic codifications of world
views. The 'native point of view’ was implicit in the
texts.

ANTHROPOLOGICAL LINGUISTICS

Throughout his career, Sapir’s professional identity
oscillated between anthropology and linguistics.
He approached the study of culture as a linguist,
focusing on the words and connected texts pro-
duced by native speakers of American Indian lan-
guages. He approached the study of language by
asking questions about the role of culture and so-
cialization in forming the thoughts and actions
of individuals: meaning, for him, was culturally

constituted rather than universal, at least in its
surface forms. Moreover, to the consternation of
those linguists who assumed that civilization was
a prerogative of literate cultures, Sapir insisted that
the insights of Indo-European linguistics could be
applied to the study of unwritten languages. Des-
pite the absence of writing, sound changes and
other historical processes operated in the same sys-
tematic way in American Indian languages. The
cultural relativism of Sapir’s anthropology, as ex-
pressed in Ruth Benedict’s Patterns of Culture in
1934, applied also to the study of linguistic form.

After his return to academia in 1925, Sapir
trained students in both linguistics and cultural
anthropology, without apparent disjuncture. The
anthropology students were exposed to Sapirian
linguistics and the linguistics students worked on
American Indian languages, with many of them
pursuing careers in anthropology departments.

Sapir was an important figure in the genesis of
linguistics as an independent professional discip-
line, arising from literature and language depart-
ments as well from anthropology. He was a
founding member of the Linguistic Society of
America in 1925 and the paper in which he defined
the phoneme appeared in the first issue of its jour-
nal Language in the same year. Sapir’s stature in
theoretical as well as descriptive linguistics re-
inforced the links between the two disciplines. On
the one hand, linguists increasingly acknowledged
that an adequate science of language could not be
based solely on the study of Indo-European lan-
guages. On the other hand, language provided an-
thropologists with their best means of access to
unfamiliar cultural worlds. For anthropologists,
language has remained the symbol system par ex-
cellence, although the technical skills of the linguist
have become less accessible to most cultural an-
thropologists. Within both disciplines, Sapir
remains the single most significant figure linking
linguistics and anthropology in method, theory,
and practice.
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Ferdinand de Saussure (1857—1913) is generally
acknowledged as the father of modern linguistics.
Observations and speculations about human lan-
guage form a long tradition of philosophical inquiry
dating back to antiquity, but it was Saussure who
first focused on the systematic nature of language,
thus launching twentieth-century linguistics and
making it possible to put the discipline on a scientific
footing.

INTRODUCTION

Nearly a century after Saussure’s first contributions
to linguistics, the discipline has passed through
various phases of development and expansion
which have changed its goals and terminology, al-
though systematicity and the scientific orientation
remain at its core. In North America, linguistics in
the first half of the twentieth century was domin-
ated by a structuralist approach refined by Leonard
Bloomfield (who wrote a positive review of Saus-
sure). Since the 1960s, the North American brand of
linguistics has been dominated by transformational
generative grammar and its manifold develop-
ments and reactions to it. Noam Chomsky’s initial
comment on Saussure’s linguistics was that it
focused on systems of elements rather than systems
of rules. It is this distinction between the goal of
descriptive adequacy (Saussure) and explanatory
adequacy (Chomsky) that separates Saussure’s lin-
guistics from the dominant note in linguistics today.

Born into a Swiss family that had already pro-
duced generations of distinguished scholars, Saus-
sure made his first mark at the age of 21 with a
treatise demonstrating that proto-Indo-European
(the source of a vast family of languages of Europe,
India, and southwest Asia) did not have just three
vowels, as had been widely supposed, but five.
Saussure began his university teaching career in
Paris in 1880, but returned to his homeland in
1891 to accept an invitation to teach at the Univer-

sity of Geneva. It was only late in his career that he
agreed to give a course of lectures in general lin-
guistics. This he did between 1906 and 1911, modi-
fying the course from year to year without ever
satisfying himself it was complete or worthy of
publication. When he died in 1913, those who had
followed his lectures thought otherwise, and col-
lated and edited their own notes to produce the
Course in General Linguistics, which has been in
print ever since. The original French text has been
translated into more than twenty languages.

The Course in General Linguistics has a profound
coherence that is achieved by using a set of pairs of
basic terms as an organizational principle. The
terms of each pair relate to each other, each pair
relates to the other pairs, and the entire set relates
back to the concept of the linguistic sign. (‘Sign’, in
this sense, refers to anything that tells us about
something other than itself; the sign can be a word,
a part of a word that carries meaning (the -ly in
quickly, for example), or a group of words making
up a complex sign (do it quickly).)

LANGUAGE AND SPEECH

Saussure defined the linguistic sign as belonging to
language, the system of elements that speakers of a
given language know and use. The sounds that
actualize a sign belong to speech; i.e. not to system
as system but in use. Saussure did not invent these
terms of course, but he saw the first to insist that
linguistics needed to be grounded in the distinc-
tion, in order to avoid the errors of scholarship that
he thought characterized so much of the work of
his predecessors.

SIGNIFIER AND SIGNIFIED

The terms ‘signifier’ and ‘signified” designate the
two parts of the linguistic sign for Saussure. The
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signifier is a mental image of a recurring unit (usu-
ally a short sequence of sounds) that allows a lan-
guage user to put that element of the language
system to use. The signified is the concept con-
nected to the signifier. In the original French, the
terms are signifiant (literally translated as ‘signify-
ing’) and signifié (‘signified’). What may at first
appear to be a potentially confusing terminology
is, in fact, a reminder both of the necessary distinc-
tion between the two parts of the linguistic sign and
of the distinction between those parts and the sign
as a whole.

SYNCHRONIC AND DIACHRONIC
ANALYSIS

The terms ‘synchronic’ and ‘diachronic’ describe
two fundamentally different ways of analyzing
language. Saussure emphasizes that a complete de-
scription of language in general or of any particular
language must take account both of the community
that uses it and of the effects of time on the lan-
guage system. These two factors are radically dif-
ferent from each other and produce radically
different consequences for language. A synchronic
analysis takes account of relations that hold among
coexisting elements in a language system at any
given moment, and is thus independent of any
factor attributable to the passage of time. It pro-
vides a snapshot of the state of the language
under analysis. The idea of systematicity in lan-
guage implies that, if the linguist's account is
valid, it will present that state as a unified whole
of interacting elements. By contrast, a diachronic
analysis yields a description in which the evolution
of only isolated elements of various states of a lan-
guage at different times constitute the relevant data.

The synchronic and diachronic modes of analyz-
ing linguistic data are autonomous but interde-
pendent. The state of a language is not simply the
sum of the changes it has undergone. Diachronic
facts do not belong to a state of a language, because
any such state is a synchronic phenomenon. But
diachronic linguistics deals with forms that replace
one another as a system evolves. There is thus a
complementarity between synchronic and dia-
chronic linguistics, which Saussure described as
the diverging paths that linguistics can take.

FORM AND SUBSTANCE

As in other instances, Saussure imported the terms
‘form’ and ‘substance’ from everyday language as a
starting point for finer distinctions that were subse-
quently expressed by more specialized analytical

terms. Thus, the distinction between ‘form’ and
‘substance’ anticipates the distinctions between
‘signification” and ‘value’ and between ‘arbitrari-
ness’ and ‘motivation’. The Course in General Lin-
guistics has little to say about form and substance,
but the distinction is crucial to Saussure’s design
for a sign-based approach to linguistics: the link
between sound and thought in the linguistic sign
produces form, not substance. Saussure calls the
link between signifier and signified, as well as
that among signs, ‘pure form’, indicating by
‘pure’ that it consists ‘solely” of a relation. In this
sense, no substance is essential to the formation of
the linguistic sign, or to the endlessly complex rela-
tions among the signs of a language system, or to
the communicative acts for which the system
serves.

SIGNIFICATION AND VALUE

The terms ‘signification” and ‘value’ distinguish be-
tween two types of meaning: signification is the
meaning belonging to a sign taken individually,
and value is the meaning that derives from the
contrast between or among signs. Again, the termin-
ology is intended as a reminder of both the contrast
and the interplay between the terms involved: in
this instance, reminding us that the meaning
inherent in a sign by itself (signification) is subor-
dinate or preliminary to the meaning emerging
from signs in relation to each other (value).

Saussure draws attention to the paradox inherent
in any system of values: in order to function, it
must contain elements that are unlike whatever
they may be exchanged for, and whose value they
function to determine, but similar to those elements
whose value they function to determine. The
principle that distinguishes signification from
value distinguishes forms from each other and
creates meaning. The signification-value interplay
thus harks back to form and substance.

DIFFERENCE AND OPPOSITION

According to Saussure, the meanings created out of
distinctions of form are carried by those distinc-
tions alone. That is what he means by ‘difference’.
No positive elements are required for the formation
of a linguistic system; it functions to create percep-
tually discernible differences, and those differences
function to distinguish among ideas for purposes
of communication. Such differences in signifiers
and signifieds taken separately are what Saussure
calls “pure’ differences: purely negative. But, once
the linguist’s analysis moves to the level of the sign
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as a functioning unit of communication, where sig-
nifier and signified must be taken together, it is no
longer a matter of difference but of ‘opposition’.
The two components of the sign differ from the
components of other signs, but the sign as a whole
is merely distinct from others. The features of lan-
guage structure as Saussure defined them, once he
had added the concepts of difference and oppos-
ition to his analysis, are all based on the distinctive-
ness of the linguistic sign. In the language system
there are only differences; among signs there are
only oppositions.

SYNTAGMATIC AND ASSOCIATIVE
RELATIONS

Syntagmatic relations are complex signs consisting
of at least two components, such as im-possible,
possibl-y, or possible suspect. Saussure does not spe-
cify any upper limit for what could be considered a
complex sign, but syntagmatic relations of many
different types operate in the formation of all signs
from the level of compound words to phrases, full
sentences, and, by implication, complete texts. The
linear structure and the functional combination and
integration that characterizes all such data distin-
guish syntagmatic relations from associative rela-
tions. The latter are the connections that language
users spontaneously make among signs on the basis
of signifiers or signifieds or both.

Saussure conceives of every sign in a linguistic
system as the center of a constellation around
which distinct groups of other signs may cluster
in varying numbers, depending on the complexity
of the sign at the center. These word groups are
never spoken as such, unlike the groups that form
syntagmatic relations are. They are related forms
among which speakers choose in forming syn-
tagmatic relations. Thus, at the level of functional
units of communication, these two features of lan-
guage structure again interact intimately with one
another.

ARBITRARINESS AND MOTIVATION

In an early chapter of the Course in General Linguis-
tics, the arbitrariness of the linguistic sign is men-
tioned for the first time. ‘Arbitrariness’ refers to the
arbitrary connection between the signifier and the
signified of a linguistic sign, in the sense that no
language mandates the expression of any of its
signifieds by a specific signifier. Conversely, no
signifier is constrained by virtue of its inherent
properties to signify a specific signified. It is not
till all the other complementarities of the Course in

General Linguistics have been established that the
principle of the arbitrariness of the linguistic sign
takes its place within the distinction arbitrariness—
motivation, or arbitrary—motivated. The logic of
this order of presentation emerges from the fact
that the difference—opposition, signification-value,
and syntagmatic-associative distinctions each
operates in its own way to limit arbitrariness, thus
creating signs that are at least partially motivated
(not completely arbitrary).

CONCLUSION

The foundational complementarities developed in
the portion of the Course in General Linguistics de-
voted to synchronic analysis take their place in the
section denoted to diachronic analysis. There are
additional sections devoted to what Saussure calls
‘geographic’ and ‘retrospective’ linguistics, but
these are scarcely mentioned in the vast body of
literature surrounding his work. Nor has much
attention been paid to the obsessive and abstruse
scholarship to which Saussure devoted substantial
time and effort in an attempt to decode hidden
words within visible words of Horace, Virgil, and
other Latin authors. But both Saussurean scholar-
ship and serious distortions of his seminal ideas
flourish, a century after he first challenged an
attentive audience to believe that the course of
linguistics needed to be recharted and suggested
how it could be done.
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Claude E. Shannon (1916-2001) is regarded as
the founder of information theory. He developed a
general model for communication systems, and
theoretical tools for their analysis.

INTRODUCTION

Claude Elwood Shannon (1916-2001) is generally
considered to be the founder of the contem-
porary theory of information. Shannon’s work in
mathematical engineering focused on problems as-
sociated with telecommunications and computer
systems. His early work developed the application
of Boolean algebra to telephone switching circuits.
In the 1940s, while working at the Bell Telephone
Laboratories, he developed and applied a theoret-
ical model of the communication of information
through a transmission channel. This theoretical
model allowed him to clearly define a measure of
the information content of a message, a measure
of the capacity of a communication channel, and
relationships between these measures. His theory
allows rigorous analysis of the efficiency and reli-
ability of communication through a noisy channel.
A noisy channel in this context is one in which the
receiver might have some doubt about exactly what
message was sent. Shannon’s work also forms the
basis for the foundational paradigm of cognitive
science in which human cognition is analyzed as
an information-processing system.

Claude E. Shannon was born on 30 April 1916, in
Gaylord, Michigan, to Claude Elwood and Mabel
Wolf Shannon. His father was a judge, and his
mother was principal of the town’s high school.
Shannon married Mary Elizabeth Moore on 27
March 1949. They had three children. Shannon
died on 24 February 2001 in Medford, Massachu-
setts, of Alzheimer disease.

Shannon earned double BS degrees in electrical
engineering and mathematics in 1936 at Michigan
University. He earned his Masters in electrical en-
gineering and his doctorate in mathematics at the

Massachusetts Institute of Technology (MIT). Both
degrees were awarded in 1940. Shannon’s work for
his Masters degree, done with Vannevar Bush on
Bush’s differential analyzer machine, established
the relationship between Boolean logic and switch-
ing circuits. His Masters thesis, published in 1938
under the title ‘A Symbolic Analysis of Relay and
Switching Circuits’, drew immediate attention, and
has since been recognized as fundamental in laying
the groundwork for the use of Boolean algebra in
the theoretical analysis and design of digital com-
puters. Shannon’s work for his doctorate involved
the application of mathematical methods to gen-
etics. His doctoral thesis was entitled ‘An Algebra
for Theoretical Genetics’.

In 1940, Shannon was named a National Re-
search Fellow, and spent a year at the Institute for
Advanced Study at Princeton. He was awarded the
National Medal of Science (1966), the Jacquard
award (1978), the Kyoto Prize in Basic Science
(1985), and numerous other awards and honors,
including honorary degrees from such institutions
as Carnegie-Mellon, Edinburgh, Oxford, Princeton,
and Yale.

Bell Telephone Laboratories hired Shannon in
1941 as a research mathematician. He worked at
the lab until 1956, and remained affiliated with
the lab until 1972. In 1956 and 1957 he was a visiting
professor at MIT. In 1958, he was appointed by MIT
as Donner Professor of Science, where he remained
until his retirement.

During the Second World War, Shannon worked
in a team at Bell Labs developing anti-aircraft con-
trol and aiming devices. Shannon also continued
his work on switching circuits, and developed his
general theory of information and communication
channels. In 1948, in the Bell System Technical Jour-
nal, Shannon published his most important work,
‘A mathematical theory of communication’. During
his career, Shannon applied his theoretical methods
to telecommunication systems, computer systems,
cryptography and cryptanalysis, the stock market,
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and games such as chess-playing machines. A
volume of Shannon’s collected papers has been
published, containing important works selected
from 127 published and unpublished papers, in-
cluding some that had formerly been classified
secret, but since declassified.

Shannon had a life-long interest in games, toys,
musical instruments, and devices of all sorts. He
invented a rocket-powered Frisbee, devices which
can juggle, a machine to solve Rubik’s cube, and a
computer that calculates in Roman numerals.

INFORMATION THEORY

In his classic 1948 paper, ‘A mathematical theory of
communication’, Shannon laid the foundations for
contemporary information, coding, and commun-
ication theory. He developed a general model for
communication systems, and a set of theoretical
tools for analyzing such systems. His basic model
consists of three parts: a sender (or source), a chan-
nel, and a receiver (or sink) (see Figure 1). His
general model also includes encoding and decod-
ing elements, and noise within the channel. In his
paper, Shannon analyzed both discrete (digital)
and continuous systems. Here we will briefly out-
line the elements of Shannon’s analysis of discrete
communication channels.

Shannon’s first important step was to develop a
rigorous, formal, general definition of information.
He focused on information carried by symbols
(such as letters, words, or digits). After abstracting
away incidental properties of the symbols (such as
their size, color, typeface, etc.), Shannon character-
ized a symbol by its probability of occurrence.
Thus, in general, Shannon’s theory analyzes the
information carried by a sequence of abstract
events, each occurring with a specific probability.
It is worth mentioning that Shannon’s use of the
term information is technical, and that successful
use of his theory in a particular context depends
on the applicability and relevance of his definitions.
For example, with Shannon’s definition of informa-
tion, a completely random sequence of symbols

Src.|Ch. [ | Channel | |Ch. |Rec.
Enc.|Enc. Dec.Dec.

Source Receiver

Figure 1. Shannon’s general communication model.
Fundamental elements are source, channel, and re-
ceiver/sink. The general model also includes channel
noise, source and channel encoding elements, and chan-
nel and receiver decoding elements.

(each equally likely) has the highest possible in-
formation content. This issue of technical applic-
ability has sometimes led to unwarranted
expectations of information theory, and an ebb
and flow of its reputation over the years since its
appearance in 1948.

Shannon wanted a quantifiable measure of the
information to be derived from the observation of
an event occurring with probability p, and he
wanted the measure to satisfy certain basic condi-
tions. In particular, he wanted his information
measure I(p) to be:

1. Non-negative — that is, I(p) > 0.

2. Continuous — that is, small changes in p should result
in small changes in I(p).

3. Additive for independent events — that is, I(P1* Py) =

I(p1) + I(p2).

The first property assures that the occurrence of an
event can never reduce our information about the
world (although it may cause us to revise some
things we thought we knew). The second property
is a standard mathematical requirement. The third
property says, for example, that two books of the
same size can contain twice as much information as
one book, or that if we have two telephone lines,
we can transmit twice as much information per
unit time as with one line.

From these three properties, we can show that
the information measure is given by (the negative
of) the logarithm of p: I(p) = — log(p). Using differ-
ent bases for the logarithm amounts to using dif-
ferent units of measurement. If we use base 2, then
we are measuring information in units of bits, the
standard unit of measurement in binary computer
systems.

A useful way to think about Shannon’s definition
of information is that when we observe an event, our
uncertainty about the world is reduced. The
amount by which our uncertainty is reduced is
the information content (for us) of the event.
Thus, for example, before a coin is flipped, we are
uncertain whether it will come up heads or tails.
When we see that it has come up, say, heads, we
have observed an event which has probability one-
half. Thus, the information we have received (the
reduction in our uncertainty about the world) is
I(1/2) = — logx(1/2) = logy(2) = 1 bit. If a coin is
flipped twenty times (or, alternatively, if twenty
coins are each flipped once), we receive twenty
bits of information. More generally, if an event is
almost sure to happen (probability very close to 1),
the information we receive from that event is
very close to 0. If a very unlikely event occurs
(probability very close to 0), we gain much more



Shannon, Claude 3

information. If you learn tomorrow that someone
won the lottery, you have learned little, since nearly
always somebody wins the lottery. If you learn that
you in particular won (a very unlikely event), then
you have learned a lot!

ENTROPY

Using this basic definition of the amount of in-
formation carried by the occurrence of a single
event of probability p, such as the observation of a
particular symbol out of a set of possible symbols,
Shannon went on to calculate the average amount
of information carried per symbol in a stream of
symbols. Thus, for example, we might analyze a
sequence of words spoken by an individual, or a
sequence of characters transmitted by a modem
over a telephone line. If we have a finite set of
symbols {a;}, each of which occurs in the stream
with probabilities {p;}, then the average informa-
tion carried per symbol in the stream is given by the
weighted average:

H = -3 pixlog(pi)

Shannon called this quantity the entropy of the
stream of symbols. This quantity is sometimes
called the information entropy, to distinguish it
from the physical entropy of thermodynamics, as
encountered in physics or chemistry. In fact, how-
ever, these two notions of entropy are compatible
with one another, and it is not a coincidence that
they have the same general form. Shannon’s
methods have been successfully adapted to appli-
cations in the physical sciences.

Shannon’s seminal paper, ‘A mathematical
theory of Communication’, is a careful and insight-
ful application of these two basic definitions of
information and entropy to a variety of problems of
communication.

COMMUNICATION THEORY

Having developed his definitions of information
and entropy, and his general model of a commun-
ication system (sender—channel-receiver), Shannon
addressed two of the most fundamental problems
of communication theory.

The first general problem is overall efficiency of
transmission, or, said slightly differently, data com-
pression. If I want to send a particular message to
someone, what is the shortest stream of symbols I
can send to convey that message fully? For
example, I once saw a sign which read ‘f u cn rd
ths, u cn gt a gd jb’. I was able to decode the
message as ‘If you can read this, you can get a

good job’. Instead of sending 45 symbols (letters,
spaces, and punctuation), the makers of the sign
sent only 31, a reduction of almost one third.

Shannon proved that if we want to be able to
encode the symbols of an arbitrary message for
transmission, the average number of bits per en-
coded symbol will have to be at least as large as
the entropy of our stream of symbols. That is, H <
average-code-length. Shannon also pointed out
that if we want to come close to the minimum
(to the most efficient code), we should encode
frequently occurring symbols with short codes. A
particular example of this is the Morse code. For
example, the two most frequent letters in English
text are ‘e’ and ‘t’. In Morse code, the code for ‘e’ is
‘dot” and the code for ‘t’ is “‘dash’, the two shortest
possible Morse codes. Thus Morse code is a first
step towards efficient coding of English text, al-
though it is far from optimal since it does not take
advantage of sequential dependencies among the
letters.

The second general problem Shannon addressed
is reliability of transmission when the channel is
noisy. The simplest way to increase reliability is
through repetition (if they might not have heard
you right the first time, say it again, and, if neces-
sary, again). Unfortunately, repetition decreases ef-
ficiency, since often the repetition will be wasted, if
the message got through correctly the first time.

Shannon observed that noise in a channel has the
effect of increasing the entropy of the message. He
then developed a method for calculating the rela-
tive entropy of the channel, and defined the capacity
of a channel as the difference between the actual
entropy of the channel and the entropy of a channel
of pure noise (where no message can get through).
Shannon’s main result was to prove that given a
channel with non-zero capacity, there exists a way
to encode messages with arbitrarily high reliability
(nearly perfect transmission), but wasting an arbi-
trarily small amount of the channel capacity. This is
a remarkable result. At first sight, it seems that if
we want to improve the reliability of our transmis-
sions through a noisy channel, we will in effect
have to repeat our message, thus wasting some of
the channel capacity. Shannon proved otherwise:
there exist codes that give high reliability while
wasting hardly any of the channel capacity.

Shannon’s theoretical model of communication,
and his information and entropy tools, have found
wide applicability across the broad range of sci-
ences and technology, and he stands as a central
figure in the development of the Information Age.
(See Natural Language Processing, Disambigu-
ation in; History of Cognitive Science and
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Computational Modeling; Information Theory;
Natural Language Processing, Statistical Ap-
proaches to)
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Herbert A. Simon (1916-2001) was an American
scientist whose research ranged broadly over the
cognitive and social sciences, computer science,
economics, and the philosophy of science. For his
fundamental, innovative, and penetrating contribu-
tions he received the highest research awards in
the fields of economics, psychology, computer sci-
ence and attificial intelligence, including the 1978
Nobel Prize for Economics for his model of bounded
rationality in decision-making and problem-solving.

INTRODUCTION

Herbert A. Simon made seminal contributions to
several fields of behavioral and social science, to
computer science, and to the philosophy of science.
His contemporaries often referred to him as the
quintessential ‘Renaissance man’. For the original-
ity and profundity of his contributions, he received
the highest awards of several sciences: the Dis-
tinguished Scientific Contribution Award of the
American Psychological Association; the A. M.
Turing Award of the Association for Computing
Machinery; the Nobel Prize in Economics; and the
Lifetime Research Achievement Award of the
American Association for Artificial Intelligence.

Simon was born in Milwaukee, Wisconsin, in
1916. He did his doctoral dissertation research at
the University of Chicago in the mid-1930s, study-
ing organizational and administrative behavior.
These studies led to two influential books: the
early Administrative Behavior (continually revised
into the 1990s) and the later (1958 collaboration
with J. G. March) Organizations. These books laid
the foundations of the social science discipline now
called organization theory.

In the late 1940s, Simon taught at the Illinois
Institute of Technology. He moved to the Carne-
gie Institute of Technology (now Carnegie Mellon
University) in 1949 to help found the Graduate
School of Industrial Administration. His most

important contributions to economics, psychology,
and computer science were made at Carnegie
Mellon, and he remained there until his death in
2001. Although he began his career there as a Pro-
fessor of Industrial Administration, for most of it he
was a Professor of Psychology and Computer Sci-
ence. In 1978, when he was awarded the Nobel
Prize in Economics, he received the congratulatory
messages from around the world in his office in the
psychology department, his academic home.

He wrote 27 books, more than 600 scholarly
papers and contributions, and an autobiography
entitled Models of My Life. In the words of one of
the memorial papers written about him, he was the
‘model of a scholar’.

THEMES IN SIMON’S WORK

Before discussing the details of Simon’s contribu-
tions, it is important to mention the themes that run
through his contributions to so many fields. One
might ask (as Simon himself might have done):
what model of Simon could explain how he was
able to make foundational contributions to such
seemingly disparate fields?

Modeling Decision-making

The most important theme in Simon’s work, which
tied together his various contributions in different
disciplines, was his focus on models of the deci-
sion-making behavior of individuals, and of organ-
izations composed of individuals. The ‘decision’
was, in effect, the unit of behavior that he studied.

For example, in economics, the standard model
had been ‘economic man” who made choices using
unlimited information and unlimited information-
processing power. Simon replaced that with a
model that had more empirical validity: ‘behav-
ioral man’, who made decisions that were ‘good
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enough’ using a person’s limited perceptual, cog-
nitive, and informational resources. This concept
has been called ‘satisficing’, in contrast with the
(unrealistic) ‘optimizing” of economic man. In his
work in cognitive psychology, Simon viewed
problem-solving as a complex emergent of simple
decision-making mechanisms; and he viewed the
cognitive acts of decision-making as problem-
solving. In studying organizational behavior,
he believed that one must study the collective
decision-making of individuals: the nature of
those processes, and the influences on those pro-
cesses (e.g., informational and motivational).

Empiricism

Secondly, Simon was an empiricist. His theories,
and the models formulated to test them, were
based on real data from empirical studies or ex-
periments. Although his theories were often ele-
gant, he was much less interested in elegance than
in veracity — whether the theory or model repre-
sents a reasonable and testable induction from real
data.

Information-processing Languages and
Artificial Intelligence

The third major theme was Simon’s choice of a
fundamental framework (and hence, a fundamen-
tal language) with which to model all processes of
decision-making and cognition in individuals and
organizations: the information-processing frame-
work. This view was implicit in his rejection of
‘economic man’ as a model for decision-making.
But in 1955, he specifically chose as his fundamen-
tal framework the information processes of the
digital computer — hence, computer languages —
as the modeling medium for his theories of
decision-making. Indeed, his modeling of human
cognition using techniques of computer simulation
(which he also helped to pioneer) resulted in the
launch of a new field of science and engineering,
that of artificial intelligence (AI). He is considered
one of the four founders of Al along with Allen
Newell, Marvin Minsky, and John McCarthy.

PROBLEM-SOLVING

In 1955, and for several decades thereafter, Simon
collaborated with Allen Newell on building infor-
mation-processing models of complex human
problem-solving. Their first model, known as
‘logic theorist” (LT), proved theorems of logic in
much the same way that they were proven by

Whitehead and Russell in Principia Mathematica.
Methodologically, Newell and Simon insisted that
a model, to be complete, must ‘run’ as a computer
program. LT first ‘ran” in 1956. Immediately there-
after, Newell and Simon began work on their
model of human chess-playing behavior, seeking
to achieve world-class levels of chess competence
on a computer. This goal was achieved only with
the advent of the very fast computers of the 1990s.

Together, LT and the models of chess problem-
solving explicated a set of concepts and mechan-
isms of cognition that formed the basis of the fields
of cognitive science and artificial intelligence.
These concepts and mechanisms in effect defined
the ‘mainstream’ of those fields. They included: the
concept of a problem space of possible solutions
that must be searched; the concept of heuristics,
both general and task-specific; and the use of heur-
istice to control the search of the problem
space, including heuristics for generating plausible
moves, pruning search paths, and limiting the
search (i.e., ‘satisficing’).

Simon had anticipated this pioneering work of
the mid-1950s with two seminal papers in which he
presented (as verbal concepts, not yet computer
programs) his theory of rational decision-making
and his theory of the influence of the task environ-
ment on complex problem-solving. He later synthe-
sized these ideas with his famous metaphor of
the ‘ant on the beach’. The ant’s goal is to reach
some distant food. Its path to get there - its behav-
ior — seems intricate and complex. But most of the
(apparent) complexity is in the grains of sand to be
traversed, not in the ant’s simple mechanism for
homing in on food. Simon believed that the ob-
served complexity of human problem-solving be-
havior arises from simple and general underlying
search mechanisms that are applied to a complex
task environment.

In 1957 and 1958, Newell and Simon began to
build (again, in information-processing language
as a computer program) their ‘general problem
solver’ (GPS). Their intention was that GPS should
be applicable in any task environment. The method
they postulated for achieving problem goals was
called ‘means-ends analysis’. The problem-solver
analyzed ‘differences’ between the current state
and the goal state, and chose ‘operators’ to reduce
these differences, until there were no differences
remaining. The task environment was represented
as a table of associations between operators and the
differences they affected.

GPS was tested in a variety of tasks by a series of
computer simulation experiments that generated
detailed sequences of behaviors. The scientific
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goal of Newell and Simon was to show that these
sequences matched, step by step, down to a level of
great detail, the sequences of behaviors observed in
people doing the same tasks in controlled labora-
tory experiments. Their book on this work, Human
Problem Solving, is regarded as a landmark of cog-
nitive science and of psychology in the twentieth
century.

LEARNING, RECOGNITION, AND
RECALL OF VERBAL MATERIAL AND
SYMBOLIC OBJECTS

Few aspects of human learning have been studied
as rigorously and extensively, in breadth and in
depth, as the memorization, recognition, and recall
of simple verbal material. To control for effects of
word meaning on memorizing, three-letter se-
quences (usually pronounceable but meaningless)
are often used as verbal materials. The major em-
pirically observed phenomena are highly reprodu-
cible; yet they depend critically on the verbal
materials and experimental conditions. These phe-
nomena are seen by many cognitive psychologists
as ‘basic’ or ‘elementary’. The combination of stable
reproducibility (implying a simple underlying
mechanism) and strong dependence on the ‘task
environment’ of materials and experimental re-
gimes) recalls Simon’s ‘ant on the beach” metaphor.

In 1956, Simon began a collaboration with
Edward Feigenbaum to develop an information-
processing model (expressed, of course, as a
computer program) that would: offer simple mech-
anistic explanations of the major phenomena of
verbal learning; predict behavior in new experi-
ments; and account for the observed dependence
on the task environment using only simple mech-
anisms. The resulting model was called EPAM (for
‘elementary perceiver and memorizer’). It has since
been under continuous development, and exten-
sion to additional phenomena, primarily by
Simon and his collaborator Howard Richman.

The central mechanism of the EPAM model was
a network of discriminations (i.e., tests that repre-
sent branch points) among the symbols being
learned. This network is not given a priori. It de-
velops as the learner makes errors, indicating the
need for finer discriminations among the symbols
to be learned. Only partial information is memor-
ized when that is adequate for performance (once
again, ‘satisficing’), for example when performing
recognition tasks or memorizing symbolic cues to
stimulus-response associations.

EPAM used a small ‘immediate memory’ of
about seven symbolic ‘chunks’. EPAM is itself a

model of what is now called ‘working memory’,
as opposed to long-term semantic memory. In pos-
tulating mechanisms for EPAM, Feigenbaum and
Simon did not give EPAM any specific mechanisms
for forgetting, even though forgetting was omni-
present in the behavior of human subjects. Never-
theless, EPAM did forget in the usual ways
observed among human subjects. Forgetting
emerged from the combination of the ever-growing
network of memorized material and the use of
‘satisficing’ in storing only partial information as a
cue to link stimulus and response. Sometimes (and
temporarily, in a predictable way) the cue became
inadequate to invoke the correct response.

EPAM was tested by being used as an ‘artificial’
subject in traditional verbal-learning experiments;
it exhibited several of the known stable phenom-
ena. The variety observed in its behavior was a
consequence partly of its use of strategies for allo-
cating its time and attention, and partly of its use of
many different adaptive mechanisms.

EPAM research of the 1980s and 1990s added
mechanisms of auditory short-term memory, phe-
nomena involving articulation in verbal learning, a
model of how certain experts at memorization
learn extremely long lists of digits, and studies of
the effects of context in letter perception. During
this period, Simon and Richman extended EPAM
to new domains such as chess, visual processing,
and categorization.

The EPAM model is the most comprehensive,
rigorously developed, and tested model of elemen-
tary human verbal learning in cognitive science.

OTHER CONTRIBUTIONS TO
COGNITIVE SCIENCE

After his Nobel Prize in 1978, Simon turned part
of his attention to economics. Yet he continued
to make significant contributions to cognitive
science.

Expert Knowledge

What is it that makes an expert different from a
novice in performing a task such as playing
chess? Several years of work by Al researchers
building ‘expert systems’ pointed to the much
larger body of knowledge used by experts, rather
than their superior reasoning skills.

Using his own experiments and those of others,
Simon studied the question in terms of chess-
playing behavior. He reported that in very short
visual presentations of complex chess positions,
experts were able to encode most of the important
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features, whereas novices were able to encode few.
Simon inferred that chess experts use learned pat-
terns of important chess features with which they
could quickly ‘parse” a complex chess position. He
estimated the number of those patterns at about
50000, learned over a period of 10 years.

Scientific Discovery

How are scientific theories formed? By what infor-
mation processes were the great early discoveries
of science made? For example, how did Kepler
discover that planets travel around the Sun in ellip-
tical orbits? Simon collaborated with Pat Langley,
Gary Bradshaw, and Jan Zytkow to construct
models of how several of the significant early dis-
coveries in science may have been made. Simon
and his colleagues created computer programs
that ‘rediscovered’ the early scientific principles
from data available to the early scientists.

Protocol Analysis

From 1956 until the publication of their book in
1972, Newell and Simon developed methods,
called protocol analysis, for analyzing and measur-
ing the details of the behavior that subjects were
verbalizing about their problem-solving, moment
by moment. The methodology for this intricate and
difficult analysis was further developed in a book
by Simon and Anders Ericsson in 1984 (revised in
1993).

CONCLUSION

Simon was a great unifier of models of seemingly
disparate phenomena. His body of work represents
a synthesis of essentially simple abstractions about
decision-making. His scientific genius was to cut
across the many and varied phenomena, and the
(often obscuring) behavioral detail, to the simple
but essential model. Simon created works not only
of great scientific insight and power but of scientific
beauty.

Further Reading

Feigenbaum EA and Simon HA (1984) EPAM-like
models of recognition and learning. Cognitive Science 8:
305-336.

Langley P, Simon HA, Bradshaw GL and Zytkow JM
(1987) Scientific Discovery: Computational Explorations of
the Creative Processes. Cambridge, MA: MIT Press.

March JG and Simon HA (1958) Organizations. New York,
NY: John Wiley.

Newell A and Simon HA (1956) The logic theory
machine. IRE Transactions on Information Theory IT-2(3):
61-79.

Newell A and Simon HA (1972) Human Problem Solving.
Englewood Cliffs, NJ: Prentice-Hall.

Simon HA (1969) The Sciences of the Artificial. Cambridge,
MA: MIT Press. [The Karl Taylor Compton lectures.]
Simon HA (1977) Models of Discovery. Boston, MA: Reidel.

Simon HA (1982) Models of Bounded Rationality.
Cambridge, MA: MIT Press.

Simon HA (1991) Models of My Life. New York, NY: Basic
Books.



Skinner, Burrhus Frederic 1

Skinner, Burrhus Frederic

Introductory article

A Charles Catania, University of Maryland, Baltimore County, Maryland, USA

CONTENTS
Biography
The analysis of behavior

Verbal behavior
Behaving and knowing (behavior and cognition)

B. F. Skinner (1904—1990), an American psycholo-
gist, provided the experimental foundations of con-
temporary behavior analysis and its applications.
He interpreted verbal behavior in terms of those
foundations, and he was outspoken about the dif-
ferences between the methods of behavior analysis
and those of cognitive psychology.

BIOGRAPHY

Born on 20 March 1904, in Susquehanna, Pennsyl-
vania, Burrhus Frederic Skinner (later known
mostly as B. F.) grew up when inventions such as
those of Thomas Edison were changing life in
small-town America. In his school days, Skinner
built gadgets to manage his own behavior; one
blocked his bedroom door with a sign until
he hung up his pajamas (thereby avoiding his
mother’s intervention). At Hamilton College, in
Clinton, New York, he majored in English, also
taking courses in science and philosophy. He sent
some short stories to Robert Frost after graduation.
Encouraged by Frost’s reply, Skinner took a year off
from academic pursuits to try a career in writing.
Giving it up on the grounds that he had nothing to
say, Skinner called the time his Dark Year.

Having read John B. Watson, Ivan P. Pavlov,
and Bertrand Russell, he turned from English to
psychology and entered the doctoral program at
Harvard University, where he began a series of
experiments on the behavior of rats that led to
more than two dozen journal articles and culmin-
ated in his 1938 book, The Behavior of Organisms. In
1936, he moved to the University of Minnesota,
where he continued basic research and also pub-
lished work on verbal behavior. Then the Second
World War occasioned a project on training
pigeons to guide missiles. It got only to the demon-
stration stage, but a fringe benefit was the discov-
ery of shaping, the technique for creating novel
forms of behavior through differential reinforce-
ment of successive approximations to a response.

Another product of those days was the Aircrib,
which Skinner built for his wife and second

daughter. The windowed space with temperature
and humidity control improved on the safety and
comfort of ordinary cribs while making childcare
less burdensome. Despite rumours to the contrary,
it was not used for conditioning the infant.

In 1945, Skinner became Chair of the Department
of Psychology at Indiana University. After his 1947
William James Lectures at Harvard University on
verbal behavior, he returned permanently to Har-
vard. His 1948 novel, Walden Two, described a
utopia the experimental character of which was its
most important feature: unsatisfactory practices
were to be modified until more effective substitutes
were found.

The Harvard Pigeon Laboratory provided many
of Skinner’s students with opportunities to start
independent lines of research while he developed
reinforcement schedules in collaboration with
Charles B. Ferster, revised and expanded his Wil-
liam James Lectures in the 1957 book Verbal Behav-
ior, and built his first teaching machines. A Division
for the Experimental Analysis of Behavior (Div-
ision 25) was established within the American Psy-
chological Association, and the Journal of the
Experimental Analysis of Behavior began publication
in 1958. Within a decade, increased activity in ap-
plications led to the companion Journal of Applied
Behavior Analysis.

Skinner retired from the laboratory in 1962,
returning to it only briefly nearly 20 years later,
but he continued his writing throughout his life.
Among many papers and books were “Why I am
not a cognitive psychologist” in Behaviorism (1977),
‘The origins of cognitive thought’ in American
Psychologist (1989), and a three-volume auto-
biography.

Skinner learned of his leukemia in 1989. On 10
August 1990, at his final public appearance,
he accepted an award from the American
Psychological Association for lifetime achievement
in psychology. His remarks criticized cognitive sci-
ence as the creationism of the twentieth century, in
that it sought causes of behavior inside the



2 Skinner, Burrhus Frederic

organism instead of in the organism’s environ-
ment. A week later, in hospital, Skinner put the
finishing touches to his last paper, ‘Can psychology
be a science of mind?’, for the American Psychologist.
He died the next day, 18 August 1990. His last
word, upon receiving a drink of water, was ‘Mar-
velous’.

THE ANALYSIS OF BEHAVIOR

Skinner followed Pavlov in insisting on the pri-
macy of data and the study of individuals rather
than groups, but diverged from Pavlov in many
theoretical and empirical ways. For Skinner, behav-
ior was not to be taken as a symptom of something
else. As interaction between organism and environ-
ment, it should be studied in its own right, not to
resolve problems of physiology or to open the way
to cognitive or other levels of analysis. Skinner did
not disapprove of physiology, but argued that
without a science of behavior neuroscientists
would not know what to look for in the nervous
system.

In Pavlovian conditioning, the conditional stimu-
lus reliably precedes the unconditional stimulus
and comes to produce behavior related to the re-
sponses elicited by the unconditional stimulus. The
prototypical example is the elicitation of salivation
by some stimulus that consistently precedes food.
In Skinner’s operant behavior, the contingencies
are different: a discriminative stimulus sets the oc-
casion on which responses have some conse-
quence; in the absence of the stimulus, responses
do not produce that consequence. The prototypical
example is the rat whose lever presses produce
food in the presence but not the absence of a light.
The rat comes to press the lever only when the light
is present. Discriminative stimuli, colloquially
called signals or cues, do not elicit responses; in-
stead, they set the occasions on which responses
have consequences. Such behavior, called operant
because it operates on the environment, does not
entail associations or stimulus-response connec-
tions. The three-term contingency, in which dis-
criminative stimuli set the occasion upon which
responding has consequences, is not reducible to
pairwise stimulus and response relationships.

Skinner complained that he was sometimes mis-
understood to be a stimulus—response theorist, but
though some behavior sequences can be analyzed
as chains in which each response produces
stimulus conditions that occasion the next, he rec-
ognized that others must be integrated so that re-
sponses appear in proper order without depending
on stimuli produced by earlier responses.

Admitting the possibility of behavior without
eliciting stimuli was crucial. Behavior has causes
other than eliciting stimuli. It was a profoundly
simple concept: behavior now depends on its past
consequences. Saying it another way: the conse-
quences of current responses reinforce or select
the responses that will occur later. Selectionism
had replaced associationism.

Operants are classes of responses defined by
their environmental effects rather than by topog-
raphy (what they look like). Consider a rat, a lever,
and a device for delivering food. If lever pressing
does nothing, the rat presses only occasionally. If
pressing produces food, the rat presses more often.
The food is a reinforcer. The effectiveness of reinfor-
cers changes over time (as in deprivation or sati-
ation) and a given reinforcer might reinforce some
responses but not others. Furthermore, the effects
of reinforcement are not permanent: responding
decreases to its earlier levels, or extinguishes,
when reinforcement is discontinued.

The discovery that behavior could be maintained
easily even when only occasional responses were
reinforced led to schedules of reinforcement, which
arrange reinforcers based on number of responses,
the times when they occur, or various combinations
of these and other variables. Different schedules
produce different temporal patterns of responding.

Reinforcement operates on populations of re-
sponses within individual lifetimes much as evolu-
tionary selection operates on populations over
successive generations in Darwinian natural selec-
tion. (Skinner also considered implications of a
third variety of selection, sometimes called cultural
or memetic selection, that occurs when behavior is
passed on from one organism to another, as in
imitation.)

Reinforcement as selection is illustrated by the
procedure called shaping, which creates novel be-
havior through reinforcement of responses that
successively approximate it. For example, if the
strongest of a rat’s initially weak lever presses are
reinforced, the force of pressing will increase and
the criterion for reinforcement can be moved up to
the strongest of the new population. With continu-
ing increases in force and changes in criterion, the
rat soon presses with forces that would never have
been observed without shaping.

Shaping opened up education, developmental
disabilities, and behavioral medicine to applica-
tions of behavior analysis. When research produced
variable results, solutions were sought not by
averaging over more subjects but by refining pro-
cedural details to identify sources of variability. The
applied analysis of behavior is recognized for both
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effectiveness and accountability; treatment of early
autism is among its several notable successes.

Consequences operate in the context of other
sources of behavior. Behavior arising from an or-
ganism’s evolutionary history or phylogeny often
interacts with behavior arising from its experience
or ontogeny. Imprinting, which occurs when a
duckling sees some moving object shortly after
hatching, provides an example. The stimulus ac-
quires special significance for the duckling, which
then follows wherever it goes. Imprinted stimuli
had been said to elicit or release following. But
ducklings that must stand still to keep an imprinted
stimulus visible learn to do so. In natural environ-
ments, following usually keeps ducklings close to
mother ducks, but in other environments ducklings
can learn to do different things. Genetic histories
made ducklings capable both of learning and of
becoming imprinted, but environmental contingen-
cies determined what they learned to do.

VERBAL BEHAVIOR

The analysis of verbal behavior examines the func-
tions of words. It differs from linguistics, the study
of language, in that linguists describe practices of
verbal communities in terms of the grammars, vo-
cabularies, and phonetic units characterizing dif-
ferent languages. These descriptions of language
structure tell little about their functions.

This behavioral distinction is analogous to that
between physiology and anatomy in biology. For
example, walking could be studied structurally by
examining coordinations among the legs and other
body parts. Analyses of particular muscle inter-
actions and their extensions to running and other
gaits might provide a grammar of movements that
distinguished possible from impossible gaits. How-
ever, that grammar would not predict when some-
one might switch from standing to walking to
running. Structure and function are different
topics. Behavior analysis, following from Skinner’s
work, deals mainly with function, whereas cogni-
tive science deals more often with structure (e.g.
organization in what is perceived or learned).

The relevance is that Skinner’s 1957 book, Verbal
Behavior, was mainly about language function. A
critical 1959 review by the linguist Noam Chomsky
was more concerned with language structure than
with the functional content of Skinner’s account.
Verbal Behavior provided a taxonomy of function
rather than structure (for example, identifying
verbal classes by their effects rather than by their
topographies), applying it to a broad range of
verbal phenomena. Later expansions extended the

taxonomy to the origins of novelty in verbal behav-
ior. Skinner consistently treated words as behavior
rather than as vehicles for something else (a perva-
sive metaphor in everyday language is of words as
carriers of ideas or meanings, making it hard to talk
about sentences without referring to them as con-
taining other entities).

One function of verbal behavior is instruction;
people often do things because they are instructed
to do them. Following instructions has social con-
sequences and is crucial to many social institutions
— families, schools, industry, the military — so it is
important to understand not only how instructions
work but also how they can go wrong (e.g. as in
following unethical orders without question). Skin-
ner called behavior that depended on words ‘rule-
governed behavior’, though it is now more often
called ‘verbally governed behavior’. In verbal gov-
ernance, what we say about what we do often de-
termines what we do. In particular, one way to get
people to do something is to shape not their doing
but what they say about doing it. Contemporary
analyses of verbal behavior include experimental
studies of how these relations come about and the
conditions under which they occur.

BEHAVING AND KNOWING
(BEHAVIOR AND COGNITION)

Skinner’s analyses were also about how we come to
know ourselves. We think we have privileged
access to private events such as feelings and
thoughts, but how do we learn to talk about
them? Parents who see the colors that a child sees
can respond appropriately to the child’s color-
naming and so can teach the names, but how can
a verbal community without access to relevant
stimuli create and maintain verbal responses? In
referred pain, a bad tooth in the lower jaw may be
reported as a toothache in the upper jaw; here the
dentist is a better judge than the patient of where
the bad tooth really is. If we can be mistaken even
about the location of a toothache, how can other
reports of private events be reliable?

Skinner did not deny the private, but started
from the fact that common vocabularies can be
based only on what is mutually accessible to and
therefore shared by speakers and listeners. If pri-
vate feelings do not have public correlates, how can
one tell when anyone else has them? If one cannot
tell, how can one ever teach appropriate words?
This is a problem because much of the language
of cognitive thought originates in the vocabulary of
private events.
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According to Skinner, many processes called
cognitive (e.g. thinking, visualizing) are kinds of
behavior, but difficulties arise when they are in-
voked as explanations instead of as kinds of behav-
ior in themselves. Skinner explicitly eschewed
dualism, the distinction between mental and phys-
ical worlds. He did not deny events taking place
inside the skin, but maintained that they should be
called private rather than mental.

Skinner regarded internal causes as surrogates
for external ones. Circularity is obvious if one char-
acterizes individuals based on behavior (e.g. that
person is greedy) and then uses the characteriza-
tion as an explanation (e.g. he did it because of
greed). Skinner argued that many cognitive explan-
ations that invoke images or other internal repre-
sentations, though more complex, are essentially of
this sort and discourage further inquiry.

When Skinner criticized representations in
cognitive psychology, the issue was not whether
lasting effects are produced by stimuli (an organ-
ism that has responded to a stimulus is a changed
organism). Rather, it was about the form the change
takes. Skinner opposed copy theories of behavior or
perception. A representation is not necessarily a
copy (a spoken letter may represent a seen one
but has no visual properties in common with it),
so it is of interest that the most successful cognitive
accounts, such as those in terms of parallel distrib-
uted processing, do not involve representations
that function as copies. In this regard, behavior
analysis shares its views with cognitive scientists
who are advocates of neural nets and connectionist
systems.
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Roger Wolcott Sperry received the Nobel Prize for
Physiology and Medicine in 1981. Famous for ex-
periments on the embryology and regeneration of
functional nerve connections, on perception and
learning in split-brain cats and monkeys, and on
hemispheric modes of consciousness in human
beings following commissurotomy, his belief that
awareness and memory depend on the generation
of motor images in the brain is now central in
brain theory, important in understanding both self-
awareness and communication.

Roger Wolcott Sperry (1913-1994) (Figure 1), who
received a Nobel Prize for Physiology and Medi-
cine in 1981 for his research on brain science, de-
voted his scientific work to a search for the neural
circuits of action and consciousness. From an
undergraduate psychology project at Oberlin Col-
lege with R. H. Stetson (an expert on timing in
speech and music), to appointment as Hixon Pro-
fessor of Psychobiology at the California Institute
of Technology and fame as a neuropsychologist
who discovered new ways to reveal the mental
functions of the cerebral hemispheres, Sperry was
a meticulous experimenter on the growth and func-
tions of neural systems. A quiet-spoken, taciturn
man, he seemed to have the skill of a magician in
making basic laws of brain activity apparent in a
new form. He was also a plain-speaking thinker
about the power of consciousness in guiding what
we do, and he wrote passionately about the nature
of human values. As a young man he had accepted
the doctrine of the philosopher John Dewey that
thought is a form of conduct, with corresponding
responsibilities, and this belief remained with him
throughout his life.

Sperry’s first experiment, the results of which
were published when he was 26 years old, used
electromyography (recording the electrical signals
of contracting muscles) to demonstrate the in-
finitely varied yet coherent neural instructions
for a simple human movement, namely making a
circle in the air in different planes with an extended
arm. The results led to a concept of the ‘motor
image’, which anticipated the classical work on
the ‘Coordination and Regulation of Movement’
of the Russian physiologist Nicholas Bernstein,
and to the following statement of Sperry’s

concept of the role of movement in generation of
awareness:

An objective psychologist, hoping to get at the physio-
logical side of behaviour, is apt to plunge immediately
into neurology, trying to correlate brain activity with
modes of experience. The result in many cases only
accentuates the gap between the total experience as
studied by the psychologist and neural activity as
analysed by the neurologist. But the experience of
the organism is integrated, organised, and has its
meaning in terms of coordinated movement. (Sperry,
1939, p. 295)

A contemporary behavioral scientist may feel
that this text ought to be displayed as a caution in
all experimental psychology laboratories and func-
tional magnetic resonance imaging (fMRI) units,
where immobile subjects ponder prefabricated
thoughts or are excited by stimuli intended to
arouse named categories of perception or emotion.

Figure 1. Portrait of Roger W. Sperry.
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Sperry’s graduate research, undertaken with
Paul Weiss at the University of Chicago, initiated
aseries of experiments on plasticity of nerve-muscle
systems and regrowth of motor nerves in rats and
monkeys. Subsequently, his studies of the pattern-
ing of connections from eye to brain and from brain
to muscles in fish and amphibia proved that chem-
ical markers of some kind were guiding nerve
axons to form the right connections. Experiments
on the growth of eye-to-brain connections in fish
and newts after surgical rotation of the eyes made
Sperry world famous before he was 40 years of age
(Figure 2(a)). They confirmed that the chemical
markers would rebuild visual connections by in-
herent mapping principles, even when rearranged
eye-to-body relationships produced totally non-
functional reactions to stimuli. Visual areas map
out the space for action in terms of body form
automatically, without teaching from stimulation.
This cast doubt on prevailing theories of the con-
struction of functional brain circuits by learning.
Sperry’s ‘chemoaffinity” principle is now accepted
as being a primary factor in the early growth of
nerve-cell connections. This is despite revolution-
ary advances in molecular biology and new models
to explain order emerging in complex nonlinear
dynamic systems of nerve cells, axonal and den-
dritic branches, and synapses, and selective
retention of elements under the validation of envir-
onmental input. Emergent order and selection do
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create new functions and transform sensory and
motor maps, but these maps retain a basic func-
tional design of ‘behavior space” — a product of a
cell-to-cell communication that is set up in the
embryo before the sensory nerves are connected
to the brain.

Throughout his career, Sperry constantly tried to
explain the creativity of ‘experience’, in the true
sense of that word - that is, how conscious minds
in active bodies ‘try’ to know. Cognitive psych-
ology now favors analysis of human consciousness
in terms of the data-transforming powers of intelli-
gence — the processing and storage of information
for mind work. Sperry had a deep conviction about
and respect for the vitality and complexity of whole
living organisms, and he emphasized the services
of motor action to cognition. He attempted to de-
termine how brains seek and generate information
— not just logically processing what comes in, but
how they create a useful sense of stimuli and how
sensory information is taken in to monitor and
guide intended movements. This interest led him
to examine pathways within the visual cortex, and
from visual areas to motor output. For every ques-
tion Sperry found revolutionary answers. Step by
step, he presented clear data on the living structure
of cerebral pathways.

Mapping of skin or retina to the brain in a fish, a
frog or a newt makes it possible for the animal to
anticipate what will happen when it moves.

Left (speaking) hemisphere

Corpus
callosum
(cut)

callosum

©

Figure 2. Drawings by Sperry showing three important experiments in the study of brain growth and function.
(a) Selective regrowth of eye-to-brain connections in fish after removal of the peripheral parts of the retina and
surgical section of the optic nerve. (b) Division of visual input to the cortices of the two cerebral hemispheres in cat
brain. (c) Division of the corpus callosum in a human patient; the left hand (right hemisphere) feels a key, but the
patient says (with left hemisphere) that he sees the word ‘ring’.
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Sperry’s nerve regrowth experiments that were
designed to determine how the maps are made
are simple and elegant. The surgical skill necessary
to operate under a binocular microscope on the
nerves of animals only a few centimeters in length
gave Sperry the means to conduct a brilliant study
of the cortical mechanisms of vision in a mammal.
He sliced through loop connections just beneath the
gray matter of the visual cortex, making the inci-
sions with tiny specially shaped knives through
holes in the blood-vessel-rich membrane that
covers the cerebral cortex. By showing that oper-
ated cats could perform difficult visual discrim-
inations with little loss after this surgery, he
disproved a theory of ‘psychoneural isomorphism’,
that integration of perceptions was by local linking
of features to make a neural analogue of a photo-
graphic image. He found that visual pattern recog-
nition was mediated by deep cortico-cortical loops
which the surface surgery left intact. This was one
demonstration in a series that he designed to high-
light the involvement of longer connections and
separate brain parts in the unity of sight. A visual
‘image’ in the brain is not like a photograph or
movie — it is more like a rumour spread by tele-
phone calls between distant points.

Sperry’s research on coordination of movements
and awareness led him to investigate how inten-
tions relate to consciousness in cats, monkeys, and
humans. The ‘split-brain” studies which eventually
earned him his Nobel Prize were started in the
University of Chicago, and continued at the Cali-
fornia Institute of Technology after Sperry moved
there in 1954. They germinated from an idea that
was implanted in Sperry’s mind in the 1940s while
he was working with Karl Lashley at Yerkes
Laboratory of Primate Biology in Florida. The aim
was to find out how consciousness could be related
to brain pathways. As Lashley interpreted his own
extensive experiments, there was no clear location
of learning and no function for the millions of fibers
that bridge the gap between the two halves of the
cortex in the corpus callosum, the largest single
fiber tract in the brain. In Sperry’s attack on this
question, visual input to the cortices of the two
cerebral hemispheres was divided by cutting the
half of optic fibers that cross the midline under the
brain in the optic chiasm (Figure 2(b)). Ronald
Myers and Sperry showed that visual learning in
a cat could be doubled by transecting both the optic
chiasm and the corpus callosum, thereby producing
the “split brain’. A major advance in understanding
how brain connections serve in awareness, and how
the cerebral cortex works with brainstem structures
that were not divided by the surgery, was made

possible. Eventually it led Sperry to direct inventive
testing of the effects of the operation, by dividing
the corpus callosum in human patients, tests that
demonstrated the different consciousness of the
two human hemispheres (Figure 2(c)).

In 1960, the neurosurgeon Joseph Bogen sug-
gested to Sperry that an improved understanding
of the human mind could be obtained by methods
based on those that had been perfected at the Cali-
fornia Institute of Technology in the late 1950s for
elucidating visual and touch learning in split-brain
monkeys. The equivalent human operation, known
as commissurotomy, had been used by neurosur-
geons to prevent the interhemispheric spread of
intractable epilepsy, but no effects on conscious-
ness were reported. Most probably the tests had
been inappropriate, or the surgery was incomplete.
A new series of operations was medically justified
for individuals with severe seizures, and better-
controlled testing, like that developed for the stud-
ies on animals, could aid the post-surgical care of
these patients. The first paper on surgically divided
awareness in humans was published by Bogen and
Sperry with Michael Gazzaniga in 1962, nine years
after Myers and Sperry’s first report on split-brain
learning in cats. There followed a rich series of tests
of the differences and interactions between images
and memories, feelings and intentions in the left
and right cerebral cortices of a small and devoted
group of patients who were grateful for the im-
provement in their lives, and for the attention that
they received in collaboration with Sperry’s team.

Apart from firmly linking aspects of conscious-
ness to identified parts of the brain, the results of
experiments by researchers who joined Sperry at
the California Institute of Technology clarified the
functions of the brain areas involved in language
and thinking. They proved that intentional ‘mind
sets” (anticipating the type of strategy that would
be needed for the subject to carry a conscious act of
any kind to a successful conclusion) were allocat-
ing particular territories of the cerebral cortex,
directing attention and the information-processing
of perception, and preparing the body to move in
precisely directed ways, using intention, memory,
and emotions to generate a receptive conscious-
ness.

The California Institute of Technology commis-
surotomy studies stimulated a new era in neuro-
psychology of the hemispheres, and accelerated the
testing of left-brain and right-brain mental func-
tions in normal individuals. In Sperry’s mind the
findings generated a new line of philosophical
inquiry and a new teaching venture that kept
him hard at work until his death in April 1994. He
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believed that the ‘cognitive revolution” of the 1970s
was inspired by the research on consciousness in
commissurotomy patients, and he continued to
spare no effort in explaining his thinking, despite
increasing disability due to a serious central motor
disorder that weakened him and progressively re-
stricted his freedom of action and participation
in academic meetings. This infirmity in no way
diminished the acuteness of his thought or the
fluency of its expression.

Roger Sperry’s thoughts on the causal potency of
consciousness were developed after 1965 in a series
of philosophical papers on ‘Mind, Brain and Hu-
manist Values’. His scientific colleagues, many of
whom were still persuaded that consciousness
must be a notion beyond the reach of rigorous
science, were puzzled. Was he becoming mystical?
Surely he was being philosophically naive. How-
ever, anyone who had crossed logical swords with
Roger Sperry knew the danger of assuming that he
could be naive. He was too thorough and tenacious
to miss a weakness in his own or another’s argu-
ment. On the other hand, he was stubborn, and the
notion of consciousness and its innate values as a
causal force in nature, as a director of human ex-
perience and knowledge, was consistent with his
original phenomenological beliefs, and it did
become an abiding conviction. Now, of course, his
message seems far less deluded, and more a proph-
etic realization of how universal ‘autopoetic’ or
self-creative emergent principles must apply (and
with great force) in the consciously monitored ac-
tivities of the human brain and mind, directing not
only the elementary physiology of the neurons in
patterned arrays, but also the culturally contrived
mechanisms of society in harmony with ancient
requirements for human life on earth. And it is
not so odd, in the twenty-first century, to say that
if we do not find lasting values to guide our collect-
ive actions, things may go badly for our societies
and for the world that coexists with our danger-
ously increasing numbers. In that context, Sperry’s
thinking on global causality and the place of the
human mind and human conscience in the making
of a liveable future has increased validity.

New notions of causality propounded by physi-
cists with regard to the origins of the cosmos and
the evolution of matter give scientific authority to
the nonreductive psychology that Sperry had de-
veloped as a biologist who was aware of the special
creativity of neural systems. However, physics can
provide only the most general, abstract enlighten-
ment about psychological processes. What Sperry
set out to do was to challenge the powerful ortho-
doxy of psychometrics, experimental psychology,

and reductive brain science that seeks linear ex-
planations for the construction of behavior and
consciousness, all deriving from the input of infor-
mation from sources that have no intrinsic values
and no moral force. As he challenged behavioristic
notions of learning with his demonstrations of
innate forces in the growth of nerve connections
to form functional networks, and as he insisted
that surgical operations could locate motives for
learning in animals and show the real anatomy of
human consciousness and its creative subdivisions,
so he concluded that human values are not just
convenient fictions with short-term validity.
Rather, he believed that they are rooted in inherited
psychobiological principles for acting in harmony
with the physical and social world in which
humans have evolved.

Sperry’s writings are lucid, not least when his
ideas challenge accepted theory. His later writings
are motivated by strongly formed personal beliefs,
but they remain a clearly articulated call for new
scientific thinking. He always advocated keeping
‘the big picture’ in mind.
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Hans-Lukas Teuber (1916-1977) was a neuro-
psychologist known for his research on the effects
of brain injuries on human sensation, perception,
language, and memory. He founded the MIT De-
partment of Psychology (now Brain and Cognitive
Sciences) in 1964, an early instance of brain and
behavioral scientists working together in a single
graduate department in the US.

INTRODUCTION

Best known for his work on perception and his
behavioral research on brain-injured World War II
veterans, Hans-Lukas Teuber arrived at MIT in
1960 to establish its first department of Psychology.
He organized the department around his vision of a
science of brain and behavior that would empha-
size the biological and physiological aspects of the
field rather than the more traditional aspects of
learning, psychophysics, personality, and social
psychology. Through his organizational skills, and
working with a faculty he selected that shared his
view of a unified field of brain and behavior re-
search, he was able to define and study problems
and questions that still lie at the heart of the cogni-
tive and brain sciences. The department he created
was a prototype of many of the new ‘neuroscience’
departments that would be established at univer-
sities and medical schools throughout the United
States.

LIFE AND WORK

Hans-Lukas Teuber was born in Berlin in 1916, and
educated at the College Francais, a Huguenot
school where all subjects were taught in French.
He studied Greek, Latin, ancient history and the
natural sciences, receiving his baccalaureat in 1934.
At home his parents Rose (Knopf) and Eugen

Teuber stimulated his interests in music, literature,
animal behavior, and mathematics. His father had
studied under Wilhelm Wundt, and in 1913 had set
up the primate research center at Tenerife (Canary
Islands) where Wolfgang Kohler, one of the found-
ers of Gestalt psychology and the next director of
the primate center, carried out his famous experi-
ments on intelligence in anthropoid apes. It was in
the early 1930s in Berlin that Hans-Lukas Teuber
first met another of his parents’ friends, Kurt Gold-
stein, and became aware of Goldstein’s studies of
brain-injured German veterans of World War I.

Teuber entered the University of Basle in Switz-
erland in 1935. Continuing his search for integra-
tive principles, which he later said was shaped by
his father’s example and disparate interests, Teuber
studied philosophy of science, chemistry, biology
and zoology, comparative anatomy, and embry-
ology. Lectures by the embryologist Hans Spemann
were particularly influential, awakening his inter-
est in the possibility of using concepts and methods
of experimental embryology to study central ner-
vous system functions. At Basle Teuber partici-
pated in small interdisciplinary group discussions
of the methodology of various sciences and how to
bridge the gap between biological and social sci-
ence. Here he met a fellow student (of art history),
Marianne Liepe, and they soon made plans to
marry.

At Kurt Goldstein’s suggestion Teuber applied
for the Holtzer Fellowship to study psychology at
Harvard University. Liepe moved to the United
States in 1939 to continue her study of art history
at Vassar College. Teuber’s entry to the United
States was delayed until 1941 by the outbreak of
World War II. Immediately on arrival, he married
Liepe, and began his studies in psychology at Har-
vard. He and Liepe became naturalized US citizens
in 1944.
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While a graduate student Teuber supported him-
self and his family (Andreas Wolfgang was born in
1942, Christopher Lawrence in 1946) by working as
a research assistant on a project on the effectiveness
of psychological interventions — counseling of vari-
ous kinds —in preventing juvenile delinquency. His
Ph.D. dissertation grew out of this research (Dyadic
Groups: A Study in Counseling Relationships) and was
written under the direction of the social psycholo-
gist Gordon Allport. Teuber later said that his work
on this project had been valuable in convincing
him of the importance of control groups and of
quantitative measures of behavior. His enthusiasm
for social psychology as a science, however, was
never great.

According to Teuber’s later recollections, the
most important influences on his thinking during
his years at Harvard were Karl Lashley and Kurt
Goldstein (Goldstein was a visiting professor at
Harvard when Teuber entered). Through them he
became acquainted with the work of W. B. Cannon,
L. ]J. Henderson, and J. W. Gibbs. Teuber thought
that Gibbs’s work in physical chemistry might be
applicable to both biological and social systems.
Frequent personal contacts with Goldstein con-
vinced Teuber, as he later wrote, of the strategic
role of experimental neurology within the frame-
work of general biological science, and suggested a
reconsideration of the earlier German work (Bethe,
von Uexkiill, Weiss) in comparative physiology of
nervous systems and problems of sensorimotor
integration.

In 1944 Teuber interrupted his graduate studies
to enter the US Navy, which classified him as a
‘pharmacist’s mate’ and assigned him to the San
Diego Naval Hospital. There Teuber met Morris
Bender, who headed the neurology wards and
was interested in sensory disturbances and causal-
gia following cerebral injuries. Teuber’s back-
ground in experimental psychology and his
knowledge of Goldstein’s work led Bender, a gifted
clinical neurologist, to propose a collaboration. The
two were soon developing experiments on behav-
ioral consequences of brain injuries sustained by
servicemen in battles in the Pacific. Several papers
on alterations in visual perception resulted. Teuber
regarded their research as continuing in the
tradition of Goldstein and Gelb and also of
Poppelreuter, Head, and Holmes, who had studied
brain-injured soldiers from World War I; he was
interested not simply in the presence or absence of
particular ‘symptoms’ associated with different
sites of injury but in their scientific significance
for a general understanding of normal behavior
and brain function.

Teuber returned to Harvard in 1946 and com-
pleted his dissertation. He then moved to the Psy-
chophysiological Laboratory, which he and Bender
established at the Bellevue Psychiatric Hospital in
New York City; Teuber became its director when
Bender left to head the Neurology Department at
the Mount Sinai College of Medicine. From 1948 to
1960 Teuber held faculty appointments at New
York University’s College of Medicine and at the
Graduate School of Arts and Science, where he
taught courses in neuroanatomy, physiological
psychology, and social psychology of small groups.
He was appointed Area Consultant to the US Vet-
erans Administration in 1948 and received funding
to study World War II veterans with injuries of the
brain from penetrating missiles. In the same year he
was invited to participate in the Macy Foundation’s
conferences on cybernetics, where a small inter-
disciplinary group (including Norbert Wiener,
Warren McCulloch, John von Neumann, and Mar-
garet Mead) met annually to see whether concepts
from cybernetics, information theory, and com-
puter theory could be developed into a common,
transdisciplinary framework for integrating the
social and natural sciences.

At the American Psychological Association
meeting in Boston in 1948 Teuber gave a paper
laying out his vision of a new field forming ‘in the
border region of psychology and neurology’. Using
examples from his research with Bender, Teuber
called this border region "neuropsychology’, a
field in which the fundamental question is how
does neural structure ‘mediate’ psychological func-
tions, and in which the behavior of brain-injured
patients plays a strategic role (‘experiments of
nature’) as a source of clues to normal brain-
behavior functions. This vision guided Teuber’s
empirical research in the Psychophysiology La-
boratory at New York University, and would later
be realized in the psychology department he
founded at MIT.

As head of the Psychophysiological Laboratory,
Teuber, and the research group he gathered around
him (Sidney Weinstein, Lila Ghent Brain, Josephine
Semmes, Mortimer Mishkin, William Battersby,
Rita Rudel, and others), continued to recruit and
test World War II veterans with brain injuries and a
control group with peripheral nerve injuries. They
devised quantitative testing procedures to assess
somatosensory, visual, visuospatial, and cognitive
impairments associated with injuries in different
brain sites. In addition to setting high standards
for methodological rigor in behavioral testing,
research from the Psychophysiology Laboratory
demonstrated the importance of testing large
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populations of patients and of using research
designs that permitted clear interpretations of
relationships between behavioral deficits and site
of injury. (‘Double dissociation of symptoms’ —
demonstration of contrasting sets of behavioral
symptoms with contrasting cerebral lesions -
was one of Teuber’s off-repeated methodological
maxims.)

Research from the laboratory appeared in a
steady stream of papers during the 1950s on:
brain injuries and alterations in visual and visuos-
patial phenomena (extinction, completion, pattern
perception, critical flicker frequency, eye move-
ments, and visual searching); alterations in per-
formance on complex visual tasks and in body
schemata; judgments of visual and postural
vertical; recognition of objects by touch; somato-
sensory thresholds; and performance on intelli-
gence tests. Some of this work was summarized in
two monographs published in 1960, Visual Defects
after Penetrating Missile Wounds of the Brain (Teuber,
Battersby, and Bender) and Somatosensory Changes
after Penetrating Brain Wounds in Man (Semmes,
Weinstein, Ghent, and Teuber). The latter
has been credited with changing traditional con-
cepts of hemispheric asymmetry in the mediation
of somatosensory performance. Other work
brought then-widely-accepted distinctions be-
tween specific and general behavioral effects of
lesions into question and challenged widely held
beliefs about effects of brain injuries on IQ test
performance.

Teuber’s theoretical views evolved with his em-
pirical work, and he published two particularly
influential synthetic reviews of the literature
while at the NYU Psychophysiological Laboratory.
One, ‘Physiological psychology’ (in the 1955 Annual
Review of Psychology) was an overview which one
leading neuroscientist and historian of neurosci-
ence (Charles Gross) later said set the program of
the field for the next decade. The other was the
chapter on ‘Perception’ in the 1960 Handbook of
Physiology: Neurophysiology, vol 3 in which Teuber
comprehensively reviewed research on classic
problems of perception and located them in the
broader context of sensory-isolation studies, etho-
logical research, studies of behavior following
brain injuries, and experimental embryology.

Drawing on work by von Holst and Sperry,
Teuber developed throughout the ‘Perception’
chapter a critique of the assumption, on which
both field theories and scanning theories of percep-
tion rely, that brain correlates of perception can be
understood by viewing the nervous system as a
passive receiver of sensory information. By contrast

he wrote: ‘Throughout this chapter we have
stressed the potential role of a central corollary
discharge which is postulated as coordinating
efferent and afferent processes. This corollary dis-
charge presumably travels from motor into sensory
systems at the onset of every [self-initiated] bodily
movement and thus permits anticipatory adjust-
ment of the perceptual process...It can be seen
that these concepts are closely related to
the earlier neurologic postulates of “schemata” as
the neural basis for awareness of posture and
spatial orientation....” Within such a theoretical
framework, the distinction between voluntary and
involuntary motor activity becomes important,
while differences among perceptual, sensorimotor,
and visuospatial processes become less so.

In 1960 Teuber was invited to MIT to head the
Psychology Section of the Department of Econom-
ics and Social Science and to plan an independent
doctorate-granting Department of Psychology at
the Institute. Teuber seized the opportunity to or-
ganize his department according to his vision of a
science of behavior and the brain and to bring
together on the faculty people who shared his
vision.

The first two senior appointments, together with
Teuber himself, indicated the scope and direction
of the department Teuber envisioned. Richard
Held, an experimental psychologist from Brandeis
University, had recently demonstrated through a
series of ingenious experiments the importance of
voluntary movement in developing and maintain-
ing perceptual-motor coordination. Walle Nauta, a
neuroanatomist then at the National Institutes of
Health, had discovered a silver-staining technique
that identified axonal degeneration following ex-
perimental brain lesions and permitted tracing of
pathways in the brain. (The presence of a neuro-
anatomist, especially one as distinguished as
Nauta, in a psychology department at a time
when behaviorist learning theory dominated most
psychology departments, was unprecedented.)
Teuber’s own work on perception in brain-injured
adults continued at MIT, and his interest in ethol-
ogy (again unusual for the time) encouraged his
students (beginning with Robert Yin) to investigate
the perception of human faces.

The junior faculty Teuber assembled used a var-
iety of behavioral, physiological, and anatomical
techniques to investigate a variety of psychological
topics: memory, eye-hand coordination, space per-
ception, visual backward masking, perceptual-
motor development in animals reared in sensory
isolation, learning, language, and others. What
unified research in the MIT department and
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distinguished it from other psychology depart-
ments at the time was its focus on behavior in
relation to brain function. Investigations often in-
volved both behavioral neurophysiological or
neuroanatomical techniques; even when only be-
havioral data were gathered, they were usually
interpreted in terms of hypotheses concerning
underlying neural processes.

Early faculty in the department included Joseph
Altman, Stephen Chorover, Peter Schiller, Alan
Hein, Wayne Wickelgren, Merrill Garrett, Jerry
Fodor, and Whitman Richards (the first student to
receive a Ph.D. from the department). They were
later joined by Gerald Schneider and Ann Graybiel
(both of whom also received their degrees from the
department), Molly Potter, Sue Carey-Block, and
Emilio Bizzi. Before Teuber’s untimely death in
1977 he had made plans to add David Marr to the
faculty. Visiting scientists, research associates,
postdoctoral fellows, and graduate students also
contributed to the MIT Psychology Department’s
distinctive brain-behavior focus, including Charles
Gross, Helen Mahut, David Ingle, Harvey Karten,
Donald Stein, Thomas Bever, Suzanne Corkin,
Donald Pfaff, and Larry Squire. Several generations
of undergraduate students at MIT were exposed to
Teuber’s very popular introductory psychology
course, in which he propounded his vision of a
new kind of psychology in elegant, witty lectures.

Although the pace of his empirical work
slackened at MIT, Teuber was much sought-after
as a speaker and discussant at conferences because
of his wide-ranging knowledge and ability to iden-
tify key unanswered questions. Throughout his
career, Teuber was an active participant in inter-
national societies (e.g., International Neuropsycho-
logical Symposium, International Brain Research
Organization, European Brain and Behavior Soci-
ety, French Psychological Society) as well as North
American organizations (e.g., American Psycho-
logical Society, Psychonomic Society, Society for
Neuroscience). He played an important role in
introducing the work of Alexander R. Luria and
other Russian neuropsychologists to their counter-
parts in North America and Europe (Teuber and
Luria visited each other’s laboratories in the 1950s);
his preface to the English translation of Luria’s
Higher Cortical Functions in Man (1966) thoughtfully
analyzed Luria’s contributions in the context of
other national traditions of neuropsychological
research. In 1970 Teuber was elected to associate
membership in the Neurosciences Research Pro-
gram, an interdisciplinary program founded by
the MIT biophysicist Francis O. Schmitt to bring

together world experts in the many disparate sci-
ences and clinical disciplines involved in under-
standing how the nervous system mediates
behavior. Teuber’s broad knowledge of neurobeha-
vioral research and his vigorous interaction with his
fellow Associates helped strengthen the organiza-
tion and its impact on the emerging new field
of neuroscience.

While at MIT, Teuber wrote numerous syntheses
of research on brain and behavior, many drawing
on research in the department to exemplify and
promote the new field he was working to institu-
tionalize at MIT. In 1969 the Alfred P. Sloan Foun-
dation launched its program in the neurosciences
(the first programmatic funding for the new field)
and made its first award (and largest overall) to
the MIT Psychology Department, designating it a
‘center of excellence’ not only because of the
strength of the department’s faculty and staff
but because of its unusually integrated approach.
Teuber’s creativity and effectiveness as an institu-
tion-builder were reflected in the many honors
and awards he received before he died in a
drowning accident in 1977 at the age of 61. He
was a member of the Society of Experimental
Psychologists (1960), the American Academy of
Sciences (1962), the National Academy of Sciences
(1972), the French Neurological Society (1968),
and the National Institute of Neurology Faculty,
Mexico (1967). He received the Karl Spencer
Lashley Award for Research in Neurobiology
(1966), the Apollo Achievement Award, NASA
(1969), the Kenneth Craik Award in Experimental
Psychology (1971), MIT’s James R. Killian Faculty
Achievement Award, Oxford University’s Eastman
Professorship, and honorary degrees from the Uni-
versité Claude Bernard (Lyon, France) and the
Université de Geneve (Switzerland).

Teuber told an interviewer in 1966 that he attrib-
uted to his father’s influence his own tendency not
to feel at home in any single field, and his career
demonstrates his powerful drive to synthesize re-
search results and to bring disparate methods to
bear on fundamental questions about behavior in
relation to brain function. The name he gave to the
new field he envisioned changed (largely for rhet-
orical reasons) several times during his lifetime:
psychology, neuropsychology, psychophysiology,
brain and behavior, behavioral biology, psychology
and brain sciences. The unvarying thread was the
inclusion of some term referring to an organism'’s
behavior. It would probably have pleased him that
the MIT Psychology Department is now called the
Department of Brain and Cognitive Sciences.
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American psychologist Edward C. Tolman (1886—
1959) was author of the learning theory known as
purposive behaviorism. Tolman is also noted for
introducing important psychological concepts, such
as the intervening variable and the cognitive map,
which are widely used today.

INTRODUCTION

Edward Chace Tolman was an American psycholo-
gist who is perhaps best known today for introdu-
cing the idea of a cognitive map. He did so on 17
March 1947, when he delivered the 34th Annual
Faculty Research Lecture at the University of Cali-
fornia. The occasion celebrated his long and distin-
guished career in the Psychology Department at
Berkeley. The title of his talk was ‘Cognitive Maps
in Rats and Men’, and the concept caught on.

EARLY BACKGROUND

Edward Tolman, the son of Mary Chace and James
Pike Tolman, was born in West Newton, Massachu-
setts, an affluent suburb of Boston, on 14 April
1886. He attended the excellent Newton public
schools and then, following family tradition, en-
rolled at the Massachusetts Institute of Technology
(MIT). James Tolman had been in the first graduat-
ing class at MIT and was a member of the Board of
Trustees, and Edward’s elder brother, Richard, was
a graduate student there at the time Edward en-
rolled. Although their father wanted his sons to
take over his prosperous cordage business, they
both opted for academic careers. Richard would
become an eminent physical chemist, spending
most of his career at the California Institute of
Technology.

After obtaining his undergraduate degree in
electrochemistry from MIT in 1911, Edward
entered the doctoral program at Harvard. His
humanitarian interests, and a disinclination to

compete directly with Richard, led him to the new
science of psychology, a discipline that was begin-
ning to apply experimental findings to human
problems. He received his PhD in 1915 for studies
of human memory, under the supervision of Hugo
Munsterberg, Director of the Harvard Psychology
Laboratory. Although Edward became an experi-
mental, rather than an applied, psychologist, he
always retained a strong interest in the human
condition. Towards the end of his career he began
applying his theoretical principles to personality
and social psychology.

In 1915, Tolman accepted his first academic pos-
ition, as an Instructor at Northwestern University
in Evanston, Illinois. Here he continued his re-
search on human memory. In 1918, his contract
was not renewed, apparently because of wartime
cutbacks; but Tolman always believed that his
association with a pacifist student periodical led
to his dismissal. However, that summer he was
offered an appointment at the University of
California, Berkeley, where he would remain for
the rest of his career. It was a good move for
Edward, both personally and academically. In Cali-
fornia, he lost his New England reserve, revealing
the warm, fun-loving nature that colleagues would
always associate with him. His research interests
changed too, and he began to study animal behav-
ior. His first major project with rats was on the
inheritance of the ability to learn. This marked
the beginning of a long-term research program in
behavior genetics at Berkeley. Initiated by Tolman,
this work was continued under the direction
of his graduate student, and later colleague,
Robert Tryon. Tolman turned to more theoretical
pursuits.

A NEW FORMULA FOR BEHAVIORISM

Just as Tolman was starting out in psychology,
a new theoretical system — behaviorism - was
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beginning to take root in America. Led by a young
researcher, John Watson, behaviorists rejected the
subjective approach of psychologists who used
the method of introspection to study unobservables
such as consciousness. Instead, they took the more
objective position that psychology was the study
of behavior. Their research examined the overt re-
sponses of subjects, often animals, to environmental
stimuli, using classical conditioning methods. This
led to their being labeled stimulus—response (5-R)
psychologists. Tolman’s interest in behaviorism
was stimulated initially in a course at Harvard
taught by comparative psychologist Robert Yerkes.
Tolman liked the fact that this system was scientific
and objective. However, he was never able to
accept whole-heartedly the brand of behaviorism
promoted by Watson.

Tolman believed that behavior was more
than simple reflex reactions to stimuli. In 1922,
he introduced his own ‘new formula for behavior-
ism’” with the aim of providing a scientific treatment
of concepts, such as motive and purpose, that had
been rejected as subjective and mentalistic by other
behaviorists. His approach reveals the influence of
two other Harvard professors, Edwin Holt and
Ralph Barton Perry, both of whom had written
about such concepts as purpose and cognition as
objective terms. Over the next ten years, Tolman
published articles providing objective definitions
for emotions, ideas, and consciousness, as well as
for purpose and cognition. He also supervised a
number of students whose research with rats
in mazes provided support for his theoretical pos-
ition. He brought theory and data together in
a book, Purposive Behavior in Animals and Men,
published in 1932. Tolman’s system of psychol-
ogy, with its emphasis on the goal-directed
nature of behavior, became known as purposive
behaviorism.

PURPOSIVE BEHAVIORISM

In Purposive Behavior Tolman identified four factors
that played a role in producing behavior — stimuli,
heredity, training, and physiological state — now
referred to as independent variables. Intervening
between these causal factors and the observed be-
havior (the dependent variable) were motivational
and cognitive behavior-determinants — purposes
and cognitions. Tolman suggested that purposive-
ness was revealed in the behavior itself, by the fact
that responding persisted until the goal was
achieved. Cognitions were expectations about the
relationship between environmental stimuli, re-
ferred to as ‘signs’, and the goals that they

indicated. Two types of expectations were identi-
fied. Long-term expectations that depended on
genetics or past experience (training), he called
means—end-readinesses. Others, that were specific to
the ongoing situation providing information about
how to achieve current goals, were labeled sign-
gestalt-expectations. Tolman used a lot of hyphen-
ated terms like these to refer to his constructs, often
making his theory difficult to understand. Soon the
simpler term expectation began to be used by learn-
ing theorists to refer to both types of cognitions.
However, Tolman believed that it was important to
distinguish between them. A similar kind of dis-
tinction has been made more recently by compara-
tive cognition researchers who talk about reference
and working memory.

Tolman also attempted to provide an objective
definition of conscious awareness or attention with
the idea of behavior-adjustments. These were re-
sponses by means of which the animal sampled
its environment before making a response. For
example, if these were overt, a rat might wiggle
its nose from side to side before choosing to run
down an arm of the maze. Later these responses
were labeled vicarious-trial-and-error (VTE) behav-
ior and became an important feature of Tolman's
only attempt to quantify his theory with his sche-
matic sowbug model. The whimsical term merely
indicated the tropistic nature of an organism’s
movement toward or away from a goal.

INTERVENING VARIABLES

Not long after his book was published, Tolman
introduced the term intervening variable to refer to
the motivational and cognitive determinants of be-
havior that he had identified. For Tolman, a theory
was no more than a set of intervening variables,
and the task of the psychologist was to operation-
ally define them. This could be accomplished by
means of standard experiments in which an inde-
pendent variable correlated with the construct
being studied is systematically varied while all
others are held constant. Tolman referred to his
revised position as ‘operational behaviorism’ be-
cause it used operational definitions and because
the behavior being observed by the researcher in-
volved an organism acting on — operating on — its
environment.

Tolman’s book and subsequent theoretical art-
icles were well received by his colleagues, and in
1937 he was elected President of the American
Psychological Association (APA). In his presiden-
tial address, after comparing his brand of behav-
iorism with that of the currently more popular
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S-R theorists, such as Clark Hull, Tolman outlined
his system for his colleagues. He concluded with
the surprising statement that ‘everything important
in psychology ...can be investigated in essence
through the continued experimental and theoret-
ical analysis of the determiners of rat behavior at
the choice point in a maze’. In his talk he had
shown in detail how operational behaviorism
could account for such choice-point behavior. But,
of course, he saw that his system had broader im-
plications. Soon he turned his attention to its appli-
cation to humans.

COGNITIVE MAPS IN RATS
AND MEN

Tolman brought his ideas about the behavior of rats
and humans together in his Faculty Research Lec-
ture at Berkeley. Again he compared his theory of
learning with that of the S-R psychologists, this
time using compelling metaphors. In contrast to
the ‘telephone-switchboard’ type of connections
proposed by his S-R rivals, for Tolman learning
involved ‘something like a field map of the envir-
onment [being] established in the rat’s brain’. The
suggestion of a mental map in the brain was the
first time that Tolman gave a direct physiological
referent to one of his intervening variables. The
map metaphor was very appropriate since much
of the data supporting Tolman’s position had come
from studies of rats in mazes.

Two types of cognitive maps — ‘broad and com-
prehensive’ and ‘narrow and striplike” — were iden-
tified. On mazes, rats with broad maps responded
to the general location of the goal rather than learn-
ing a specific route to it; those with narrow maps
became fixated on a particular route. Narrow maps,
which were less adaptive, were established as a
result of brain damage or when conditions were
highly motivating or frustrating.

At the end of his Berkeley lecture, Tolman sug-
gested that human social maladjustments could be
interpreted as narrowings of cognitive maps as a
result of strong motivation or frustration. He hoped
that psychologists could help establish a society in
which frustrations and motivations were modu-
lated, one that would produce broad cognitive
maps, and thereby appropriate psychological ad-
justment. Over the next few years, many of his
articles were devoted to extending his theory to
human social learning.

Tolman’s own cognitive map was a broad map.
He was eclectic in his approach, and open-
minded and tolerant in his treatment of the ideas
of others.

PERSONALITY AND SOCIAL
PSYCHOLOGY

Tolman had a real affinity for personality and social
psychology, and his later writings reflect this inter-
est. He had first applied his ideas to human behav-
ior during World War II. As a pacifist, he despised
war and violence. In 1933-4, during a sabbatical
year in Vienna, he witnessed with considerable
dismay Hitler’s rise to power. On returning to the
USA he worked to help émigré psychologists flee-
ing from Europe to find positions in America. He
was also involved with the Society for the Psycho-
logical Study of Social Issues (SPSSI), a group of
psychologists committed to applying their expert-
ise to problems arising from the economic depres-
sion and the looming possibility of war. In his
address as Chairman of SPSSI in 1940, Tolman
introduced ideas that were presented at greater
length in a book, Drives Toward War, published in
1942. Although it started out as a motivation text-
book, the major aim of the book was to identify
mechanisms for harnessing human aggression to
prevent future wars between nations. It illustrated
Tolman’s strong belief that basic psychological
research could provide solutions to social prob-
lems. He would always remain optimistic about
the role of psychology in meliorating the human
condition.

THE FIGHT FOR ACADEMIC FREEDOM

Edward Tolman was a staunch defender of aca-
demic freedom. As the Communist scare swept
America in the late 1940s, the Regents of the Uni-
versity of California demanded an anti-Communist
oath of loyalty from the faculty. Tolman was one of
the first to speak out against this violation of aca-
demic freedom and became leader of the Group for
Academic Freedom, formed to oppose the oath. In
1950, he and about 20 others, who had been fired
from the university for refusing to sign the oath,
took the Regents to court. After a long struggle they
eventually won their case and were reinstated. The
oath controversy was widely reported in the media,
and Tolman'’s principled stand gained him the re-
spect of professors throughout the USA. The fight
over the oath, however, took a personal toll on
Tolman, and his health began to deteriorate. He
died at his home in Berkeley on 19 November 1959.
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Alan Turing was a British mathematical logician who
pioneered computer science, cognitive science,
artificial intelligence, and artificial life.

OVERVIEW OF TURING’S WORK

The mathematical logician Alan Mathison Turing
OBE (1912-1954) contributed to logic, mathematics,
cryptanalysis, philosophy, mathematical biology,
and formatively to computer science, cognitive sci-
ence, artificial intelligence (Al), and artificial life.
He was elected a Fellow of King’s College, Cam-
bridge in 1935 and in 1936 published his most
important work, ‘On computable numbers, with
an application to the Entscheidungsproblem’.
From 1936 to 1938 he studied for a PhD at Princeton
University, returning to King’s in 1938. At the out-
break of war with Germany (September 1939) he
moved to Bletchley Park, the wartime headquarters
of the Government Code and Cypher School
(GC&CS). At Bletchley, Turing single-handedly
broke Naval Enigma and was the principal de-
signer of the Bombe, a large-scale electromechan-
ical machine for revealing Enigma message keys by
a process of high-speed search. From 1945 Turing
worked at the National Physical Laboratory (NPL)
in London, pioneering computer science and Al,
and from 1948 at the University of Manchester
as Deputy Director of the Computing Machine
Laboratory (there was no Director), taking up a
specially created Readership in the Theory of Com-
puting in 1953.

RELEVANCE AND ROLE OF TURING’S
WORK IN COGNITIVE SCIENCE

The Universal Turing Machine

As everyone who uses a personal computer knows,
the way to make the machine perform some de-
sired task is to open the appropriate program
stored in the computer’s memory. But the earliest

large-scale electronic digital computers, the British
Colossus (1943) and the American ENIAC (1945),
did not store programs in memory. To set up
these computers for a fresh task, it was necessary
to modify some of the machine’s wiring, rerouting
cables by hand and setting switches. The basic
principle of the modern computer — controlling
the machine’s operations by means of a program
of coded instructions stored in the computer’s
memory — was thought of by Turing in 1935. His
abstract ‘universal computing machine’, as he
called it — it would soon become known as the
universal Turing machine (UTM) — consists of a
limitless memory in which both data and instruc-
tions are stored, in symbolically encoded form,
and a scanner that moves back and forth
through the memory, symbol by symbol, reading
what it finds and writing further symbols. By
inserting different programs into the memory, the
machine is made to carry out different computa-
tions. The UTM (described in ‘On computable
numbers’) was the first formal model of computa-
tion. Turing’s idea of a universal stored-program
computing machine was promulgated in the US by
John von Neumann and in the UK by Maxwell
Herman Newman. By 1945 groups in both coun-
tries were attempting to build an electronic stored-
program universal digital computer: a Turing
machine in hardware. (See Computation, Formal
Models of)

The Church—Turing thesis

Before the advent of computing machines, a com-
puter was a human being: a mathematical assistant
whose task was to calculate by rote, in accordance
with a systematic method supplied by an overseer.
Like a filing clerk, the computer might have little
detailed knowledge of the end to which the calcu-
lations were directed. The Church-Turing thesis
(advanced independently by Turing and the Ameri-
can Alonzo Church in 1936) says in effect that the
UTM can perform any calculation that can be done
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by an idealized human computer (who lives for-
ever and never runs out of paper and pencils).

The Turing machine and the brain
According to a prominent theory in cognitive sci-
ence, the brain is a Turing machine, in the sense
that any information processing of which the brain
is capable can be done by the UTM. A stronger
version of the theory holds that the brain is funda-
mentally similar to the UTM, in that both are
‘symbol systems’: machines that process formal
symbols by means of a fixed repertoire of basic
computational operations. (Sec Symbol Systems)

Uncomputability

In ‘On computable numbers” Turing proved that
some well-defined mathematical problems are
uncomputable, in the sense that they cannot be
solved by the UTM - and so, according to the
Church-Turing thesis, cannot be solved by a
human being working by rote. An example is the
following. Some Turing machines print ‘1" at some
stage in their computations. All the remaining Tur-
ing machines never print “1’. Consider the problem
of deciding, given an arbitrary Turing machine,
which of these two categories it falls into. Turing
showed that this problem cannot be solved by
the UTM.

Turing developed these ideas further while at
Princeton, laying the foundations of the branch of
mathematical logic that investigates and codifies
problems ‘too hard’ to be solvable by the UTM,
and introducing the concept of an oracle machine
(or o-machine) — a ‘new kind of machine’ able to
solve problems that the UTM cannot. In modern
cognitive science, o-machines form the basis for a
controversial new class of models of cognition
termed ‘hypercomputational’.

Computer Pioneer

Turing’s technical report ‘Proposed electronic cal-
culator’, dating from the end of 1945 and contain-
ing his design for the ‘Automatic Computing
Engine’ (ACE), was the first relatively complete
specification of an electronic stored-program
digital computer. The earlier ‘First draft of a report
on the EDVAC’ (May 1945), written in the US by
von Neumann (familiar with the UTM since before
the war), discussed at length the design of an elec-
tronic stored-program digital computer, but in
fairly abstract terms, saying little about program-
ming, hardware details, or even electronics. Tur-
ing’s report, on the other hand, contained specimen

programs in machine code, full specifications of
hardware units, detailed circuit designs, and even
an estimate of the cost of building the machine
(£11,200). Had Turing’s ACE been built as he
planned, it would have been in a different league
from the other early computers, but his colleagues
at the NPL thought the engineering work too diffi-
cult to attempt and a considerably smaller machine
was built. Known as the ‘Pilot Model ACE’, this
machine ran its first program on 10 May 1950. With
a clock speed of 1MHz, it was for some time the
fastest computer in the world. Computers derived
from Turing’s ACE design remained in use until
about 1970, including the Bendix G-15, arguably
the first personal computer. (Delays beyond Tur-
ing’s control resulted in the NPL’s losing the race to
build the world’s first stored-program electronic
digital computer. That honour went to Newman’s
Computing Machine Laboratory at Manchester,
where the ‘Manchester Baby’ ran its first program
on 21 June 1948.)

Artificial Intelligence

Turing was the first to carry out substantial re-
search in the field of Al. He was thinking about
Al at least as early as 1941, and during the war
circulated a typewritten paper on machine intelli-
gence among his colleagues at GC&CS. Now lost,
this was undoubtedly the earliest paper in the
field of Al It probably concerned machine learn-
ing, heuristic problem-solving, and machine chess,
topics that Turing discussed extensively at GC&CS.
His thinking on Al was probably influenced by his
work on the Bombe, which involved him in the
design of, for example, a ‘majority vote gadget’,
mechanizing the process of evaluating a hypothesis
on the basis of unreliable data, and a ‘Ringstellung
cut-out’, an early example of the use of heuristics
(rules of thumb) to constrain search.

In February 1947 Turing gave the earliest known
public lecture to mention computer intelligence,
providing an exciting glimpse of a new field. He
discussed the prospect of machines acting intelli-
gently, learning from experience, and beating
humans at chess.

Intelligent machinery

In 1948 Turing wrote a report for the NPL entitled
‘Intelligent machinery’. Described by an NPL bur-
eaucrat as ‘not suitable for publication’, this far-
sighted paper was the first manifesto of Al In
it Turing gave a wide-ranging and imaginative
survey of the prospects of Al and brilliantly
introduced many of the concepts that were later to
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become central in the field, in some cases after re-
invention by others. These included the logic-based
approach to problem-solving, now widely used in
expert systems, and the idea, subsequently made
popular by Allen Newell and Herbert Simon, that
(as Turing put it) ‘intellectual activity consists
mainly of various kinds of search’. (The idea of
solving a problem by means of a guided search
through the space of possible solutions was central
to the Bombe.) Turing anticipated the concept of
a genetic algorithm in a brief passage concerning
what he called ‘genetical or evolutionary search’.
Genetic algorithms employ methods analogous to
the processes of natural evolution in order to pro-
duce successive generations of software entities
that are increasingly fit for their intended purpose.
‘Intelligent machinery’ also contains the earliest
description of (a restricted form of) what Turing
was in 1950 to call the ‘imitation game’ and is
now known simply as the Turing test. In 1952 he
said of the imitation game that ‘you might call it a
test to see whether the machine thinks, but it would
be better to avoid begging the question, and say
that the machines that pass are (let’s say) “Grade
A” machines’, and predicted that it would be at
least 100 years before computers would stand a
chance at the imitation game (with no questions
barred). (See Turing Test)

Can machines think?

In 1950 Turing famously remarked that this ques-
tion is ‘too meaningless to deserve discussion’;
however, his later accounts of the imitation game
(in 1951 and 1952) reveal a milder attitude and
contain liberal use of such phrases as ‘program-
ming a machine to think’” and ‘making a thinking
machine’.

Gédelian arguments against Al

Turing was among the first to write about the God-
elian arguments against Al (which originated with
Emil Post in 1921). Turing discerned a simple fal-
lacy in such arguments. In ‘Intelligent machinery’
he wrote: (See Artificial Intelligence, Godelian
Arguments against)

The argument from Godel’s and other theorems...
rests essentially on the condition that the machine
must not make mistakes. But this is not a requirement
for intelligence.

In ‘Proposed electronic calculator” (the earliest sur-
viving written statement of Turing’s views con-
cerning machine intelligence), Turing wrote:

There are indications however that it is possible to
make the machine display intelligence at the risk of

its making occasional serious mistakes. By following
up this aspect the machine could probably be made to
play very good chess.

The risk that the machine will produce incorrect
results is the price of heuristic search.

Neural Simulation

Probably Turing’s earliest surviving mention of his
interest in neural simulation is in a letter to the
cyberneticist W. Ross Ashby: ‘In working on the
ACE I am more interested in the possibility of pro-
ducing models of the action of the brain than in the
practical applications to computing.” The major part
of ‘Intelligent machinery” consists of an exquisite
discussion of neural simulation and machine learn-
ing, in which Turing anticipated the modern ap-
proach known as connectionism. Donald Hebb
and Frank Rosenblatt are widely regarded as the
founders of connectionism and it is not widely real-
ized that Turing had outlined much of the con-
nectionist project as early as 1948. He introduced
what he called ‘unorganized machines’, giving as
examples networks of neuron-like elements con-
nected together in a largely random manner; he
described one type of network as ‘the simplest
model of a nervous system’, and hypothesized
that “the cortex of the infant is an unorganized ma-
chine, which can be organized by suitable interfer-
ing training’. From a historical point of view, his
idea that an initially unorganized neural network
can be organized by means of ‘interfering training’
is of considerable significance: this idea did not
appear in the earlier work of McCulloch and Pitts.
In Turing’s model, the training process renders cer-
tain neural pathways effective and others ineffect-
ive. He anticipated the modern procedure of using
an ordinary digital computer to simulate neural
networks and the process of training them. He
claimed a proof (now lost) of the proposition that
an initially unorganized network with a sufficient
number of neurons can be organized to become a
universal Turing machine with a given storage cap-
acity. This proof raised the possibility, noted by
Turing, that the human cognitive system may be
a universal symbol processor implemented in a
neural network. (See Learning through Case Analy-
sis; Neurons, Computation in; McCulloch-Pitts
Neurons; Perceptron)

Artificial Life

During his final years Turing pioneered artificial
life. He used the Manchester Ferranti Mark I (the
first commercially sold electronic stored-program
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computer) to model biological growth, and he
appears to have been the first person to engage in
the computer-assisted exploration of nonlinear dy-
namical systems. He programmed the computer to
simulate a chemical mechanism by which the genes
of a zygote may determine the anatomical structure
of the resulting animal or plant. (See Artificial Life)

Further Reading

Carpenter BE and Doran RW (eds) (1986) A. M. Turing’s
ACE Report of 1946 and Other Papers. Cambridge, MA:
MIT Press.

Copeland BJ (2000) The Turing test. Minds and Machines
10: 519-539.

Copeland BJ (ed.) (2003) The Essential Turing: Core Papers
in Philosophy, Logic, Artificial Intelligence and Artificial
Life, Plus the Secrets of Enigma. Oxford, UK and New
York, NY: Oxford University Press.

Copeland BJ and Proudfoot D (1996) On Alan Turing’s
anticipation of connectionism. Synthese 108: 361-377.

[Reprinted in: Chrisley R (ed.) (2000) Artificial
Intelligence: Critical Concepts in Cognitive Science, vol. II
‘Symbolic AI'. London: Routledge.]

Copeland BJ and Proudfoot D (2000) What Turing
did after he invented the universal Turing machine.
Journal of Logic, Language, and Information 9: 491-509.

Erskine R and Smith M (eds) (2001) Action This Day.
London: Bantam Books.

Gottfried T (1996) Alan Turing: The Architect of the
Computer Age. Danbury, CT: Franklin Watts.

Herken R (ed.) (1988) The Universal Turing Machine: A
Half-Century Survey. Oxford, UK and New York, NY:
Oxford University Press.

Hodges A (1983) Alan Turing: The Enigma. London:
Burnett.

Turing AM and Copeland B]J (ed.) (1999) Posthumously
published lectures. In: Furukawa K, Michie D and
Muggleton S (eds) Machine Intelligence 15: 381-475.
Oxford, UK and New York, NY: Oxford University
Press.



Tversky, Amos 1

Tversky, Amos

Introductory article

Maya Bar-Hillel, The Hebrew University, Jerusalem, Israel

CONTENTS
Biography

Contributions

Amos Tversky is best known for his pathbreaking
work, along with Daniel Kahneman, on heuristics
and biases in judgment under uncertainty, and for
prospect theory, a theory of decision under uncer-
tainty. His research showed that people are ‘ir-
rational’, namely, their judgments and decisions
deviate in systematic ways from normative dictates.

BIOGRAPHY

Amos Tversky was born on 16 March 1937, in
Haifa, Israel, his parents” second child; his mother
was a social worker (later to become a Member in
Israel’s first Parliament), and his father was one of
the newly emerging State of Israel’s first veterinar-
ians. Tversky served as an officer in the paratroops
regiment of the Israeli army, winning Israel’s
highest honor for bravery. As a student at The
Hebrew University of Jerusalem he majored in
psychology and philosophy, and after graduation
in 1961 enrolled in Michigan University’s math-
ematical psychology program. In 1965 he wrote an
award-winning dissertation under the supervision
of Clyde H. Coombs.

At Michigan he met future collaborators, such as
Robyn Dawes, Ward Edwards, Dave Krantz, and
Paul Slovic. There he also met his wife-to-be, Bar-
bara (née Gans, later a Professor of Psychology at
Stanford University). He spent a year as Fellow at
Harvard University’s Center for Cognitive Studies,
after which he returned to The Hebrew University,
serving on its faculty as Professor of Psychology
until 1978. It was there that Tversky began his
extraordinary collaboration with Daniel Kahne-
man, which was to last over a quarter of a century
and yield some of the most influential and
innovative ideas in the area of judgment and
decision-making (JDM).

Soon after his return to Israel, the 1967 Six Day
War broke out, and Tversky fought in it. Subse-
quently he also fought in the 1973 October War.
During 1970-2 he spent a year as Fellow at Stan-
ford’s Center for Advanced Studies and a year at

the Oregon Research Institute. In 1978 he moved to
Stanford University, where he was the inaugural
Davis-Brack Professor of Behavioral Science and
Principal Investigator at the Stanford Center on
Conflict and Negotiation until his untimely death
on 2 June 1996. Throughout his years at Stanford,
he maintained very close ties with Israel, visiting
regularly a couple of times each year. In 1984/5 he
spent a year at The Hebrew University, and from
1992 was Senior Visiting Professor of Economics
and Psychology and Permanent Fellow of the Sack-
ler Institute of Advanced Studies at Tel Aviv Uni-
versity. Many of his students themselves became
Professors of Psychology in universities across the
world.

Tversky won many awards during his short life:
Distinguished Scientific Contribution Award of
the American Psychological Association (1982);
McArthur Prize (1984); Warren Medal of the Soci-
ety of Experimental Psychologists (1995). He re-
ceived Honorary Doctorates from the University
of Goteborg (1985), State University of New York
at Buffalo (1987), University of Chicago (1988), and
Yale University (1994). He was a member of the
Society of Experimental Psychologists (1979), the
American Academy of Arts and Sciences (1980),
the National Academy of Science (1985), and the
Econometric Society (1993).

CONTRIBUTIONS

Probability Judgments

Until the early 1970s, the prevalent view of how
people judge uncertainty was that they followed
normative dictates to a good first approximation,
although they were limited, fallible, and imperfect
in doing so. Comparing notes from their experience
in teaching college statistics, Tversky and Kahne-
man noted some common statistical errors among
their students (e.g. insufficient appreciation for the
role of sample size), as well as among their more
sophisticated colleagues (e.g. insufficient attention
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to sample error) which led them to discard this view
of ‘Man as an intuitive statistician’. They proposed
an alternative picture whereby people intuitively
and spontaneously replace judgments of prob-
ability or of frequency by quite different judgments,
which are more cognitively natural and easy for the
human mind to perform. Such a cognitive strategy
is called a heuristic, and two were put forth.

First, when relying on representativeness, ‘an
event is judged probable to the extent that it repre-
sents the essential features of its parent population
or generating process’. A famous example is Linda,
who is ‘31 years old, single, outspoken and very
bright. She majored in philosophy. As a student,
she was deeply concerned with issues of discrimin-
ation and social justice, and also participated in
anti-nuclear demonstrations.” Most people think
Linda is more likely to be a feminist bank-teller
than a bank-teller — even though, of course, all
feminist bank-tellers are bank-tellers. This norma-
tive violation is known as the conjunction fallacy. It
follows from, and indicates that, people fail to con-
sider the normative logical constraints their judg-
ments should obey, instead following the heuristic
judgment that Linda sounds more like a feminist —
even a feminist bank-teller — than like a proto-
typical bank-teller.

Second, when relying on availability, people
judge the likelihood of an event by the ease with
which it can be brought to mind, whether by
mental construction or by retrieval from memory.
Consider people’s inclination to think that there are
fewer English words whose penultimate letter is N
than words whose final letters are ING.

In 1974, the heuristics and biases work was pub-
lished in Science, and became Tversky and Kahne-
man’s single most cited paper. It also gave its name
to a leading school within the area of JDM, and
helped turn JDM from a marginal area in cognition
into one of its fastest growing areas. Shortly there-
after, Tversky and Kahneman expanded into the
study of decision-making, described in the
following section.

In his later years, Tversky developed his support
theory, positing that probabilities are attached not
to actual events in the world, but to descriptions or
mental representations thereof, called ‘hypotheses’.
A hypothesis’ probability depends on the relative
strength of its supporting evidence versus evidence
supporting its alternative. For example, unpacking
an event such as ‘dying an unnatural death’ into its
constituents (e.g. road accident, homicide, suicide,
drowning, other) greatly increases its perceived
support, hence its perceived likelihood, by bringing
to mind overlooked constituents and highlighting

others. Hence, the notion of unpacking a hypoth-
esis, which changes an event’s description without
changing the event, accounts for how the sum of
the estimated probabilities of an event’s compon-
ents can exceed that of the event itself.

Decision and Choice

Tversky had begun to make his mark in both em-
pirical and formal aspects of decision and choice
already in his Michigan days. He had developed an
elegant mathematical model to capture the notion
that when faced with a multitude of options, we
often reduce the possibilities by successively elim-
inating those options which are inferior on some
aspect important to the choice. But it was within his
remarkable collaboration with Kahneman that the
full impact of his thinking came to fruition. In 1979,
they published their seminal paper on prospect
theory. The paper appeared in Econometrica, and
at the time of Tversky’s death this paper by two
cognitive psychologists was the most cited paper of
all time (1703 citations) to appear in this most pres-
tigious of economics journals. One reason for this
remarkable fact is the paper’s popularity outside of
economics — not only among cognitive and social
psychologists, but also among jurists, political sci-
entists, physicians, and more. Indeed, Kahneman
and Tversky’s work is arguably the most influential
contribution of cognitive psychology to neighbor-
ing disciplines in the second half of the twentieth
century.

Prospect theory (PT) offered a descriptively ad-
equate alternative to subjective expected utility
theory (SEU), the normative cornerstone in eco-
nomic theory of individual decision-making under
uncertainty. In SEU, utilities are derived from ‘ra-
tional’ (namely, consistent) choice, and the utility of
a ‘gamble’ (namely, an uncertain choice) is the sum
of the products of the utility of each of its possible
final outcomes by the (subjective) probability of this
outcome’s occurrence. PT kept the form of the util-
ity function, but substituted each of its components
by a more psychologically realistic counterpart.

Final outcomes (also known as ‘states of wealth’)
were replaced by gains or losses, namely by
changes in final states. More accurately, the carriers
of utility were posited to be descriptions, or
‘frames’, of changes in wealth as gains or as losses
(recall the similar, though chronologically later,
idea in support theory). Thus, they range from
— to +, not just from 0 to + as in SEU. The 0
point is either the actual status quo or some
frame-induced reference point. People’s attitudes
to risk are ‘reflected” around this point, so that
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where they are risk-averse in one domain, they are
risk-seeking in the other, and vice versa. Probabil-
ities, on the other hand, are subjected to a function
which imposes on them decision weights.

This was a radical conceptual change, as there
exists no mental operation that automatically
converts changes of states into final states, whereas
probabilities, even when objectively given, are dis-
torted by the decision weights. That our decision
intuitions are not based on the decision’s impact on
final wealth is immediately apparent: we usually
have a poor idea, if any, of just what our state of
wealth is at any given moment. Moreover, the intu-
itions of people whose wealth differs by orders
of magnitude are often highly similar (e.g. almost
everybody, rich or poor, would reject a gamble
which offers even odds of gaining or losing $1000).
That our reponse to probabilities is not linear can be
demonstrated by the following classical example.
Imagine you are playing a game of Russian roulette,
in which you must fire a gun loaded with k live
bullets and 6 — k empty chambers. You can deduct
one live bullet by paying some large amount of
money. When would you be more inclined to pay:
if the gun has a single live bullet, or if it has four live
bullets? The drop in the probability of death is the
same — 1/6 — in both cases, but the greater willing-
ness to pay in the former case than in the latter
follows from the shape of the decision weights func-
tion. Altogether, at objective probabilities of 0 and 1
interesting discontinuities arise, which have no par-
allel elsewhere in the probability range. These are
known as the certainty effect.

The dramatic effect which framing can have on
decision is demonstrated in the following notorious
problem. A virulent strain of flu is expected to hit
next winter, and could claim 600 lives. Two alter-
native programs, A and B, have been proposed to
combat it. If A is adopted, 200 of those lives can be
saved (400 of those lives will be lost). If B is
adopted, there is a 1/3 chance of saving all 600
lives, but a 2/3 chance of saving none (there is a
1/3 chance of nobody dying, but a 2/3 chance all
600 will die). Typically, most people prefer A under
the description outside the brackets, but prefer B
under the description within the brackets. This
example clearly shows that people do not have a
canonical representation of final outcomes, as the
final outcomes described outside of and within the
brackets are identical. They do not even have a
canonical representation of gains and losses, as
those, too, are identical within and outside the
brackets. Rather, when given a pseudo ‘gain-
frame’ (the outcomes are described in terms of
lives saved), they passively accept it, exhibiting

risk-aversion (preferring the sure-thing), and
when given a pseudo ‘loss-frame’ (outcomes de-
scribed in terms of lives lost), they become risk-
seeking (reject the sure-thing). It is violations of
invariance such as this that most clearly prove
that a normative utility theory can never be
descriptively adequate, because no normative
theory can afford to give invariance up.

Another powerful notion to have come out of PT
is that of ‘loss aversion’ (or: ‘losses loom larger than
gains’). To wit, for most people, offsetting a pos-
sible loss of $X requires a possible gain, at equal
odds, considerably larger than $X, and often as
large as $2X. Loss aversion has become a popular
and useful tool in analyzing real-life situations out-
side the psychological laboratory. Consider, for
example, the difficulty of resolving international
conflicts by give and take. Suppose a seemingly
symmetrical negotiation around arms reduction.
An “honest broker” believes that one of my ABCD
missiles has roughly equal impact, in terms of arms
reduction, to one of my enemy’s MNOP missiles.
But ‘losing’” one of mine can only be offset, for me,
by ‘gaining’ about two of the enemy’s — whereas for
my enemy it is the other way around.

Additional Work

Tversky made substantial contributions in two
additional areas, loosely related to his pathbreak-
ing work in JDM - the axiomatic foundations of
measurement, and the study of similarity judg-
ments.

His feature-based theory of similarity challenged
many common assumptions about similarity. Thus,
Tversky posited that similarity need not be sym-
metrical: the son resembles the father more than the
father resembles the son. Similarity also need not be
the complement of dissimilarity: the USA and Brit-
ain may be simultaneously more similar to each
other and more dissimilar from each other than
North Korea and South Korea. His theory predicts
that weights are given to features in a manner that
is sensitive both to the task (similarity versus dis-
similarity) and to which of A and B is the subject
and which the object of the judgment.

His experiments and examples in this area are
characterized by the same clarity, perceptiveness,
and wit which characterize the examples shown
before, and which helped popularize his work by
their sheer appeal and catchiness. At the same time,
his mathematical modeling is characterized by a
unique style of using formal thinking to clarify
psychological ideas. Even people with little math-
ematical sophistication can follow his reasoning
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and benefit from the formal treatment, which in-
variably highlights essential conceptual distinc-
tions and somehow cuts nature at the correct joints.

Tversky had a passion about ‘getting things
right’. Accordingly, his publications are notable
not so much for their number as for their impact
(at the time of his death, he had published more
papers in Psychological Review than any previous
author). His work will no doubt have a lasting, if
not dominating, influence on JDM.
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John von Neumann (1903-1957) was an interdis-
ciplinary thinker who not only brought fresh
approaches to seemingly disparate fields, but dis-
covered and developed their interrelationships. His
greatest achievement in cognitive science was
his contribution to the concept of the stored-
program computer, where he applied the logical
correspondence between nervous systems and
computing systems to the logical design of elec-
tronic computers.

INTRODUCTION

John von Neumann was a Hungarian-born prodigy
who became a world-famous mathematician,
physicist, logician, economist, engineer, and com-
puter scientist. From 1921 to 1926, he lived and
studied variously in Budapest, Berlin, and
Zurich. In Berlin, he studied chemistry under the
Nobel laureate Fritz Haber. At the Swiss Federal
Institute of Technology in Zurich, he earned a
bachelor’s degree in chemical engineering; while
there, he often had talks with the distinguished
mathematician Hermann Weyl. He received his
doctoral degree in mathematics from the Univer-
sity of Budapest in 1926, and from 1927 to 1930
he taught at the University of Berlin as a privat-
docent.

In 1927, von Neumann published his paper, ‘Zur
Hilbertschen Beweistheorie’, having worked on set
theory and mathematical logic for several years.
This work contributed to David Hilbert’s program
to reduce mathematics to a rigidly formal system of
logic and arithmetic. Von Neumann was invited to
visit Princeton University in 1930; three years later
he became a Full Professor at the nearby Institute
for Advanced Study, as a colleague of Weyl, Albert
Einstein, and other notable scholars.

Von Neumann was highly interdisciplinary. In
mathematics, he contributed to the theory of rings
of operators in Hilbert's multidimensional spaces.
In quantum mechanics, he showed that Schrédin-
ger’s wave mechanics and Heisenberg’s matrix

mechanics are mathematically equivalent, even
though they are intuitively very different.

Von Neumann published his seminal paper,
‘Theory of games of strategy’ in 1928. In 1944,
he wrote Theory of Games and Economic Behavior
jointly with the economist Oscar Morgenstern.
This theory addresses a sophisticated component
of human cognition and action, as it applies math-
ematics to a fundamental aspect of human activity:
conscious intentional goal-seeking. The phenomen-
ologist Franz Bretano attempted to distinguish
the mental from the physical, asserting that
only the mental could possess intentionality. How-
ever, several computer programs based on goal-
directed strategies have been developed - for
example, in checkers and chess — that take the first
tiny step towards designing a computer with a
general power of rational thought.

ELECTRONIC COMPUTERS

Von Neumann’s interest in electronic computers
was kindled by developments in the early years of
the Second World War, during which a causally
connected sequence of four electronic computers
launched the modern computer revolution. These
were: the special-purpose Atanasoff-Berry Com-
puter (ABC) of Iowa State University; the manually
programmed general-purpose Electronic Numer-
ical Integrator and Computer (ENIAC) of the
University of Pennsylvania’s Moore School of Elec-
trical Engineering; the stored-program Electronic
Discrete Variable Computer (EDVAC), also of the
Moore School; and the stored-program Institute for
Advanced Study (IAS) Computer. Von Neumann
entered the picture in August 1944, having been
invited to consult for the Moore School team as
the ENIAC was nearing completion and the
EDVAC was being envisioned.

J. Presper Eckert and John W. Mauchly, who
were planning for the EDVAC, had decided that
the computer would have a memory separate from
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and interacting with an arithmetic unit. The
memory would be large enough to hold not only
numerical data but also instructions in coded
binary form, both to be entered automatically
prior to a problem run. The memory,
which would be regenerated periodically, would
consist of mercury-delay-line tanks adapted by
Eckert and T. Kite Sharpless from those used for
radar detection of enemy aircraft. The arithmetic
unit would perform addition, subtraction, multipli-
cation, division, and perhaps square-rooting, all
serially and in the binary number system.

When von Neumann arrived, he was occupied
primarily (and secretly) with consultations on the
two atomic bomb projects. Nevertheless, his contri-
bution to the design of the EDVAC constitutes his
most important contribution to cognitive science.
His idea was to proceed in two stages: first, develop
a logical design in terms of a new logical language
of his own invention; then, have computer engin-
eers work out the electronic circuitry according to
that design. The idea, which was to become stand-
ard, was that the logical structure could be de-
veloped before the much more complex electronic
circuitry was devised.

Figure 1(a) is a simple example of what von
Neumann had in mind for the logical stage. It
shows the structure of a binary serial adder, the
core of the arithmetic unit, as it adds two binary
streams A(t) and B(t) fort =0, 1, 2, ... . At each
moment of time ¢, the sum S(f) is 1 just in case an
odd number of the two input bits A(f) and B(t) and
the carry-back bit M(t) are 1. The carry bit N(t) is 1
just in case at least two of its inputs A(t), B(t), and
the delayed carry bit M(t) are 1. These are the
defining rules of binary addition. Figure 1(b) is
the state transition table describing the behavior
of 1(a).

Von Neumann’s new computer logic is an “iconic
logic of switching and memory nets”: ‘iconic’
because it gives a two-dimensional diagram of a
computer circuit of any complexity, and ‘switching
and memory’ because any clocked computer circuit
can be constructed from complexes of switches and
unit delays. The unit delay provides the memory,
when put in a cycle with switches, that can remove
a word and replace it with a new one. More gener-
ally, von Neumann realized from his background
in logic that the structure of any clocked digital
computer could be represented in his iconic logic
of switching and memory nets. He realized also
that this language could be used to settle many
questions concerning the structure and the ma-
chine language of an electronic computer at this
logical stage.

The iconic logic of switching and memory nets
has other switching symbols not shown in figure 1,
in particular, switches for ‘not” and ‘and’. When
these are added, the logic becomes universal in
the sense that the logical and computing structure
of any clocked electronic digital computer can be
represented in it.

COMPUTERS AND NEURAL NETS

Von Neumann’s first paper on the EDVAC, ‘First
draft of a report on the EDVAC’, was distributed to
selected people in the US and England in June 1945.
In this paper, von Neumann states the source of his
iconic logic of switching and memory nets. In a
section entitled ‘Neurons, synapses, excitatory
and inhibiting types’, where the threshold-2 switch
of figure 1(a) is excitatory and a negation is inhibi-
tory, he wrote:

Following W. Pitts and W. S. McCulloch (‘A logical
calculus of the ideas immanent in nervous activity’,
Bull. Math. Biophysics, vol. 5 [1943], pp. 115-133) we
ignore the more complicated aspects of neuron func-
tioning: Thresholds, temporal summation, relative in-
hibition, changes of the threshold by after effects of
stimulation beyond the synaptic delay, etc.

McCulloch and Pitts had seen a deep analogy
between how the neural nets of nervous systems
operate and a new mathematical logic symbolism
in which each simple logical switch is followed by a
unit delay. Von Neumann then saw that this logical
structure, in which every switching action of ‘not’,
‘or" and ‘and’ is followed by a unit delay, was an
entirely new mathematical logic that could be ap-
plied to the electronic action of the planned
EDVAC. This newly discovered correspondence
between the logic of the EDVAC and the logic of
neural nets shows the vital importance of physi-
ology and neurology in shaping cognitive science.

Using his new logic of nets, von Neumann
worked out the logical design of the memory and
of the arithmetic unit of the EDVAC, together with
the communication channel between them. This
much of the EDVAC’s architecture was a sufficient
semantic basis for him to specify the machine lan-
guage of the EDVAC, which he did in the last
section of his paper, entitled ‘The code’.

After the Second World War, von Neumann
turned to the design of the IAS Computer, alterna-
tively called the Von Neumann Computer. He had,
in his paper on the EDVAC, suggested a new,
better kind of computer memory. This entailed
combining the functions of a standard cathode ray
tube (as used in television sets) with those of an
iconoscope (as used in television cameras) to make



von Neumann, John 3

NG) N(t)
>
s
* 2 2
) / A\
At) > M(t)
B(t) >
(@
Input Present Next Output
state memory memory state
state M state N A
0 0 0 0 0
0 1 0 0 1
1 0 0 0 1
1 1 0 1 0
0 0 1 0 1
0 1 1 1 0
1 0 1 1 0
1 1 1 1 1
(b)
A&B
G ~—~
>‘ Memory Memory &
state state <>(
3 0 1 3
© ~A&~B

Figure 1. Local and global ways of representing a von Neumann logical net binary serial adder. Figure 1(a) shows a
three-part logical net specifying an electronic circuit for serial addition. There is a logical inequivalence switch on the
left. It signifies that the output sum, S(t), is 1 whenever either just one or all three of the input bits A(t), B(t), and M(t) are
1; but that otherwise S(t) is 0. There is a threshold-2 switch in the middle, since a carry occurs when at least two
of its three inputs are 1. Finally, there is a delay for carry-back on the right, which obeys the recursion:
M(0) =0, M(t + 1) = N(t). Figure 1(b) shows the state transition table (truth table) specifying the behavior of this
logical net; and figure 1(c) shows the corresponding state transition diagram.

a computer storage tube. An iconoscope converts a
pattern of varying light and dark into correspond-
ing variations in electric charges; a cathode ray
viewing tube converts those variations back into a
(black-and-white) picture. Von Neumann reasoned
by analogy that a single tube could be designed to
carry out both functions and thus be a memory
tube in which the bits 0 and 1 were distinguished
at each of 1,024 spots on the inside of the front of
the cathode ray tube by two different levels of
electric charge. Frederick C. Williams of Manches-
ter University invented such a tube in late 1946.
This form of computer memory allowed random
access to the bits it held, so that a better way to treat

binary words than the serial processing of the
EDVAC was possible: one could now store, trans-
fer, and process all the bits of a word in parallel.
The June 1946 report by Burks, Goldstine and von
Neumann, called ‘Preliminary discussion of the
logical design of an electronic computing instru-
ment’, laid out the complete general plan for the
first computer with a random-access memory.
There were to be 40 memory cathode ray tubes,
each storing one bit of a 40-bit word, which could
be either a 40-bit binary number or a pair of single-
address instructions. Each tube would store 1,024
bits, but each word or instruction would be trans-
ferred in bit-parallel between the memory and the
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arithmetic unit or the control, or from the arith-
metic unit to the memory.

Moreover, this report contained the first simple
formulation of a modern programming language,
the descriptive design of the first modern program
control, and the paradigm of the first modern
computer architecture. In particular, the address-
substitution instruction is stated much more clearly
than in the EDVAC paper, and the control appar-
atus to execute it is described completely.

COMPUTER SELF-PROGRAMMING

The Moore School team had realized the great ad-
vantage the EDVAC would offer for setting up
problems, compared with the ENIAC’s manual
plugboard system. It would now be possible to
enter a program automatically, by transferring it
from punched paper tape or magnetic wire into
the memory of the computer. But von Neumann
saw further that when instructions are stored in
read-write memory, they also can be operated on
by the program as the problem run progresses. His
address-substitution instruction, invented for this
very purpose, changes the address reference of an
instruction without changing the operation it
directs. This new instruction would be used to
select a particular entry from a function table of
entries. The fact that the EDVAC, the IAS Com-
puter, and all their descendants can be instructed
to write their own programs shows that modern
electronic computers are potentially cognitive
systems of considerable intellectual power.

Von Neumann’s address-substitution instruc-
tion, which he had also proposed in his 1945
paper, was one of his most important inventions,
for it led him to his ‘Library of subroutines’, the
first automatic programming system. He and Gold-
stine developed this in their reports of 1947 and
1948 entitled ‘Planning and coding of problems
for an electronic computing instrument’. Von Neu-
mann’s idea was to have a library of the most
commonly used subroutines, so that the program-
mer need only write a ‘combining routine’ to in-
struct this library as to what subroutines to use in
what order, and the boundary conditions for com-
pounding them into a single program.

SELF-REPRODUCING CELLULAR
AUTOMATON

Soon after the war, von Neumann became engaged
in advising the US government on computers and
military policy. He was appointed to the Atomic
Energy Commission, and for his contribution to

this, and for his other achievements, President
Eisenhower personally awarded him the Medal of
Freedom in 1956. He continued to make scientific
contributions, with the central goal now of creating
a theory of automata. His first project was the
design of a self-reproducing cellular automaton,
which he partially worked out before his death
from cancer in 1957. Burks completed and edited
this design in a 1966 book, Theory of Self-Reproducing
Automata.

Von Neumann'’s construction of a logical net dia-
gram for a self-reproducing automaton was the
first contribution to a subject now called ‘artificial
life’. This automaton operates in a potentially infin-
ite two-dimensional space of squares — an infinite
checkerboard array. Each square contains a 29-state
automaton that is directly connected to its four
contiguous neighbors, so that its state at time f+1
is determined by the states of these neighbors at
time ¢.

These 29 states and their interaction are compli-
cated, but the architecture of the self-reproducing
automaton is straightforward. It has two main
parts, a tape unit and a constructing unit, each of
which is a finite automaton. The tape unit can con-
struct an indefinitely extendable storage tape that it
can write on, read from, or erase at the request of
the constructing unit. The constructing unit uses
the tape unit as its source of instructions for con-
structing an automaton in a blank area of the cellu-
lar space. It has an attached ‘constructing arm’,
which it can extend out through any empty area
of space, use to construct any automaton that is
completely described on the tape, and then with-
draw.

Suppose, finally, that the complete cell-by-cell
description of the self-reproducing automaton is
put on its own tape, and the automaton is started.
It will then carry out the following operations in
succession: first, send its construction arm out into
an empty area and direct its construction tip to
construct a copy of itself, including its tape; then,
read its own tape and copy all the information on it
onto the new tape it has just constructed.

The result will be a complete copy of the self-
reproducing automaton in a new region of cellular
space. This is automaton self-reproduction. Using
a computer with a very large screen, one could
program this process as a dynamic display with
different colors representing the different states of
each cell.

Von Neumann's final work was The Computer and
the Brain, published in 1958. It was argued earlier
that a modern electronic computer is a cognitive
system, on the basis of von Neumann'’s derivation
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of his iconic logic of switching and memory nets
from the McCulloch and Pitts logic of neurons. The
Computer and the Brain strengthens this thesis.
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Russian psychologist Lev Semenovich Vygotsky
(1896—1934) originated sociocultural theory, which
regards social interaction between children
and more expert members of their culture as the
wellspring of cognitive development. Vygotsky’s
theory and especially his most influential concept
— the zone of proximal development — inspired
research into many aspects of teaching and
learning.

INTRODUCTION

Lev Semenovich Vygotsky laid the groundwork for
the sociocultural perspective on cognitive develop-
ment that rose to the forefront of the fields of child
development and education during the last two
decades of the twentieth century. Sociocultural
theory emphasizes the vital connection between
the individual’s social and psychological worlds.
Specifically, it regards communication between
children and more expert members of their culture
as the source of consciousness, of distinctly human,
higher cognitive processes, and of the capacity to
regulate thought and behavior.

Born in 1896 into a well-to-do Russian-Jewish
family, Vygotsky experienced an intensely intellec-
tual home life. His elementary education took place
at home, through a private tutor who used a vari-
ation of the Socratic method — an experience that
may have contributed to Vygotsky’s later view
of adult—child dialogue as central to cognitive
development.

As an adolescent, Vygotsky attended public high
school and then a selective private Jewish school,
where he developed strong interests in literature
and theater. After winning a lottery that deter-
mined which of a small number of Jewish students
were to be admitted, Vygotsky enrolled at Moscow
University and majored in law, one of the few fields
that permitted Jews to live outside restricted areas.
He also attended Shiniavsky People’s University,
an unofficial institution staffed by leading scholars

who had been expelled from faculty posts for their
political views. In 1917, the year of the Russian
revolution, 21-year-old Vygotsky graduated with
a firm grounding in history, philosophy, psych-
ology and literature, the last of which remained
his primary interest. He then returned to his home-
town of Gomel to teach Russian language and lit-
erature at vocational schools for tradesmen and
teachers. During those years he read widely in
psychology, and set up a small laboratory at
Gomel Teachers College for students to run simple
psychological experiments — events that laid the
groundwork for his transition to psychological
research.

In 1919 Vygotsky contracted tuberculosis.
Judging from the extraordinary productivity of
his brief career, he may have understood that his
days were numbered. Captivated by psychology, in
1924 he gave an influential address before the Rus-
sian psychological community and as a result was
invited to join prominent Soviet psychologists at
the Psychological Institute in Moscow. Thus,
Vygotsky entered the field without formal training.

Collaborating with other talented researchers,
Vygotsky set two lofty goals. The first was theoret-
ical: creating a unifying perspective in psychology
that would resolve the theoretical contradictions of
his time. The second was practical: addressing ser-
ious problems of Soviet society, including reducing
the high rate of illiteracy and improving the cir-
cumstances of children with physical disabilities
and psychological problems. Vygotsky helped
found the Institute of Defectology (the Russian
term for the field of abnormal psychology) and in
1925 was appointed scientific leader of research
and education for children with disabilities. That
same year he finished his doctoral dissertation, on
the psychology of art. He held various professor-
ships and either directed or was affiliated with
many psychological research and pedagogical or-
ganizations. Despite repeated bouts of illness, he
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wrote prolifically, producing in 1929-1930 alone
almost fifty works.

In 1934 Vygotsky suffered his last tuberculosis
attack. Nevertheless, he continued to work at a
frantic pace, finishing one of his most important
works, Thought and Language, from his deathbed.
He died in 1934 at the age of 37 years. For the next
two decades his publications were banned in the
Soviet Union because of Stalinist repression. In the
1950s they began to be reissued. They were first
translated into English in the 1960s, and new facets
of his 180 works continue to be disseminated
around the world today.

VYGOTSKY’S THEORY

Massive social changes following the Russian revo-
lution energized Vygotsky as he forged a new
sociocultural perspective on child development
and education consistent with Marxist principles.
Just as human history evolves through revolution-
ary social movements and authentic social activ-
ities of labor and production, so the child
develops through social interaction and participa-
tion in culturally meaningful endeavors.

According to Vygotsky, infants are endowed
with basic perceptual, attentional, and memory
capacities that they share with other animals.
These follow a natural course of development as
the infant makes direct contact with the environ-
ment. Once children become capable of mental
representation, especially through language, their
capacity to communicate with more knowledge-
able members of their culture greatly expands. As
experts guide, prompt, and explain during joint
adult-child activities, they transfer to children the
values, beliefs, customs, and skills of their cultural
group. Through these experiences, basic mental
capacities are transformed into uniquely human,
higher cognitive processes. These include, among
others, controlled attention, deliberate memoriza-
tion and recall, categorization, planning, problem-
solving, abstract reasoning, and self-regulation of
thought and behavior.

In sum, Vygotsky claimed that any higher cogni-
tive capacity first appears between people, in social
interaction. Only later can children take over re-
sponsibility for that capacity, applying it on their
own. Symbolic ‘tools of the mind” — especially lan-
guage, the most flexible and widely used represen-
tational system — enable this transfer of cognition
from the social to the psychological plane. At first,
the adult assists the child in regulating his or her
activities, as illustrated by the following excerpt of

communication between a 4-year-old child and his
mother, who helps him master a difficult puzzle:

Sammy: ‘I can’t get this one in.” [Tries to insert a piece
in the wrong place]

Mother: “Which piece might go here?” [Points to the
bottom of the puzzle]

Sammy: ‘His shoes.” [Looks for a piece resembling the
clown’s shoes, but tries the wrong one]

Mother: ‘Well, what piece looks like this shape?”’
[Pointing again to the bottom of the puzzle]

Sammy: ‘The brown one.” [Tries it, and it fits; then
attempts another piece and looks at his mother]
Mother: ‘That’s it. Try turning that one just a little.”
Sammy: ‘There!” [Puts in several more pieces while
commenting to himself, ‘Now a green piece to
match,” “Turn it" (the puzzle piece), as his mother
watches]

Soon children take the language of these dialogues
and direct it toward the self, at first engaging in
audible self-talk called ‘private speech.” Gradually,
children internalize private speech, integrating so-
cially derived ways of thinking into their inner
speech — the silent verbal dialogues we carry on
with ourselves while thinking and acting in every-
day situations. As private speech becomes less aud-
ible, its structure modifies; it becomes more
abbreviated and efficient. Simultaneously, the
function of speech changes, from influencing
others to clarifying thoughts and regulating (or
gaining voluntary control over) behavior. During
the preschool years, Vygotsky observed, children
frequently speak aloud to themselves for the pur-
pose of self-regulation. With cognitive maturity
and mastery of many challenging activities, private
speech is largely transformed into inner speech by
middle to late childhood.

Vygotsky’s most influential theoretical concept —
the zone of proximal development (ZPD) — specifies
the region in which this transfer of abilities from
social interaction to individual functioning occurs.
Vygotsky originally introduced the ZPD to argue
against traditional intelligence tests, which assess
static abilities rather than the ever-changing quality
of human cognition. He suggested that tests should
measure not what children already know and can
do by themselves but what they can do with the
assistance of a more knowledgeable partner.
Hence, the ZPD refers to a range of tasks that the
child cannot yet handle alone but can accomplish
with the help of adults and more skilled peers.

The ZPD is closely related to a core assumption of
Vygotsky’s theory: that education leads, or elicits,
cognitive development. Through collaboration with
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teachers, parents, and more expert peers on tasks
within the ZPD, the child actively constructs new
competencies. Vygotsky argued that educative en-
vironments must utilize the ZPD, providing tasks
carefully selected to awaken those capacities the
child is ready to master with social support. As
education leads to new knowledge and skills, it
permits children to attain a new level of under-
standing, in which they become aware of their
mental activities and regulate thought and behavior
more effectively.

According to Vygotsky, the same general prin-
ciples that govern normal child development also
apply to children with disabilities. The most debili-
tating consequence of a physical or psychological
problem, Vygotsky explained, is not the disability
itself but its implications for the child’s participation
in culturally meaningful activities. When a disability
interferes with opportunities to experience positive
interaction with adults and peers, the child develops
amore serious, secondary deficit in higher cognitive
processes. Therefore, education must focus on im-
proving social life, to ensure that children with
special needs reach their cognitive potential.

CONTEMPORARY RESEARCH AND
APPLICATIONS

Vygotsky’s theory — especially the concept of the
ZPD - has inspired a burgeoning contemporary
research literature. Investigators have addressed
the features of communication that create the
ZPD, coining the term ‘intersubjectivity’ to describe
the fine-tuned adjustments of social partners to one
another’s perspectives, which establish a common
ground for dialogue. Another feature of communi-
cation that fosters cognitive progress is ‘scaffolding’:
this refers to a changing quality of social support
during a teaching session, in which adults adjust
the assistance they provide to fit the child’s current
level of progress (see Sammy’s puzzle-solving with
his mother’s help, above, for an illustration).
Furthermore, numerous investigations have ad-
dressed parent—child conversation as the prime
source of children’s narrative competence. As chil-
dren internalize their culture’s narrative style, they
organize personally relevant past experiences into a
life story that is central to defining the self.
Energized by Vygotsky’s suggestion that peers
can create ZPDs for one another, researchers have
examined the conditions in which peer collabor-
ation fosters cognitive development. Findings indi-
cate that a crucial factor is cooperative learning —
structuring the peer group so that children benefit
from one another’s expertise and work toward

common goals. Furthermore, Vygotsky-based
school reform experiments reveal that peer collab-
oration in classrooms works best when it is sup-
ported by a culture of collaboration throughout the
educational institution, in which administrators,
specialized consultants and teachers cooperate to
promote children’s learning.

The ZPD has also stimulated a new approach to
mental testing called ‘dynamic assessment’, in
which the examiner introduces purposeful teach-
ing into the testing situation to see what the child
can attain with social support. Children’s respon-
siveness to individualized teaching and capacity to
transfer what they have learned to new tasks pre-
dicts future intellectual performance.

Vygotsky’s claims about the role of self-directed
communication in regulating thought and action
have prompted a steady stream of research on pri-
vate speech. Findings confirm that socially rich
contexts and challenging tasks foster this speech-
to-self. Consistent with Vygotsky’s hypotheses
about internalization, audible private speech de-
clines over the late preschool and school years,
while signs of inner speech (inaudible muttering
and lip and tongue movements) increase. More-
over, children’s use of task-relevant private speech
is consistently related to focused attention and
gains in task performance — outcomes that support
the self-regulating function of private speech.

Vygotsky’s theory has also sparked a spate of
studies on make-believe play as a ZPD in which
preschool children acquire a wide variety of cultur-
ally adaptive competencies. Findings reveal that
pretense originates in joint caregiver—child play,
which prepares children for playful cooperation
with agemates. Among favorable outcomes of col-
laborative make-believe are enhanced memory,
reasoning, language, early literacy, imagination,
perspective taking, and self-regulation skills.

Children with disabilities have also been the
focus of Vygotsky-inspired research. For example,
because of greater access to supportive parent-child
interaction, deaf children of deaf parents (who com-
municate through sign language) develop more fa-
vorably than do deaf children of hearing parents
(who either do not use sign language or need time
to learn to do so). Deaf children of deaf parents
resemble hearing children in quality of parent—
child interaction, development of private speech
(manual signing to themselves) and self-regulation.
In contrast, deaf children of hearing parents
display diminished use of private speech and ser-
ious self-regulation difficulties. Similar evidence
exists for children with attention deficit hyper-
activity disorder (ADHD), whose biologically
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based cognitive deficits interfere with supportive
adult-child interaction and development of private
speech.

Finally, Vygotsky’s theory has served as the
foundation for an expanding literature on cultural
variation in cognitive development. A major find-
ing is that each culture selects tasks for children’s
learning, and social interaction within those tasks
leads to knowledge and skills essential for success
in that culture. Consequently, children develop
unique, culturally relevant cognitive strengths.

CONCLUSION

Vygotsky’s theory has not gone unchallenged. Al-
though he acknowledged the role of diverse
symbol systems in the development of higher
cognitive processes, he elevated language to
highest importance. Yet cross-cultural research
suggests that a strong emphasis on verbal dialogue
and scaffolded teaching may be uniquely Western
phenomena. Observations in several village soci-
eties reveal that children are expected to learn
through keen observation and participation in
adult activities, and adults rely more on demon-
stration and gesture than on verbal communication
to transfer culturally adaptive ways of thinking to
children. Furthermore, Vygotsky theorized that the
natural line and the social line of development join,
forming a single developmental pathway. Yet in
focusing on the social line, he said little about the
natural (biological) line. Investigators in the socio-
cultural tradition continue to pay less attention to
the biological substrate of development than do
researchers of other theoretical persuasions.
Sociocultural theory is unique in granting social
experience a fundamental role in cognitive devel-
opment. In its fine-grained examination of social
collaboration within the ZPD, Vygotsky-inspired
research has deepened our understanding of the

everyday processes that spur cognitive develop-
ment and permit children to become participating
members of their communities. In this respect,
sociocultural theory complements more traditional
approaches to investigating children’s cognition,
which have focused largely on solitary experimen-
tation and discovery.
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An autonomous robot embodies the principles of
goal-seeking and scanning that characterize animal
behavior. Grey Walter (1910—1977), a physiologist
adept in electronics engineering with major accom-
plishments in early electroencephalography, used
his wartime exposure to radio detection and ranging
(RADAR) to build a simple ‘brain’ that endowed his
artificial ‘turtle’ with complex adaptive behaviors.

INTRODUCTION

Nobel prize-winning Sir Winston Churchill in his
history of the Second World War wrote a chapter
on the ‘wizards” who had helped Britain win the
war in the air by the development and use of radar.
William Grey Walter (1910-1977) was one of those
young wizards. He used his experience to design
and construct a lifelike robot with a nonlinear dy-
namic brain, which offered an existence proof that
brains are simpler than many of us have supposed.

BIOMEDICAL ENGINEERING

In the decade before the war Grey Walter had al-
ready done important work in a field we now call
biomedical engineering by his discoveries in elec-
troencephalography (EEG), a medical procedure in
which the oscillating fields of electric potential on
the scalp and in the brain are measured and inter-
preted. His first achievement was to identify cor-
rectly the source of the alpha rhythm (8-12 Hz). A
German psychiatrist, Hans Berger, in 1929 had dis-
covered brain waves by attaching one electrode to
the forehead and another to the back of the head.
He used a primitive Fleming electronic ‘valve’
(‘vacuum tube’ for Americans, the predecessor of
the transistor) to amplify the potential difference.
He erroneously inferred that alpha came from the
frontal lobes. Walter used his knowledge of the
theory of potential, volume conduction, and elec-
tronics to triangulate the waves and locate their
source in the occipital lobe. He also invented the
use of low-frequency delta waves (1-2 Hz) to locate

brain tumors and abscesses, as well as foci of brain
damage that triggered bouts of epileptic activity,
then widely known as ‘paroxysmal cerebral
dysrhythmias’.

After the war he gathered a group of young
engineers, along with surplus radar, radio, and
other electronic equipment, to work in a laboratory
at Bristol University, which rapidly became one of
the world’s leading centers for EEG research. One
of their achievements was automated spectral an-
alysis of EEG traces. A standard method for EEG
analysis, since its discovery, had been to measure
the power in various frequency bands, including
alpha and delta, also beta (15-30 Hz) which Berger
identified as the carrier of brain information, and
theta (3-7 Hz) as well as alpha, which he concluded
were gating frequencies of packets of brain infor-
mation. Walter used his skills in analog electronics
to conceive a device built by engineers that dis-
played the frequency content in an EEG trace,
even as the trace was displayed with an ink-writing
oscillograph, a pen whose fluctuations left a trace
on moving paper that became the mainstay of
electroencephalographers.

Another notable discovery was a very slow
change in electrical potential at and around the
vertex of the head, measured with respect to indif-
ferent reference points such as the ear lobes. Walter
named this event the contingent negative variation
(CNV), because it was seen only after a warning
signal had been given to a human subject, who
would then plan a possible movement in anticipa-
tion of a second signal. German researchers dis-
covered a comparable slow potential in a similar
behavioral context, calling it the Bereitsschaftpoten-
tial (‘readiness potential’). The intriguing aspect of
these electrical potentials is that they permit the
observer to predict that a subject will make a re-
sponse within the next half to one second, before
the subject is aware of an intention to act. Some
psychologists regard this cerebral phenomenon
as evidence that intentional actions are initiated
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before awareness of such actions emerges, and that
consciousness is involved in judging the values of
actions rather than in the execution of them. Simply
put, we learn what sort of person we are by observ-
ing not our good intentions but our own actions,
which often surprise us.

Walter extended his temporal spectral analysis of
time series to spatial analysis by conceiving a bank
of amplifiers connected to an array of 22 oscillo-
scopes. This advance enabled him to show not only
the amplitude but the phase difference of each trace
of the alpha waves with respect to the others, by
using cinemas of the oscilloscopes. With his “topo-
scope’ he visualized the spread of alpha waves
across the surface of the brain in ways resembling
the ebb and flow of tidal waves around the earth.
Alpha activity has the peculiarity that it is most
apparent when a human subject is at rest with
eyes closed, and it disappears when the eyes are
opened or if mental arithmetic is undertaken.
Walter proposed that the alpha represented ‘scan-
ning’ by the brain in search of local centers of
activity when none was present, and that it stopped
when a ‘target’ was found in the cortex. This 50-
year-old hypothesis was and still is controversial,
but it is still not disproven.

AUTONOMOUS, ADAPTIVE ROBOTS

Walter’s greatest achievement stemmed from his
wartime experience with electronics. Guided mis-
siles with proximity fuzes were then one of two
very active foci of interest, the other being devices
for scanning the horizon for targets to be identified
and intercepted. The scanning mechanism he
helped develop was known as the ‘plan position
indicator’, consisting of the point of light created by
an electron beam that moved from the center to the
edge of the oscilloscope screen and created a bar
like the spoke of a wheel. The spoke rotated coun-
terclockwise at the refresh rate of the screen. A
likely radar target appeared as a bright spot, giving
its direction and distance. This device is in wide-
spread use today, for example, in ships, submar-
ines, and air traffic control centers. It was the basis
for Walter’s toposcope when applied to alpha
waves.

Walter had a very rich, speculative imagination.
The concept of a machine that would define a goal
and seek it by scanning resonated with his interest
in brains as biological systems that evolved
through learning from the consequences of their
own goal-oriented actions. He undertook to incorp-
orate these two cognitive operations, goal-seeking
and scanning, into an electronic ‘toy’ that would

simulate these most basic characteristics of animal
(and human) behavior.

The outcome was fully spectacular, though at the
time its significance was not recognized, and his
device has been all but forgotten. It was a roving
machine so lifelike, as he described it in his book
The Living Brain, that an old lady who felt pursued
by it ran upstairs and locked her door.

He named his device Machina speculatrix in order
to distinguish it from passive devices, such as his
earlier conception of M. sopora that incorporated
Norbert Wiener’s principle of stabilization of ma-
chine performance by negative feedback (‘'Cybernet-
ics’), and from W. Ross Ashby’s ‘Homeostat’ that
extended the principle of the stability of biological
organisms by introducing adaptation through
learning. These stable models used what the Har-
vard physiologist Walter Cannon called “homeo-
stasis’, but unlike plants and sessile automata,
M. speculatrix was continually on the prowl in
search of its designer-endowed goal: moderate il-
lumination. His three-wheeled vehicle, which came
to be known as ‘Grey Walter’s turtle’, had two
motors, one for progression by the front wheel
dragging the hind wheels like a child’s tricycle
and one for turning the front wheel. Its drive
system, batteries and ‘brain’ were mounted on a
chassis. Above it he hung a carapace from a center
pole, so that it could swing inwardly from any
direction and contact the chassis. This contact op-
erated a switch, so that if the tortoise hit an obstacle
or encountered an incline, it would stop, back up,
turn, and eventually move around it or avoid it
altogether. This ‘receptor’ gave the device the
sense of touch, information about the direction of
gravity, and the means to explore objects in its
environment by touch.

He also gave M. speculatrix a photocell for
sensing light, and designed its circuits to use
homeostatic feedback to seek and maintain a mod-
erate level of illumination, which varied with its
location and orientation but also with the charge
in its two batteries. Its hutch was brightly lit, and
when its batteries were fully charged, that level
was aversive, so it moved out into its contracted
world, continually swinging in cycloid loops first
away from the light, then, as its batteries ran down
back toward the light in its hutch (see ‘Illustrations’
webpage). In a single charge cycle it could explore
nearly 100 m?, dealing with obstacles by pushing
them aside or going around them, though some-
times straying too far and being found ‘starved to
death’ behind a couch. When it regained its hutch,
it turned itself off and took nourishment from elec-
trical contacts on the floor.
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As a means for detecting the internal state,
Walter fixed a marker light on the carapace that
stayed on when the turning motor was on but
went out when turning stopped. When the turtle
encountered its own light in a mirror, it stopped
and oriented to its own light, but stopping turned
out its light. Then it resumed circling, saw its light
again, and stopped. This behavior continued until
it had passed the mirror. If it encountered another
of its own kind, attracted by the other light, a
stately dance ensued of bumping and backing.
Walter thought that these behaviors expressed
self-recognition and recognition of conspecifics.

These complex and not fully predictable behav-
iors of exploration, negative and positive tropism,
discrimination, adaptation to changing internal
and external environments, optimization, and sta-
bilization of the internal medium were done with a
very simple brain: two miniature valves serving as
‘neurons’, two mechanical relays, two capacitors,
two receptors, and two motors. Walter achieved
this by ingenious circuit design. For example,
when the turtle was in search mode, the two valves
served as serial amplifiers. When it hit an obstacle,
the circuit changed to an oscillator, then called a
‘multivibrator’, which generated the repetitive
backing and butting. He went further with new
circuitry, which he called the ‘conditioned reflex
analog” (CORA), to simulate the seven operations
he identified in the formation of associative condi-
tioned reflexes. He proposed to embody CORA in
a more highly evolved Machina docilis (‘easily
taught’) that could learn to go around an obstacle
and would then continue to circumvent it after it
had been removed. He used M. docilis in several
prototypic variants to explore different types of
memory and the importance of high-frequency os-
cillations, such as the beta activity he had observed
in EEGs, for enriching memory stores. His career
was cut short by his tragic motorcycle accident, in
which he sustained massive brain damage, leading
to his death seven years later.

EVALUATION AND SUMMARY

The significance of Walter’s achievements can be
understood by recognizing that these complex
adaptive behaviors came not from a large number
of parts, but from a small number ingeniously
interconnected. His devices were autodidacts that
could learn by trial and error from their own
actions and mistakes. They remembered without
internal images and representations. They judged
without numbers, and recognized objects without

templates. They were the first free-ranging,
autonomous robots capable of exploring their
limited worlds. They still provide a high standard
of accomplishment. The reason is that, despite
major advances in locomotion, particularly in
simulations of bipedal, quadripedal and hexapedal
gaits based on birds, mammals and insects, and
despite advances in scanning and navigation that
improve robotic comprehension of operating terri-
tories, less has been done towards implementation
of goal-seeking. The essence of an intelligent
machine is that it has within its brain a capacity
to conceive desired future states, and it has the
degrees of freedom needed to create and adapt its
actions in pursuit of those goals in the unpredict-
able circumstances of the immediate and remote
environments. These flexible brain functions that
enable simple systems to function in infinitely com-
plex environments are not achieved by rule-driven
symbol manipulation, which is at the heart of
cognitive science and conventional artificial intelli-
gence. Moreover, Walter emphasized analog elec-
tronics to simulate neurodynamics at a time when
most of his colleagues, such as John von Neumann,
were developing digital computers to implement
symbolic logic and deep arithmetic algorithms. His
devices were the forerunners of currently emerging
machines that are governed by nonlinear dynam-
ics, and that rely on controlled instability, noise,
and chaos to achieve continually updated adapta-
tion to ever-changing and unpredictable worlds.
He can well be said to have been the Godfather of
truly intelligent machines.
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Benjamin Lee Whorf may justly be considered one
of the major contributors to cognitive science in the
twentieth century.

Benjamin Lee Whorf pioneered in evaluating the
idea of what he called linguistic relativity, that is,
that ‘the structure of the language one habitually
uses influences the manner in which one under-
stands his environment’, to quote the definition
offered by Stuart Chase in his foreword to an edi-
tion of Whorf’s writings. It was an idea proposed
much earlier by such thinkers as Roger Bacon
(1220-1292) and Wilhelm von Humboldt (1767—
1835). It is not clear whether Whorf was even
aware of the thoughts and writings of Bacon, von
Humboldt, and others; apparently, it was Whor{’s
own natural genius that impelled him to think
along the same lines as Bacon and von Humboldt.
Whorf’s contribution was to offer several kinds of
evidence that the idea of linguistic relativity — the
idea that people actually are influenced to think in
particular ways by the structure of the language
they speak — might indeed be true and valid.

Yet Whorf was not trained as a cognitive scien-
tist. He developed and published his ideas largely
independently of others. Only his major teacher
Edward Sapir (1884-1939), a professor of linguistics
at Yale University, where Whorf studied and
taught for several brief periods starting in 1928,
exerted a major influence on the development of
his ideas.

Whorf was born in 1897 to a bright and talented
family, and died of cancer in 1941. His father was a
commercial artist who spent much of his time in
such pursuits as stage designing, the production of
plays, and the development of photolithography.
One of Whorf’s two younger brothers, John,
became well known as an artist — a painter of
watercolors — while the other, Richard, became a
highly successful actor in motion pictures.

Whorf himself attended Massachusetts Institute
of Technology, graduating in 1918 with a BS degree
in chemical engineering. He obtained a position
with a fire insurance company in Hartford, Con-
necticut, where he established himself as a special-
ist in helping chemical manufacturing companies
avoid problems with fires. He enjoyed this work

and believed that the generous income and free
time available to him enabled him to study prob-
lems of interest to him to an extent that he could not
have done if he had pursued a career as an acad-
emician.

For some years after his graduation from MIT he
found many interesting things to read and study in
the general field of language. For example, in an
attempt to resolve what he regarded as conflicts
between science and religion, he studied Hebrew,
claiming to discover interesting, previously un-
noticed relations between the phonetic structure
of Hebrew roots and the meanings of those roots —
relations that he called oligosynthetic. Interest-
ingly, some current work on the origin of language
makes use of an idea about phonetic meanings that
is much like Whorf’s oligosynthesis. Only around
1928 did Whorf give up his studies of oligosynth-
esis because Sapir advised him that such studies
were at that time not considered proper scientific
activities in linguistics. With Sapir’s guidance
Whorf began to study various Native American
languages, mainly Aztec, Maya, and Hopi.

It was in his studies of these languages that Whorf
became impressed with the fact that languages
differ markedly in their grammatical structures.
He envisaged the possibility that these struc-
tures influence the cognitive processes of their
speakers. Whorf noted that Native American lan-
guages such as Aztec and Hopi are very different
from what he called ‘standard average European’
languages like English, French, and Spanish. Often,
it seemed, speakers of Native American lan-
guages are required to pay attention to aspects of
experience that rarely enter the minds of speakers of
‘standard average European’ languages like Eng-
lish and French. Conversely, Whorf noticed that
languages like English and French may require their
speakers to attend to aspects of experience that are
not featured in the structures of Native American
languages, or other non-European languages.

It is useful for understanding this idea to look at
an example of a structural difference between
English and certain other languages, such as Chi-
nese. Actually, some aspects of this example will be
familiar to many speakers of English because
like many other ‘standard average European
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languages’, English has not one but two singular
personal pronouns, he (generally meaning a male)
and she (normally meaning a female). It has no sin-
gular pronoun, except possibly they (when it de-
notes a single person) that can apply either to a
male or a female. Chinese does possess such a pro-
noun (‘ta’); thus it would seem that speakers of
Chinese are not continually required to indicate
the sex or gender of people they speak about, as
speakers of English often are.

When I was a young student in an American
elementary school, in the 1920s, I was told that it
was perfectly proper in many circumstances to use
the male pronoun ke (or its grammatical variants
him, his) to apply to females, and I have been
doing this for most of my life. (Note the first sen-
tence of the second paragraph above, where I un-
consciously accepted Stuart Chase’s words ‘the
manner in which one understands his environ-
ment’. But perhaps I should have rewritten it as
‘the manner in which one understands his or her
environment’.) Anyway, in those days it was
thought perfectly proper to write a sentence like
‘Each child wrote his name in his book’, even
though many of the children might be female.

In recent years, however, many speakers of Eng-
lish would regard this sentence as improper, or
even ungrammatical. They would prefer it to be
rewritten, perhaps as ‘Each child wrote his or her
name in his or her book’, or as ‘The children wrote
their names in their books’.

Research has shown that when English speakers
hear or read the pronoun ke (or its variants) they
tend to assume that the person being talked about
is a male, even though, according to prescriptive
grammar, it could also refer to a female. Thus, the
use of he tends to bias their thinking. For example, if
somebody is trying to hire an assistant who could
be either male or female, and places in a newspaper
an advertisement that uses only variants of he in
talking about the kind of person desired (e.g. ‘He
has good social skills”), the person who placed this
advertisement can be expected to receive mainly
nominations of males, with many names of female
candidates being excluded because people are in-
clined to think that only male candidates are
desired.

More generally, there are a fair number of in-
stances in which it has been shown or believed
that people can be influenced in their thinking by
structures in the language they speak. Some of
these instances, many in native American Indian
languages, were offered by Whorf himself. For
example, one can find in the Hopi language a
special verb form that refers to actions that are

highly repetitive, like shaking, pulsing, or me-
andering (like a river). Whorf suggested that
speakers of Hopi were better prepared by their
language to understand the many vibratory phe-
nomena studied in modern physics.

Another instance considered by Whorf was the
behavior of English-speaking people with reference
to highly flammable substances like gasoline or oil.
When drums of oil are described as ‘full’, people
tend to be extremely careful in handling them,
whereas when drums of oil are described as
‘empty’ people tend to be less careful, when in
actuality they should be more careful because of
the possible presence of highly explosive residual
fumes.

A case found in the Navaho language is interest-
ing. There are many structures in Navaho that re-
quire the speaker to use a special form of the verb
that indicates the shape of the object being men-
tioned or talked about (e.g., whether it is round and
flat). As a consequence, in a study done some years
ago, it was found that Navaho children whose first
language was Navaho tended to show awareness of
the form or shape of objects earlier in their lives than
Navaho children whose first language was English.

These and other such cases have been examined
by scholars who conclude that promising evidence
exists for the validity of Whorf's linguistic relativity
theory. Psychologists and linguists caution, how-
ever, that much more evidence is needed, because
there are often alternative explanations, other than
linguistic relativity, for the findings. Consequently,
the status of Whorf’s hypothesis of linguistic rela-
tivity continues to be problematical.
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For his views on language, logic, and mind, Ludwig
Wittgenstein (1889—1951) is perhaps the most
studied, most influential, and most puzzling philoso-
pher of the twentieth century.

CENTRAL PHILOSOPHICAL VIEWS

Bertrand Russell, who turned the young Wittgen-
stein’s attention from aeronautical engineering
to logic, tells us that Wittgenstein had all the
passionately mad drive, exultantly creative and
savagely critical in his thinking, ‘of genius as trad-
itionally conceived’. Wittgenstein also displayed
the naive arrogance, isolation, unconventionality,
and stylistic peculiarities of genius ‘as traditionally
conceived’. His terse first book, Tractatus Logico-
Philosophicus, presents seven cardinal numbered
sentences, each of which (except the last) is followed
by further sub-numbered and sub-sub- numbered
commentaries. The seven cardinal sentences are:

1. The world is everything that is the case.

2. What is the case, the fact, is the existence of states of
affairs.

. A logical picture of facts is a thought.

. A thought is a sentence with sense.

. A sentence is a truth-function of elementary sentences.

. The general form of a truth function is [, &, N(&)].

. Whereof one cannot speak, thereof one must be silent.

N OO = W

Like Russell, Wittgenstein sharply distinguished
logical and mathematical truths from the empirical,
and therefore accidental, truths of sensory experi-
ence and their summations in natural science as
truth functions of the elementary sentences. For
Wittgenstein, all meaningful sentences — all that
‘can be said” — picture some contingent ‘state of
affairs’, and the totality of such states of affairs
constitutes ‘the world’. Since, for Wittgenstein, lo-
gical and mathematical ‘truths’ are true no matter
what the actual facts are, they are tautologies and
cannot be ‘said meaningfully’ but only shown.
Indeed, just before his final sentence, Wittgenstein

suggests that his reader understand that the
sentences of Tractatus itself are, strictly speaking,
meaningless, a rungless ladder that one climbs up
to ‘command a clear view’. Tautologies are the
linguistic scaffolding, that must be common to
any language in which the facts constituting the
world can be stated.

Basic to the Tractatus is the view that what can be
said — sentences — are ‘pictures’ of facts, of what, if
true, is the case. Complex factual sentences break
down completely into elementary sentences which
picture facts by a pictorial correspondence between
the arrangement of the simple names that
constitute the sentences and the arrangement
of simple objects of the world (whatever either of
them are — for Wittgenstein, as a pure logician,
could not give examples of actual names or objects
— they just had to be there). Hence ‘a sentence is a
truth-function of elementary sentences’; and the
formula ‘[ p, EN (E)]’ is meant to enumerate all pos-
sible combinations of these elementary sentences.
Although Russell, in his introduction to the Trac-
tatus, suggested that Wittgenstein was describing a
logically perfect language, Wittgenstein later
insisted that he meant that our present languages,
when meaningful, display just such logical proper-
ties and rest on just such foundations of elementary
sentences. His insistence that all natural language
sentences must have a consistent, determinate, and
semantically complete ‘deep structure’ is echoed in
the similar convictions of the ‘generative semanti-
cist’ movement in linguistics of the 1970s. In his
starkly minimalist program, Wittgenstein, unlike
Russell, also wanted to do without the abstract
mathematical objects of set theory and wanted to
take universal statements, including ‘laws” of em-
pirical science, as indefinite conjunctions of elem-
entary sentences.

Given his minimalism about what could be
said, and hence what could be in the world, Witt-
genstein held that all evaluative or mystical sen-
tences were meaningless, or, as sentence 7 insists,
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‘unspeakable’; hence, necessarily, one cannot avoid
being silent about such matters. But sentence 7, like
the other sentences of the Tractatus, can exude a
pregnant silence: one can show things about such
matters, and they are of the highest importance,
although such matters are not in the world. After
all, the world is just the (entirely accidental) totality
of everything that is the case; but that something is
good or bad, right or wrong, cannot be a matter of
factual accident. Similarly, my mind, as something
that can will, also transcends and is powerless
to act in the world, and what the solipsist wants
to say — ‘the world is my world’ — is correct but
inexpressible.

Wittgenstein then left philosophy to become a
village schoolteacher, and afterwards, rather more
successfully, an architect. (Although he designed
and built only one building, a private mansion, it
is a classic of modern architecture. As a school-
teacher, he was a severe disciplinarian and did
not get on with his colleagues or with the parents
of his 9- and 10-year-old students. He once beat a
girl, then denied he had done so, only to return
years later to apologize to the villagers.) Wittgen-
stein returned to philosophy and Cambridge Uni-
versity in 1929 and, teaching small classes attended
by luminaries such as G. E. Moore and Alan Tur-
ing, he continued gradually to reject the central
claims of the Tractatus. Indeed, the oracular
demands of the Tractatus now became the ‘bewitch-
ment of the mind by language’. Wittgenstein dis-
tilled these lectures and notes into the Philosophical
Investigations, which he prepared for publication
but which, because of delays and continual
reworking, only appeared two years after his death.

While the Tractatus is a relentlessly systematic,
masterful, impersonal monolog, Investigations
traverses the ‘landscape’ of language and the
mental in tightly woven vignettes, whose voices
are both conversational and confessional: the Trac-
tatus Wittgenstein, the later Wittgenstein, and the
reader or listener who is introduced in lines that
begin, “You will think that...”. Philosophy now
presents no theses, not even ‘“unspeakable’ ones.
Rather, it is an activity of dissolving characteristic
pieces of nonsense from the Tractatus and else-
where. The meaning of a word is rarely what it
names. There is no ‘general form of the proposition’
but rather ‘countless” uses of language which em-
phatically do not form a consistent system. There is
no need to assume that whenever we say some-
thing our act has to be accompanied by some
inner mental event. Philosophical avenues that
lead to mind-body dualism and solipsism are en-
ergetically undermined: ‘It is humiliating to have to

appear like an empty tube which is simply inflated
by a mind.’

VIEWS ON MIND, COGNITION, AND
LANGUAGE

Because Wittgenstein insisted that philosophy was
not empirical, not ‘natural science’, his philosoph-
ical views or vignettes constitute his thinking on
mind, cognition, and language. But his ‘grammat-
ical investigations’ reveal aspects of our cognitive
life that are subject to empirical investigation.

For example, Wittgenstein points out that ‘game’
has no one meaning. Some games have rules, some
do not; some have boards, pieces, cards, balls, or
fields, some do not; some have winners and losers,
some do not; some involve running about, some
sitting still; and so on. Rather, ‘game’ picks out
exemplars and a ‘family of resemblances’. Simi-
larly, Wittgenstein’s earlier attempt to find out
‘the” meaning of the proposition, and ‘the’ meaning
of a word, was an illusory quest. However, what
can mislead a philosopher can prove fertile ground
for empirical researchers. In the diverse writings
of researchers such as Eleanor Rosch and Amos
Tversky, we find striking empirical accounts of
the role of stereotypes and exemplars in our think-
ing. An account of the ways we may feel pulled
down an illusory path also serves to illustrate the
peculiar contours of our actual folk-psychological
cognitive apparatus — or even illusions likely to
bedevil cognitive scientists. Seeing how we can
misunderstand everyday notions is also, import-
antly, seeing how they actually operate.

Similarly, Wittgenstein runs through a rich series
of examples, drawn in part from Gestalt psychology,
of ‘seeing as’. Perhaps his best-known example is
a line drawing which can be seen as a rabbit or as a
duck. Wittgenstein insists that when someone
simply sees one aspect, the proper report of him
is ‘he sees a rabbit’ not ‘he sees it as a rabbit’. Witt-
genstein’s point is that the empiricist philosopher’s
characteristic assumption that sense perception is
the passively received foundation of our knowledge
is mistaken. But in collecting and narrating our
temptations to go wrong in such matters, Wittgen-
stein (1953) is again suggesting puzzles that can
prove fruitful paths for modular cognitive science.

When it looks as if there were no room for such a form
between other ones you have to look for it in another
dimension. If there is no room here, there is room in
another dimension.

Only that would be a job for natural science, in-
cluding today’s modular sub-personal psychology
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which investigates cognitive operations — such as
visual and linguistic perception — that are not open
to everyday conscious inspection.

In one of his most compelling metaphors, Witt-
genstein compares our everyday language, our in-
tentional talk about ourselves and others, to the
tangled streets of the “old city’, while our scientific
and technical talk he compares to neatly laid-out
suburbs. His illusion in the Tractatus was to think
that, deep down, the old city really had to be
the suburbs, that our everyday talk had to trans-
late into, or be revealed as, the ‘totality of the true
elementary propositions’. His view of language in
the Tractatus is consonant with views still held by
some linguistic philosophers and by some lin-
guists, who assume that natural languages are con-
sistent, interpreted formal systems. His critique of
this view and the related claim that consciousness
is peculiarly private and peculiarly foundational
has inspired cognitive scientists as diverse as the
philosopher Daniel Dennett and the linguist Noam
Chomsky.

RESPONSES TO WITTGENSTEIN

During the 1920s, Wittgenstein occasionally talked
with the physicists, mathematicians and philoso-
phers of the Vienna Circle, many of whom
admired the Tractatus and shared many of its
views. However, the Vienna Circle confidently
asserted that sensory experiences or observation
sentences were elementary and foundational and
constituted a criterion of meaningfulness or verifia-
bility. This emphasis was absent from the austere
Tractatus, although Wittgenstein’s notebooks reveal
that he had considered sensory experiences as can-
didates for elementary facts. The oracular tone of
the Tractatus — as, later, the conversational narrative
vignettes of Investigations — fascinated many people
who had little professional interest in philosophy,
logic, or the philosophy of science (Iris Murdoch’s
novels vividly present characters to whom reading
Wittgenstein was a fundamental rite of passage).
And a substantial number of philosophers, espe-
cially in the 1950s and 1960s, came to think that
Investigations conveyed an authoritative, new and
final way of doing philosophy. (Some even went as
far as imitating Wittgenstein’s classroom manner-
isms.) Many quite various and contradictory theses
have been attributed to Investigations by Wittgen-
stein zealots of one ilk or another. This was perhaps
inevitable since Wittgenstein’s naturally unsystem-
atic cognitive narratives were meant, as he often
announced, to stand in the way of any philosoph-
ical theses or antitheses; but that empowered the

zealot to read whatever general view he liked into
Investigations. The philosopher Stanley Cavell has
compared the later Wittgenstein to the seven-
teenth-century epigrammatist La Rochefoucauld.
As La Rochefoucauld tersely presents the paradox-
ical kaleidoscope of the human moral condition, so
Wittgenstein sketches the scattered paradoxes,
anomalies, and tempting illusions of our everyday
cognitive condition. As Daniel Dennett remarks
(Dennett, 1999):

Wittgenstein continues to attract fanatics who devote
their life to disagreeing with one another about the
ultimate meaning of his words. These disciples cling
myopically to their Wittgenstein, not realizing that
there are many great Wittgensteins to choose from.

RELEVANCE OF WITTGENSTEIN’S
WORK TO COGNITIVE SCIENCE

Alan Turing, who laid many of the foundations for
modern computation and cognitive science,
appears in the transcripts of Wittgenstein’s 1939
lectures on the philosophy of mathematics.
Among the dozens of transcripts of Wittgenstein’s
classes his students made, here alone we hear
another forceful voice, Turing daring, and
Wittgenstein permitting, even inviting, him, to
interrupt and persistently question, and expound
alternatives to, Wittgenstein’s skeptical views
about contradiction in formal systems and human
rule following. Turing soon went on to propose the
project of simulating the mentality of a human
person on a computer, whether through program-
ming, tweaking connectionist nets, equipping a
‘child machine” with ‘the best eyes and ears
money can buy” and sending it to school, or even
adding limbs and letting it ‘roam the countryside’.
Wittgenstein's Investigations can be read as a series
of vivid narrative reminders of how daunting, com-
plex, and fraught with illusions, such a project
might be: how great is the gulf between the ‘old
city’ of personal narrative experience and the
formal system embodied in a machine.
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Wilhelm Wundt is generally recognized as the
founder of experimental psychology. He taught the
first formal academic psychology course and
helped establish psychology as a separate science.

LIFE HISTORY

Wilhelm Wundt, the first modern psychologist,
was born in 1832 near Heidelberg in Baden, the
only child of a Lutheran pastor. He began to
study under a Lutheran vicar, who was most likely
his father’s assistant, and in fact left home early to
continue studying with him. At the age of 13, he
started at a gymnasium — roughly equivalent to an
American academic prep school — and at 19, he
entered university. He studied medicine, but it is
unlikely that he ever seriously considered prac-
ticing it. It is believed that he only did so to remain
away from home and a couple of years later he
switched to studying physiology. In 1855 Wundt
earned his doctorate from Heidelberg in physi-
ology. In 1857 he was appointed Dozent at Heidel-
berg. He served as an assistant to Hermann
Helmholtz, who was a professor of physiology,
between 1858 and 1864. During this time, a concep-
tion of psychology as a distinct science was begin-
ning to emerge.

With Wundt’s first publication in 1853 began the
most extraordinary record of publications in the
history of psychologists, with some books and
almost 500 articles appearing in the next 60 or so
years. Between 1858 and 1862 he published sections
of his Contributions to the Theory of Sensory Percep-
tion, which formalized his ideas about psychology.
Titchener, who was one of his greatest students,
asserted that this volume outlined the program of
Wundt’s entire life. It dealt with a program similar
to physics and chemistry for an experimental
psychology. In this work, he emphasized the im-
portance of method for scientific advancement. To
him, the use of the experimental method, when-
ever possible, was mandatory. He also stressed in

Contributions that psychology should begin with
simple questions and then progress to the difficult
metaphysical ones. He used physiological method-
ology in dealing with psychological problems.
Wundt replaced the old method of meditation with
a more exact and exacting method of introspection.

In 1864 Wundt was appointed assistant profes-
sor. In 1866 he was chosen to represent Heidelberg
in the Baden Chamber — a distinguished scholarly
group of the period — but he soon resigned because
of time restraints. Wundt created and developed
the first school of psychological thought, structur-
alism, whose basic building block was sensation.
He advanced his status rapidly at Heidelberg and,
starting in 1867, he taught a course at Heidelberg
entitled ‘Physiological Psychology’, which was the
first formal offering of an academic course of this
nature. He believed that physiology follows one
method to achieve knowledge and that psychology
follows another; they are two bodies of knowledge.
The manner of connection between elements in the
subject’s immediate experience is entirely different
from those occurrences studied by physiology. One
of his most important books, Principles of Physio-
logical Psychology, was framed from his lecture
notes and published in parts between 1873 and
1874. When the last edition was published in 1911,
it had gone through six editions and comprised
three large volumes. It is regarded as one of the
most important books in the history of psychology.

Wundt was not seeking to study the relation
between the body and the mind but the rela-
tion between sensation and the process of psycho-
logical judgement. The result was a purely
psychological interpretation with no appeal to the
relation of stimulus and sensation. Physiological
psychology was concerned with the process of ex-
citations from stimulation of the sense organs,
through sensory neurons to the lower and higher
brain centers, and from these centers to the
muscles. He established introspection as psychol-
ogy’s distinguishing methodology. He proceeded
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in a significantly different fashion from earlier ver-
sions of introspection, which actually should be
called ‘meditation’. Wundt refined the conscious
elements of meditation and combined them with
experiment. He claimed that in psychology pure
self-observation is insufficient. He believed that in
the laboratory, unless they can be related to an exter-
nal or measurable response, observations have no
scientific usefulness.

Within a year after the appearance of Principles of
Physiological Psychology, he was offered a professor-
ship at Zurich and later in 1875 he became profes-
sor of philosophy at Leipzig, where he worked for
the next 45 years. He began one of the first experi-
mental laboratories of psychology in the world.
This laboratory became a focus for those with a
serious interest in psychology. This institute of
psychology, which he established at Leipzig, even-
tually became one of the most famous centers for
the study of psychology in Europe. Philosophy and
psychology students from all over the continent
as well as from the United States sought out the
opportunity to spend some time with or pursue a
degree with Wundt at Leipzig. These students,
though not always in agreement with Wundt in
their systematic views, were careful to tow the
line while at Leipzig, and once away from Wundt
they often diverged from the details of his system-
atic psychology. What they shared with Wundt,
however, was an enthusiasm for experimental, la-
boratory psychology. The laboratory atmosphere
fostered specific research studies that appeared as
articles in journals. All subsequent psychological
laboratories in their early years were closely mod-
eled on the Wundt design.

The availability of co-workers was important.
Since a worker can hardly be the experimenter
and observer at one and the same time, the experi-
menter of one study was available as a subject for
another. Lest this point be dismissed as trivial, it is
pertinent to indicate that introspection as practiced
in Wundt’s laboratory was not a skill acquired
without a period of rigorous apprenticeship. Get-
ting at the elements of experience required arduous
training. Moreover, even if nonstudent assistants
could be trained as subjects, the nature of the task
to which they were assigned would have required
payment.

Wundt began to publish a journal, Philosophical
Studies, in 1881, which was the first journal in the
German language committed equally to philoso-
phy and psychology. It often included reports of
experimental studies that had been done in
his laboratory. About one hundred experimental
studies appeared in Philosophical Studies during its

20-odd years, most of them having been made in
his laboratory, or conducted by Wundt’s students
soon after they left Leipzig. Consequently, the
research bore heavily the impress of Wundt’s dir-
ection, since typically he assigned the problem
on which a particular student was to work.
About half of the research studies dealt with
problems in sensation and perception, while
others were about reaction, attention, feeling, and
association.

In his 1893 edition of Principles of Physiological
Psychology, he published the ‘tridimensional theory
of feeling”: feelings were classified as pleasant or
unpleasant, tense or relaxed, excited or depressed.
A given feeling might equally be a combination of
one of each of the categories.

A survey of the research from his laboratory
shows that Wundt did not occupy himself with
developing new kinds of experiments. The methods
he used were not particularly new. Students of the
psychology and physiology of the senses owe
much to previous work, particularly to that of
Helmholtz. Reaction time studies again owe some-
thing, not only to Helmholtz, but also to Donders,
whereas the association study can be attributed to
Galton. Even the study of feeling, where Wundt
was at his most original, in a theoretical sense,
depended on the extension of Fechner’s method
of impression to paired comparisons; studies of
expression were linked to the utilization of already
existing methods for studying pulse, breathing,
and the like. There had been antecedent studies
even for attention. Wundt’s experimental contribu-
tion was to reduce to quantitative terms the re-
search areas already extant.

In 1875, Wundt began sponsoring doctoral dis-
sertations and by 1919 the total had reached 186. He
accepted students from all over Europe and even
America. These students managed to show extreme
breadth of activity after the severely rigorous pure
training they had received. Not many of them
would follow the detail of Wundt’s system. What
they took away from Leipzig, however, was a belief
in the importance of the laboratory and psycho-
logical research.

By 1902, with the fifth edition of the Principles of
Physiological Psychology, there was no longer any
doubt as to the legitimacy of his endeavors. Al-
ready, he was concerned with differing trends
within the field itself; as well as work that deviated
from his own. Wundt was not personally interested
in the application of psychology, despite the fact
that many of his students devoted much of their
careers to it. He dismissed any area of psychology
that dared to violate the rules of introspection. Like
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many German professors, he had a very low toler-
ance for opinions that differed from his own. Work
other than that of his students received severe criti-
cism. He argued that one should not give the
name of experimental psychology to each and
every operation that brings about a change in
consciousness.

He believed that, when problems more difficult
than those of perception and memory are con-
sidered, experiment is not feasible. He believed
that experimental methodology was not applicable
to extremely elaborate processes such as reason,
memory, thought, and the like. Cultural or ethnic
psychology must be used for those problems.
Wundt thought that language, myth, and custom
should be used to study the higher mental pro-
cesses. Language, he believed, was the way to
understand thought. He began writing the Volkerp-
sychologie, which means cultural psychology, in
1900. Nine more volumes were published by 1920.
Cultural psychology began as the investigation of
the various, still-existing stages of mental develop-
ment in humankind.

To Wundt, psychology is the science that investi-
gates the facts of consciousness and cannot be
based on metaphysical assumptions of any sort.
He sought to create a systematic structure so that
every possible experience was represented. He be-
lieved that all our experiences are complex and
must be analyzed introspectively. Wundt at-
tempted to measure experience so that others
could repeat his procedures. He encouraged em-
piricism and rejected rationalism.

Wilhelm Wundt published his autobiography,
Erlebtes und Erkanntes, in 1920, and then died on

31 August 1920, two weeks after his 88th birthday.
Although it has been estimated that he published
53000 pages, Wundt did not have many original
ideas or perspectives; he simply refined older ideas
so that a better, more complete picture emerged.
His method of introspection did not remain as a
fundamental tool of psychological experimentation
beyond the early 1920s. Wundt’s greatest contribu-
tion was to show that psychology could be a valid
experimental science. Perhaps if he had been more
original, psychology’s appearance as a separate
discipline would have been postponed.
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Summary

The ACT theory of cognition has been used to
model a wide range of cognitive tasks. The latest
version of the theory, ACT-R, is a hybrid architec-
ture which combines a symbolic production system
with a subsymbolic level of neural-like activation
processes.

INTRODUCTION

In the twentieth century, cognitive psychology pro-
duced enormous amounts of data on all aspects of
human behavior. The challenge of cognitive science
in the twenty-first century is to provide a coherent,
integrated and systematic scientific explanation
of these phenomena. Computational modeling has
become an increasingly popular tool in a wide
range of sciences, from mathematics and physics
to economics and the social sciences. By combining
precision, lacking in many verbal theories, with the
ability to deal with almost limitless complexity,
a limitation of mathematical theories, computa-
tional modeling provides the most promising ap-
proach to a unified theory of cognition.

The “adaptive control of thought’ (ACT) theory of
cognition attempts to provide such a unified frame-
work by defining an integrated cognitive architec-
ture that can be applied to a wide range of
psychological tasks. The most recent version of
the theory, ACT-R, is a hybrid architecture which
combines elements of the symbolic and connection-
ist frameworks. By using a symbolic production
system to provide the structure of behavior, it has
a direct interpretive link to psychological data, and
thus inherits a tractable level of analysis. By associ-
ating to each symbolic knowledge structure
real-valued activation quantities that control its
application, it enables the use of statistical learning
mechanisms that provide neural-like adaptivity

and generalization. The long-term goal of the
ACT theory is to provide constrained computa-
tional models of a wide range of cognitive
phenomena.

PRODUCTIONS AND CHUNKS AS
ATOMIC COMPONENTS OF THOUGHT

How to represent knowledge is the first and most
important question concerning the design of a
cognitive system. As with data structures in a com-
puter program, the knowledge structures assumed
by a cognitive theory will fundamentally determine
its characteristics: what knowledge can be repre-
sented, how it can be accessed and which learning
processes can be used to acquire it. Since many
cognitive systems, including ACT, are imple-
mented as computer simulations, it is important
to define which representational assumptions con-
stitute theoretical claims and which are merely
notational conventions. The ACT theory has from
its inception made three theoretical assumptions
regarding knowledge representation. The first as-
sumption is known as the procedural-declarative
distinction; that is, that there are two long-term
repositories of knowledge, a procedural memory
and a declarative memory. The second assumption
is that ‘chunks’ are the basic units of knowledge in
declarative memory. The third assumption is that
production rules are the basic units of knowledge
in procedural memory. These assumptions will be
examined in detail in the rest of this section.
Unlike other cognitive theories and frameworks
such as Soar or connectionism, ACT makes a fun-
damental distinction between declarative and pro-
cedural knowledge. This is not just a notational
distinction, but a fundamental psychological claim
about the existence of distinct memory systems
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with different properties. The best way to state the
procedural-declarative distinction is in terms of
a production system framework. Declarative
memory holds factual knowledge, such as the
knowledge that George Washington was the first
president of the United States or that 3 + 4 = 7,
while procedural memory holds rules that access
and modify declarative memory. This distinction
corresponds closely to the common operational
definition that declarative knowledge is verbaliz-
able while procedural knowledge is not, with the
caveat that some declarative knowledge might
exist without being directly reportable because
one might lack the necessary procedural know-
ledge to access and express it. These two memory
systems have some common features, such as the
build-up and decay of strength, but they also have
distinct properties: for example, more flexible
access to declarative than to procedural know-
ledge, and different acquisition and retention
characteristics. Some recent results in cognitive
neuroscience can be interpreted as supporting the
procedural-declarative distinction: for example,
results showing that damage to the hippocampus
inhibited the creation of new declarative memories
but not of new procedural memories (Squire, 1992).

The basic units of declarative memory are called
chunks. The purpose of a chunk is to organize a set
of elements (either chunks themselves or more
basic perceptual components) into a long-term
memory unit. Chunks can only contain a limited
number of elements: as few as two, often three
(which it has been argued is a theoretical opti-
mum), and seldom more than five or six. Elements
in a chunk assume specific relational roles: for
example, in the chunk encoding ‘3 + 4 =7/, ‘3’ is
the first addend, ‘+’ is the operator, ‘4’ is the second
addend and ‘7’ is the sum. Finally, chunks can be
organized hierarchically, since the elements of a
chunk can be chunks themselves. For example, to
memorize a long sequence, chunks of finite length
can be used to store short pieces of the sequence
and can themselves be aggregated into other
chunks to encode the full sequence. Chunks have
two possible origins: either as direct encodings of
objects in the environment or as long-term encod-
ings of particular internal elaborations, called
goals. Thus when reading a sentence, every word
read, together perhaps with some environmental
characteristics such as its position in the sentence,
constitutes a chunk. But the understanding of the
sentence, which is the goal of the processing, is also
available as one or more chunks holding an elabor-
ation of its meaning as a result of the cognitive
processing.

Production rules are the basic units of procedural
memory. Production rules encode cognitive skills
as condition—action pairs. A production rule tests
the contents of the current goal and perhaps of
declarative memory, then executes one or more
actions, which can include modifying the current
goal or changing the external environment. Just as
for chunks, the size and complexity of productions
are limited in that they only perform a limited
number of retrievals from declarative memory
(usually a single one), and those retrievals are per-
formed sequentially. ACT makes four claims re-
lated to production rules. The first is ‘modularity’,
i.e, that procedural knowledge takes the form of
production rules that can be acquired and
deployed independently. Complex skills can be
decomposed into production rules that capture sig-
nificant regularities in human behavior (Anderson,
Conrad and Corbett, 1989). For example, perform-
ance in the learning of a programming language,
which doesn’t show any regularities when organ-
ized with respect to the number of problems,
exhibits a very regular learning pattern when or-
ganized with respect to the production rules used
in solving each problem.

The second claim is ‘abstraction’, i.e., that pro-
ductions are general, applying across a wide range
of problems. The third claim is ‘goal factoring’,
which moderates the claim of abstraction by
making each production specific to a particular
goal type. Thus, a production that performs add-
ition can apply to any addition problem (abstrac-
tion) but only to addition problems (goal factoring).

The fourth claim is ‘condition-action asym-
metry’. For example, while a chunk holding a
multiplication fact can be used to solve either a
multiplication or a division problem, productions
used to compute the answer to a multiplication
problem (e.g. by repeated addition) cannot be
used to find the answer to a division problem.

According to the ACT theory, chunks and pro-
cedural units thus constitute the atomic compon-
ents of thought.

FROM THE HAM THEORY OF MEMORY
TO A FRAMEWORK FOR MODELING
COGNITION

ACT has its roots in the ‘human associative
memory’ (HAM) theory of human memory
(Anderson and Bower, 1973), which represented
declarative knowledge as a propositional network.
HAM was implemented as a computer simulation
in an attempt to handle complexity and to specify
precisely how the model applied to the task, thus
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overcoming the major limitations of the mathemat-
ical theories of the 1950s and 1960s. Although it fell
short of these goals, the theory was afterwards
developed in significant ways.

The next step was the introduction of the first
instance of ACT, ACTE (Anderson, 1976). It com-
bined HAM'’s theory of declarative memory with a
production system implementation of procedural
memory, thus precisely specifying the process by
which declarative knowledge was created and ap-
plied, and added basic activation processes to link
procedural and declarative memory. While the dis-
tinction between procedural and declarative know-
ledge had little support at the time, it has found
increasing popularity and support from recent neu-
roscientific evidence for a dissociation between de-
clarative and procedural memories. The next major
step in the evolution of the ACT theory was the
ACT* system (Anderson, 1983), which added a
more neural-like calculus of activation and a more
plausible theory of production rule learning. ACT*
was successfully applied to a wide range of psycho-
logical phenomena and had a profound influence
on cognitive science, but, although some computer
simulations were available, it existed primarily as a
verbally specified mathematical theory.

The first computational implementation of the
theory to be widely adopted was ACT-R
(Anderson, 1993). ACT-R was introduced to capit-
alize on advances in skill acquisition (Anderson
and Thompson, 1989) to improve production rule
learning, and to tune the subsymbolic level to the
structure of the environment to reflect the rational
analysis of cognition (Anderson, 1990). Due to
these theoretical advances as well as computational
factors such as the standardization of the imple-
mentation language, Common LISP, and the expo-
nentially increasing power of desktop computers,
ACT-R has been adopted as a cognitive architecture
by a growing group of researchers. The needs of
that user community to apply ACT-R to an increas-
ingly diverse set of tasks, and a growing need for
neural plausibility, led to further advances which
were embodied in a new version of the theory,
ACT-R 4.0 (Anderson and Lebiere, 1998). As sug-
gested by the use of version numbers, the changes
in the theory were relatively minor and largely
consisted of a reduction in the grain size of chunks
and productions.

Through its widening range of applications and
the increasing constraints on model development,
ACT-R can be regarded as being well on the way to
achieving HAM'’s long-term goal of providing a
rigorous computational framework for modeling
cognition. The technique of using computational

simulation rather than mathematical analysis to
provide tractability in complex domains has been
widely adopted not only in cognitive modeling but
in many other sciences as well. Because it tightly
integrates a symbolic production system with a
neural-like activation calculus, ACT can be termed
a hybrid activation-based production system cog-
nitive architecture. As such, it constitutes a general
framework for modeling cognition (another
example of such a framework being connection-
ism). While frameworks can often make general
qualitative predictions, in order to obtain precise
quantitative predictions for specific experiments
they need to be instantiated into detailed theories,
such as the various members of the ACT family,
that exactly specify the system’s mechanisms and
equations. A serious potential problem resulting
from the generality of frameworks is the possibility
of instantiating them into competing theories and
incorrectly citing those theories” accomplishments
as support for the framework itself. To avoid that
danger and to ensure cumulative progress in the
development of the ACT theory, Anderson and
Lebiere made available on the web every simula-
tion described in Anderson and Lebiere (1998), and
promised that the account provided by those
models would remain valid in future instantiations
of the theory (The ACT Web: see Further Reading
list).

THE MECHANISMS OF ACT

While the specific mechanisms of the ACT theory
have changed significantly over more than 20 years
of evolution, the assumptions that underlie the
theory have remained fairly constant. ACT operates
in continuous time, predicting specific latencies for
each step of cognition, such as production firing or
declarative retrieval. At the symbolic level, the pro-
cedural-declarative distinction states that there are
two memory systems, with a production rule com-
ponent operating on a declarative component. De-
clarative knowledge is composed of chunks, each
having a limited number of components, which can
be described alternatively in terms of a propos-
itional network. Procedural knowledge is com-
posed of production rules, or condition-action
pairs, which are the basic units of skills. Conditions
apply to the state of declarative memory, while
actions result in changes in declarative memory.
Cognition is goal-directed and maintains at all
times a current goal which a production must
match in order to apply. At the subsymbolic level,
real-valued quantities such as chunk activation and
production utility control the application of that
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symbolic knowledge. Those subsymbolic param-
eters are learned, and reflect the past use of their
respective symbolic structures. Activation compu-
tation is a dynamic process that involves the spread-
ing of activation from a set of sources, usually the
contents of the current goal, to related nodes, as well
as time-related decay.

ACQUIRING PRODUCTIONS: ACT* AND
PUPS

The learning of skills in the form of production
rules is one of the more complex mechanisms of
the ACT architecture, and has seen the most funda-
mental changes over the course of the development
of the theory. In ACT¥, the first version of the
theory to provide a comprehensive account of the
learning of production rules, procedural learning is
accomplished by a set of mechanisms that compile
into production rules the process of interpreting
declarative knowledge. In other words, procedural
skills are learned by doing. For example, if one
dials a telephone number or enters one’s password
by explicitly remembering the number and then
iteratively identifying and keying each digit (or
letter), the knowledge compilation process would
create a production that directly encodes and keys
each character without retrieving it from declara-
tive memory. Knowledge compilation is accom-
plished by two separate processes: composition,
which takes a sequence of production firings and
compiles them into a single equivalent production;
and proceduralization, which takes an existing pro-
duction and encodes the result of declarative re-
trievals (in our example, the phone number or
password) directly into a new production. Unlike
the learning of a declarative fact, which can take
place in a single episode, the learning of a proced-
ural skill in the form of production rules requires
many iterations for the new knowledge to be re-
fined into its final form and ready to be applied.
ACT* has three mechanisms that take new produc-
tion rules and tune them for optimal performance.
The generalization process broadens the applicabil-
ity of new production rules by making their condi-
tions more general. The discrimination process
performs the opposite task, narrowing the applic-
ability of new rules by making their conditions
more specific (in our example, the production
would be specific to the person or account associ-
ated with the number or password). Finally, the
strengthening process increases the production
strength, allowing it to apply faster and more often.

Anderson and Thompson (1989) introduced a
different conception of production learning in

their ‘penultimate production system’ (PUPS).
Following empirical studies indicating that
analogical problem solving played a fundamental
role in skill acquisition, they proposed a new mech-
anism of production creation based on an analogy
process. Instead of automatically creating new pro-
ductions as a function of an interpretive process,
PUPS creates productions to encode the solving of a
current problem by analogy with a solution to a
previous problem encoded in declarative memory.
The analogy process discovers a mapping in de-
clarative memory from problem to solution,
which is then encoded in a new production that
can solve the problem directly without referring to
previous examples. Analogy can therefore be
regarded as a mechanism for generalizing from
examples. Since it operates on explicit memory
structures instead of an automatic goal-based
trace of operations (as in ACT¥), it allows for the
addition to the example of chunks of conditions
and heuristics to guide the generalization and dis-
crimination processes that produce the final form
of the new productions. This results in a more reli-
able and controlled mechanism.

RATIONAL ANALYSIS AND ITS
IMPLICATIONS FOR COGNITIVE
ARCHITECTURE

Inspired by Marr’s theory of information-process-
ing levels, Anderson (1990) introduced his ‘rational
analysis’ of human cognition, based on the assump-
tion of a rational level used to analyze the compu-
tations performed by human cognition. The general
‘principle of rationality’ states that a cognitive
system operates at all times to optimize the adapta-
tion of the behavior of the organism. This does not
imply that human cognition is perfectly optimal,
but it helps explain why cognition operates the
way it does at the algorithmic level given its phys-
ical limitations at the biological level and the opti-
mum defined by the rational level that it attempts
to implement. Anderson’s analysis provides strong
guidance on theory development, because given a
particular framework (say, an activation-based
production system) it strongly constrains the set
of possible mechanisms to those that satisfy the
rational level.

The rational analysis can be applied to several
aspects of human cognition, including memory,
categorization, causal inference and problem solv-
ing. The task of human memory is analyzed in
terms of a Bayesian estimation of the probabilities
of needing a particular memory at a particular
point in time. The analysis accounts for effects of
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recency, frequency and spacing; effects of context
and word frequency; and priming and fan effects. It
also provides an interpretation of the concept of
activation in ACT-R as the logarithm of the odds
that the corresponding chunk needs to be retrieved
from memory. The rational analysis of categoriza-
tion can be interpreted as supporting the creation of
chunk types in ACT-R. Finally, the analysis of prob-
lem solving in terms of expected utilities of proced-
ural operators led to the refinement of the conflict
resolution process in ACT-R. In summary, the
rational analysis of cognition provided strong
guidance for the development of learning mechan-
isms in ACT-R (the R stands for ‘rational’) that
automatically tune the subsymbolic level to the
structure of the environment.

CONNECTIONIST CONSIDERATIONS:
ACT-RN

Lebiere and Anderson (1993) describe ACT-RN,
which is an attempt to implement ACT-R using
standard connectionist constructs such as Hopfield
networks and feedforward networks. Symbols are
represented using distributed patterns of activation
over pools of units. The current goal, or focus
of attention, is located in a central memory that
holds the components of the goal, which are
the sources of activation in ACT-R. Separate de-
clarative memories for each chunk type are imple-
mented using associative memories in the form
of simplified Hopfield networks with a separate
pool of units for each component of the chunk.
ACT-R’s goal stack is implemented as a separate
declarative memory that associates each goal to its
parent goal. Procedural memory consists of path-
ways between central memory and declarative
memories. Each production is represented as a
single unit that tests the contents of the current
goal in central memory, then, if successful, acti-
vates the proper connections to perform a retrieval
from a single declarative memory (possibly the
goal stack) and update the goal with the retrieval
results. There is a rough correspondence between
these constructs and neural locations. Goal
memory can be associated with the prefrontal
cortex, since damage in that area has been associ-
ated with loss of executive function. Declarative
memory is distributed throughout the posterior
cortex, with each type corresponding to hypercol-
umns or small cortical areas. Procedural memory
might be located in the basal ganglia, which have
extensive connections to all cortical areas and could
therefore implement the functionality of produc-
tion rules.

As a practical system, ACT-RN was found un-
satisfactory in a number of ways. It only provided
a partial implementation of ACT-R, with some
features and mechanisms being too complex or
difficult to map onto a connectionist substrate.
While some models adapted well to the connection-
ist implementation, others, even simple ones, ran
into computational hurdles. More fundamentally,
it was an imperfect implementation of the ACT-R
standard which only approximately reproduced
the ACT-R mechanisms and equations. Neverthe-
less, ACT-RN provided the main impetus for fur-
ther development of the theory. Some features of
ACT-R that were too complex to be implemented in
ACT-RN, such as complicated representational
constructs in chunks and powerful pattern-match-
ing primitives in productions, were abandoned in
the later versions of the theory as being too com-
putationally powerful for any neural implementa-
tion. This resulted in a welcome simplification
of the theory. Conversely, a feature of ACT-RN
which the connectionist implementation provided
naturally — generalization based on distributed
representations — was added to the theory in the
form of similarity-based partial matching of pro-
duction conditions (Lebiere et al., 1994). Thus, al-
though implementing ACT-R in a neural network
did not directly result in a practical system, it did
provide a functional theory of neural organization
and imposed a strong direction on further develop-
ments of the ACT theory.

THE MECHANISMS OF ACT-R:
INTEGRATING SYMBOLIC AND
SUBSYMBOLIC PROCESSING AND
LEARNING

The power of ACT-R as a hybrid architecture of
cognition lies in its tight integration of the symbolic
and subsymbolic levels. Because of this integration,
it is able to combine the most desirable charac-
teristics of symbolic systems, such as structured
behavior and ease of analysis, with those of connec-
tionist networks, such as generalization and fault-
tolerance, while avoiding their most serious short-
comings, such as the overly deterministic behavior
of symbolic systems and the intractability of learn-
ing characteristic of connectionist networks. At the
symbolic level, ACT-R operates sequentially — only
one production can fire in each cycle and only one
chunk can be retrieved from memory at a time —
corresponding to the basic sequential nature of
human cognition. However, each of the basic steps
of production selection and of declarative memory
retrieval involves the parallel consideration of all
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relevant productions and memory chunks, reflect-
ing the massively parallel nature of the human
brain.

A typical production cycle in ACT-R works as
follows. The conflict resolution process attempts to
select the best production that matches the current
goal. To that effect, the expected production util-
ities of all matching productions are computed
in parallel and the best production is selected.
Typically, that production attempts a retrieval of
information from declarative memory. The activa-
tions of the relevant memory chunks are computed
concurrently, as: the sum of the base-level activa-
tions, reflecting the history of use of each chunk;
the activation spreads from the components of the
goals, reflecting the specificity of that chunk to
the current context; a partial matching penalty,
allowing generalization to similar patterns; and a
noise component providing stochasticity. Once the
retrieval is complete, the activation parameters of
the chunks involved are automatically adjusted by
the subsymbolic learning mechanisms to reflect
this experience. The production then executes its
action, which typically consists of modifying the
goal to incorporate the results of the declarative
retrieval and perhaps performing an external
action. If a goal is accomplished, the subsymbolic
parameters controlling the utility of the produc-
tions involved in solving that goal will be automat-
ically learned, and a chunk encoding the results of
the goal will enter declarative memory.

Thus, the production system part of ACT-R pro-
vides the basic synchronization of a massively
parallel system into a meaningful sequence of cog-
nitive steps, while the subsymbolic part is continu-
ously tuned to the statistical nature of the
environment to provide the adaptivity characteris-
tic of human cognition.

MATCHING HUMAN PERFORMANCE IN
DIVERSE DOMAINS

The idea of using computational precision to elim-
inate the looseness of the merely verbal mapping
between model and task is embodied in what
Anderson and Lebiere (1998) call the ‘no-magic
doctrine’, which consists of the following six tenets:

1. Theories must be experimentally grounded. To avoid
unprincipled degrees of freedom in the mapping be-
tween task stimuli and model representations, ACT-R
includes a ‘perceptual motor’ component called ACT-
R/PM which interacts with the task through the same
interface as human subjects.

2. Theories must provide a detailed and precise account-
ing for the data. Because of its experimental grounding,

ACT-R makes precise predictions about every aspect of
empirical data, including choice percentages, response
latencies, etc.

3. Models must be learnable through experience. ACT-R
has mechanisms capable of learning symbolic chunks
and productions as well as their subsymbolic para-
meters.

4. Theories must be capable of dealing with complex
cognitive phenomena. ACT-R is applicable to tasks
ranging from sub-second psychology experiments to
complex environments involving substantial know-
ledge and learning that may take hours.

5. Theories must have principled parameters. The
parameters attached to symbolic knowledge struc-
tures are learned from experience. The modeler
sets the architectural parameters, but variations are
increasingly constrained and understood across
tasks.

6. Theories must be neurally plausible. ACT-R is situated
at a level of abstraction higher than actual brain struc-
tures, but the need to provide a plausible mapping
between theoretical constructs and actual brain struc-
tures imposes useful and powerful constraints on
theory development.

ACT-R has been applied to an increasing variety of
cognitive tasks in domains as diverse as memory,
categorization, problem solving, analogy, scientific
discovery, human—computer interaction, decision
theory and game theory. In each domain, ACT-R
predicts a wide range of measurable aspects of
human behavior at a very fine scale, including la-
tency, errors, learning, eye movements and indi-
vidual differences.

SUMMARY

ACT is a hybrid cognitive architecture that com-
bines a symbolic production system with a sub-
symbolic level of neural-like activation processes
that control the application of the symbolic struc-
tures. Learning mechanisms provide for the acqui-
sition of symbolic knowledge and the statistical
tuning of the subsymbolic layer to the structure of
the environment, as specified by the rational analy-
sis of cognition. The ACT architecture has been
successfully applied to a wide variety of cognitive
tasks to accurately predict many aspects of human
behavior. (See Computer Modeling of Cognition:
Levels of Analysis)
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Adaptive resonance theory is a cognitive and neural
theory about how the brain develops and learns to
recognize and recall objects and events throughout
life. It shows how processes of learning, categoriza-
tion, expectation, afttention, resonance, synchron-
ization, and memory search interact to enable the
brain to learn quickly and to retain its memories
stably, while explaining many data about per-
ception, cognition, learning, memory, and con-
sciousness.

INTRODUCTION

The processes whereby our brains continue to learn
about, recognize, and recall a changing world in a
stable fashion throughout life are among the most
important for understanding cognition. These pro-
cesses include the learning of top-down expect-
ations, the matching of these expectations against
bottom-up data, the focusing of attention upon the
expected clusters of information, and the develop-
ment of resonant states between bottom-up and
top-down processes as they reach an attentive con-
sensus between what is expected and what is there
in the outside world. It has been suggested that all
conscious states in the brain are resonant states,
and that these resonant states trigger learning of
sensory and cognitive representations. The models
which summarize these concepts are called ‘adap-
tive resonance theory” (ART) models. ART was
introduced by Grossberg in 1976 (see Carpenter
and Grossberg, 1991), along with rules for competi-
tive learning and self-organizing maps. Since then,
psychophysical and neurobiological data in sup-
port of ART have been reported in experiments
on vision, visual object recognition, auditory
streaming, variable-rate speech perception, soma-
tosensory perception, and cognitive-emotional
interactions, among others (e.g. Carpenter and

Grossberg, 1991, 1994; Grossberg, 1999a,b; and
Grossberg and Merrill, 1996). In particular, ART
mechanisms seem to be operative at all levels of
the visual system, and these mechanisms may be
realized by known laminar circuits of visual cortex.
It is predicted that the same circuit realization of
ART mechanisms will be found, suitably special-
ized, in the laminar circuits of all sensory and cog-
nitive neocortex.

THE STABILITY-PLASTICITY DILEMMA

We experience the world as a whole. Although
myriad signals relentlessly bombard our senses,
we somehow integrate them into unified moments
of conscious experience that cohere despite their
diversity. Because of the apparent unity and coher-
ence of our awareness, we can develop a sense of
self that can gradually mature with our experiences
of the world. This capacity lies at the heart of our
ability to function as intelligent beings.

The apparent unity and coherence of our experi-
ences is all the more remarkable when we consider
several properties of how the brain copes with the
environmental events that it processes. First and
foremost, these events are highly context-sensitive.
When we look at a complex picture or scene as a
whole, we can often recognize its objects and its
meaning at a glance, as in the picture of a familiar
face. However, if we process the face piece by piece,
as through a small aperture, then its significance
may be greatly degraded. To cope with this con-
text-sensitivity, the brain typically processes pic-
tures and other sense data in parallel, as patterns
of activation across a large number of feature-
sensitive nerve cells, or neurons. The same is true
for senses other than vision, such as audition. If
the sound of the word ‘go’ is altered by clipping
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off the vowel ‘0’, then the consonant ‘g’ may sound
like a chirp, quite unlike its sound as part of the
word ‘go’.

During vision, all the signals from a scene typic-
ally reach the photosensitive retinas of the eyes at
virtually the same time, so parallel processing of all
the scene’s parts begins at the retina itself. During
audition, successive sounds reach the ear at differ-
ent times. Before an entire pattern of sounds, such
as the word ‘go’, can be processed as a whole, it
needs to be recoded, at a later processing stage, into
a simultaneously available spatial pattern of acti-
vation. Such a processing stage is often called a
working memory, and the activations that it stores
are often called short-term memory (STM) traces.
For example, when you hear an unfamiliar tele-
phone number, you can temporarily store it in
working memory while you walk over to the tele-
phone and dial the number.

In order to determine which of these patterns
represent familiar events and which do not, the
brain matches the patterns against stored represen-
tations of previous experiences that have been ac-
quired through learning. The learned experiences
are stored in long-term memory (LTM) traces. One
difference between STM and LTM traces concerns
how they react to distractions. For example, if you
are distracted by a loud noise before you dial an
unfamiliar telephone number, its STM representa-
tion can be rapidly reset so that you forget it. On the
other hand, you will not normally forget the LTM
representation of your own name.

How does new information get stably stored in
LTM? For example, after seeing a movie just once,
we can tell our friends many details about it later
on, even though the scenes flashed by very quickly.
More generally, we can quickly learn about new
environments, even if no one tells us how the
rules of the environments differ. We can rapidly
learn new facts, without being forced to just as
rapidly forget what we already know. We do not
need to avoid going out into the world for fear that,
in learning to recognize a new friend’s face, we will
suddenly forget our parents’ faces. This is some-
times called the problem of catastrophic forgetting.

Many learning algorithms can forget catastroph-
ically. But the brain is capable of rapid yet stable
autonomous learning of huge amounts of data in
an ever-changing world. Discovering the brain’s
solution to this problem is as important for under-
standing ourselves as it is for developing new pat-
tern recognition and prediction applications in
technology.

The problem of learning quickly and stably with-
out catastrophically forgetting past knowledge

may be called the stability—plasticity dilemma. It
must be solved by every brain system that needs
to rapidly and adaptively respond to the flood of
signals that subserves even the most ordinary ex-
periences. If the brain’s design is parsimonious,
then we should expect to find similar design prin-
ciples operating in all the brain systems that can
stably learn an accumulating knowledge base in
response to changing conditions throughout life.
The discovery of such principles should also clarify
how the brain unifies diverse sources of informa-
tion into coherent moments of conscious ex-
perience.

LEARNING, EXPECTATION,
ATTENTION, AND RESONANCE

Humans are intentional beings, who learn expect-
ations about the world and make predictions about
what is about to happen. Humans are also atten-
tional beings, who focus their processing resources
upon a restricted amount of incoming information
at any time. Why are we both intentional and atten-
tional beings, and are these two types of process
related? The stability—plasticity dilemma, and its
solution using resonant states, provides a unifying
framework for understanding these questions.

Suppose you were asked to ‘find the yellow ball
within half a second, and you will win a $10000
prize’. Activating an expectation of ‘yellow balls’
enables more rapid detection of a yellow ball, and
with a more energetic neural response, than if you
were not looking for one. Sensory and cognitive
top-down expectations lead to ‘excitatory match-
ing’ with confirmatory bottom-up data. On the
other hand, mismatch between top-down expect-
ations and bottom-up data can suppress the mis-
matched part of the bottom-up data, and thereby
focus attention upon the matched, or expected, part
of the bottom-up data.

This sort of excitatory matching and attentional
focusing on bottom-up data using top-down ex-
pectations may generate resonant brain states:
When there is a good enough match between
bottom-up and top-down signal patterns, between
two or more levels of processing, their positive
feedback signals amplify and prolong their mutual
activation, leading to a resonant state. The amplifi-
cation and prolongation of the system’s fast activa-
tions are sufficient to trigger learning in the more
slowly varying adaptive weights that control the
signal flow along pathways from cell to cell. Res-
onance thus provides a global context-sensitive
indicator that the system is processing data worthy
of learning.
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ART proposes that there is an intimate connec-
tion between the mechanisms that enable us to
learn quickly and stably about a changing world
and the mechanisms that enable us to learn expect-
ations about such a world, test hypotheses about it,
and focus attention upon information that we find
interesting. ART also proposes that, in order to
solve the stability—plasticity dilemma, resonance
must be the mechanism that drives rapid new
learning.

Learning within the sensory and cognitive
domains is often ‘match learning’. Match learning
occurs only if a good enough match occurs between
bottom-up information and a learned top-down
expectation that is specified by an active recogni-
tion category, or code. When such a match occurs,
previously learned knowledge can be refined. If
novel information cannot form a good enough
match with the expectations that are specified by
previously learned recognition categories, then a
memory search, or hypothesis testing, is triggered,
which leads to selection and learning of a new
recognition category, rather than catastrophic for-
getting of an old one. (Figure 1 illustrates how this
happens in an ART model.) In contrast, learning
within spatial and motor processes could be
‘mismatch learning’ that continuously updates
sensory-motor maps or the gains of sensory-
motor commands. As a result, we can stably learn
what is happening in a changing world, thereby
solving the stability—plasticity dilemma, while
adaptively updating our representations of where
objects are and how to act upon them using
bodies whose parameters change continuously
through time.

It has been mathematically proven that match
learning within an ART model leads to stable mem-
ories in response to arbitrary lists of events to be
learned (Carpenter and Grossberg, 1991). How-
ever, match learning has a serious potential weak-
ness: if you can only learn when there is a good
enough match between bottom-up data and
learned top-down expectations, then how do you
ever learn anything that you do not already know?
ART proposes that this problem is solved by the
brain by using a complementary interaction be-
tween processes of resonance and reset, which are
proposed to control properties of attention and
memory search, respectively. These complemen-
tary processes help our brains to balance the com-
plementary demands of processing the familiar
and the unfamiliar, the expected and the unex-
pected. One of these complementary processes is
hypothesized to take place in the What cortical
stream, notably in the visual, inferotemporal, and

prefrontal cortex. It is here that top-down expect-
ations are matched against bottom-up inputs
(Chelazzi et al., 1998; Miller et al., 1996). When a
top-down expectation achieves a good enough
match with bottom-up data, this matching process
focuses attention upon those feature clusters in the
bottom-up input that are expected. If the expect-
ation is close enough to the input pattern, then a
state of resonance develops as the attentional focus
is established.

Figure 1 illustrates these ideas in a simple two-
level example. Here, a bottom-up input pattern, or
vector, [ activates a pattern X of activity across the
feature detectors of the first level F;. For example, a
visual scene may be represented by the features
comprising its boundary and surface representa-
tions. This feature pattern represents the relative
importance of different features in I. In Figure 1(a),
the pattern peaks represent more activated feature
detector cells, the troughs less activated feature
detectors. This feature pattern sends signals S
through an adaptive filter to the second level F, at
which a compressed representation Y (a recogni-
tion category, or symbol) is activated in response to
the distributed input T. T is computed by multiply-
ing the signal vector S by a matrix of adaptive
weights, which can be altered through learning.
The representation Y is compressed by competitive
interactions across I, that allow only a small subset
of its most strongly activated cells to remain active
in response to T. The pattern Y in the figure indi-
cates that a small number of category cells may be
activated to different degrees. These category cells,
in turn, send top-down signals U to F; (see Figure
1(b)). The vector U is converted into the top-down
expectation V by being multiplied by another
matrix of adaptive weights. When V is received
by F;, a matching process takes place between I
and V, which selects that subset X* of F; features
that were ‘expected” by the active F, category Y.
The set of these selected features is the emerging
‘attentional focus’.

RECONCILING DISTRIBUTED AND
SYMBOLIC REPRESENTATIONS USING
RESONANCE

If the top-down expectation is close enough to the
bottom-up input pattern, then the pattern X* of
attended features reactivates the category Y
which, in turn, reactivates X*. The network thus
enters a resonant state through a positive feed-
back loop that dynamically links, or binds, the
attended features across X* with their category, or
symbol, Y.
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Figure 1. Search for a recognition code within an ART learning circuit. (a) The input pattern I is instated across the
feature detectors at level F; as a short-term memory (STM) activity pattern X. I also nonspecifically activates the
orienting system p; that is, all the input pathways converge on p and can activate it. X is represented by the hatched
pattern across F;. X both inhibits p and generates the output pattern S. S is multiplied by learned adaptive weights,
which are long-term memory (LTM) traces. These LTM-gated signals are added at F; cells, or nodes, to form the input
pattern T, which activates the STM pattern Y across the recognition categories coded at level F,. (b) Pattern Y generates
the top-down output pattern U, which is multiplied by top-down LTM traces and added at F; nodes to form a
‘prototype’ pattern V that encodes the learned expectation of the active F, nodes. Such a prototype represents the set
of features shared by all the input patterns capable of activating Y. If V mismatches I at F;, then a new STM activity
pattern X*is selected at F;. X*is represented by the hatched pattern. It consists of the features of I that are confirmed by
V. Mismatched features are inhibited. The inactivated nodes, corresponding to unconfirmed features of X, are
unhatched. The reduction in total STM activity which occurs when X is transformed into X* causes a decrease in the
total inhibition of p from F;. (c) If inhibition decreases sufficiently, p releases a nonspecific arousal wave to F,; that is, a
wave of activation that activates all F, nodes equally. (‘Novel events are arousing’.) This arousal wave resets the STM
pattern Y at F, by inhibiting Y. (d) After Y is inhibited, its top-down prototype signal is eliminated, and X can be
reinstated at F;. The prior reset event maintains inhibition of Y during the search cycle. As a result, X can activate a
different STM pattern Y* at F,. If the top-down prototype due to Y* also mismatches I at Fj, then the search for an
appropriate F, code continues, until an appropriate F, representation is selected. Such a search cycle represents a type
of nonstationary hypothesis testing. When the search ends, an attentive resonance develops and learning of the
attended data is initiated. (Adapted with permission from Grossberg, 1999b.)
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The individual features at F; have no meaning on
their own, just as the pixels in a picture are mean-
ingless individually. The category, or symbol, in F,
is sensitive to the global patterning of these fea-
tures, but it cannot represent the ‘contents’ of the
experience, including their conscious qualia, be-
cause a category is a compressed, or ‘symbolic’,
representation. It has often been erroneously
claimed that a system must process either distri-
buted features or symbolic representations, but
cannot process both. This is not true in ART. The
resonance between these two types of information
converts the pattern of attended features into a
coherent context-sensitive state that is linked to its
category through feedback. It is this coherent state,
which joins together distributed features and sym-
bolic categories, that can enter consciousness. ART
proposes that all conscious states are resonant
states. In particular, such a resonance binds
spatially distributed features into either a syn-
chronous equilibrium or an oscillation, until it is
dynamically reset. Such synchronous states have
recently attracted much interest after being
reported in neurophysiological experiments. They
were predicted in the 1970s in the articles that
introduced ART (Grossberg, 1999b).

RESONANCE AS A MEDIATOR
BETWEEN INFORMATION
PROCESSING AND LEARNING

In ART, the resonant state, rather than bottom-up
activation, is claimed to drive the learning process.
The resonant state persists for long enough, and at
a high enough activity level, to activate the slower
learning processes in the adaptive weights that
guide the flow of signals between bottom-up and
top-down pathways between levels F; and F». This
helps to explain how adaptive weights that were
changed through previous learning can regulate
the brain’s present information processing, without
learning about the signals that they are currently
processing unless they can initiate a resonant state.
Through resonance as a mediating event, one can
see from a deeper viewpoint why humans are in-
tentional beings who are continually predicting
what may next occur, and why we tend to learn
about the events to which we pay attention.

LEARNING AND HYPOTHESIS
TESTING

A sufficiently strong mismatch between an active
top-down expectation and a bottom-up input -
for example, because the input represents an

unfamiliar type of experience — can drive a memory
search. Such a mismatch within the attentional
system may activate a complementary ‘orienting
system’, which is sensitive to unexpected and un-
familiar events. ART suggests that this orienting
system includes the hippocampal system, which
has long been known to be involved in mismatch
processing, including the processing of novel events
(e.g., Otto and Eichenbaum, 1992). Output signals
from the orienting system rapidly reset the recogni-
tion category that has been specifying the poorly
matching top-down expectation (Figure 1(b) and
1(c)). The cause of the mismatch is thus removed,
thereby freeing the system to activate a different
recognition category (Figure 1(d)). The reset event
triggers memory search, or hypothesis testing,
which automatically leads to the selection of a re-
cognition category that can better match the input.
If no such recognition category exists, say because
the bottom-up input represents a truly novel ex-
perience, then the search process automatically ac-
tivates an as-yet-uncommitted population of cells,
with which to learn about the novel information.

This learning process works well under both un-
supervised and supervised conditions (e.g., Car-
penter and Grossberg, 1994). Under supervised
conditions, a predictive error can force a cycle of
hypothesis testing, or memory search, that might
not have occurred under unsupervised conditions.
For example, a misclassification of a letter F as an E
could persist based just on visual similarity, unless
culturally determined feedback forced the network
to separate them into different categories. Such a
search can discover a new or better-matching
category with which to represent the novel data.
Taken together, the interacting processes of atten-
tive learning and orienting search achieve a type of
error correction through hypothesis testing that can
build an ever-growing, self-refining internal model
of a changing world.

CONTROLLING THE GENERALITY OF
KNOWLEDGE

What information is bound into object or event
representations? Some scientists believe that exem-
plars, or individual experiences, can be learned and
remembered, like familiar faces. But storing every
exemplar requires huge amounts of memory, and
leads to unwieldy memory retrieval. Others believe
that we learn prototypes (Posner and Keele, 1970)
that represent more general properties of the envir-
onment, for example, that everyone has a face. But
then how do we learn specific episodic memories?
ART provides an answer to this question.
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ART systems learn prototypes whose generality
is determined by a process of ‘vigilance’ control by
environmental feedback or internal volition (Car-
penter and Grossberg, 1991; Grossberg, 1999b).
Low vigilance permits learning of general categor-
ies with abstract prototypes. High vigilance forces
memory search to occur when even small mis-
matches exist between an exemplar and the
category that it activates: for example, between
letter exemplar F and letter category E. Given
high enough vigilance, a category prototype may
encode an individual exemplar. Vigilance is
computed within the ART orienting system: see
Figure 1. Here, bottom-up excitation from an
input pattern [ is balanced against inhibition from
active features across level F;. If a top-down expect-
ation acts on Fj, then only the ‘matched’ features
are active there. If the ratio of matched features in
F; to all features in I is less than a vigilance para-
meter p (Figure 1(b)), then a reset, or ‘novelty,’
wave is activated (Figure 1(c)), which can trigger a
search for another category.

The simplest rule for controlling vigilance during
supervised learning is called match tracking. Here,
a predictive error causes vigilance to increase until
it is just higher than the ratio of active features in F;
to total features in I. The error hereby forces vigi-
lance to ‘track’ the degree of match between input
exemplar and matched prototype. This is the min-
imal level of vigilance that can trigger a reset wave
and thus a memory search for a new category.
Match tracking realizes a minimax learning rule
that maximizes category generality while minimiz-
ing predictive error. That is, it uses the least
amount of memory resources that can prevent
errors. ART models thus try to learn the most gen-
eral category that is consistent with the data. This
can lead to overgeneralization, like that seen in
young children, until further learning causes
category refinement. Benchmark studies of classi-
fying complex databases have shown that the
number of categories learned scales well with data
complexity (e.g. Carpenter and Grossberg, 1994).

MEMORY CONSOLIDATION AND THE
EMERGENCE OF RULES

As sequences of inputs are practiced over learning
trials, the search process eventually converges
upon stable categories. It has been mathematically
proven (Carpenter and Grossberg, 1991) that famil-
iar inputs directly access the category whose proto-
type provides the globally best match, while
unfamiliar inputs engage the orienting subsystem
to trigger memory searches for better categories,

until they become familiar. This process continues
until the available memory, which can be arbitrar-
ily large, is fully utilized. The process whereby
search is automatically disengaged is a form of
memory consolidation that emerges from network
interactions. Emergent consolidation does not
preclude structural consolidation at individual
cells, since the amplified and prolonged activities
that subserve a resonance may be a trigger for
learning-dependent cellular processes, such as pro-
tein synthesis and transmitter production. It has
also been shown that the adaptive weights which
are learned by some ART models can, at any stage
of learning, be translated into if-then rules (e.g.
Carpenter and Grossberg, 1994). Thus the ART
model is a self-organizing rule-discovering produc-
tion system as well as a neural network. These
examples show that the claims of some cognitive
scientists and Al practitioners that neural network
models cannot learn rule-based behaviors are in-
correct.

CORTICOHIPPOCAMPAL
INTERACTIONS AND MEDIAL
TEMPORAL AMNESIA

As noted above, the attentional subsystem of ART
has been used to model aspects of inferotemporal
cortex, while the orienting subsystem models part
of the hippocampal system. The interpretation of
ART dynamics in terms of inferotemporal cortex
led Miller et al. (1991) to successfully test the pre-
diction that cells in monkey inferotemporal cortex
are reset after each trial in a working memory task.
To illustrate the implications of an ART interpret-
ation of inferotemporal-hippocampal interactions,
we will review how a lesion of the ART model’s
orienting subsystem creates a formal memory dis-
order with symptoms much like the medial tem-
poral amnesia that is caused in animals and human
patients after hippocampal system lesions. In par-
ticular, such a lesion in vivo causes: unlimited an-
terograde amnesia; limited retrograde amnesia;
failure of consolidation; tendency to learn the first
event in a series; abnormal reactions to novelty,
including perseverative reactions; normal priming;
and normal information processing of familiar
events. Unlimited anterograde amnesia occurs be-
cause the network cannot carry out the memory
search to learn a new recognition code. Limited
retrograde amnesia occurs because familiar events
can directly access correct recognition codes. Before
events become familiar, memory consolidation
occurs, which utilizes the orienting subsystem
(Figure 1(c)). This failure of consolidation would
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not necessarily prevent learning. Instead, it would
learn coarser categories, because of the failure of
vigilance control and memory search. For the same
reason, learning may differentially influence the
first recognition category activated by bottom-up
processing, much as amnesics are particularly
strongly bound to the first response they learn.
Perseverative reactions can occur because the
orienting subsystem cannot reset sensory represen-
tations or top-down expectations that may be per-
sistently mismatched by bottom-up cues. The
inability to search memory prevents ART from dis-
covering more appropriate stimulus combinations
to attend. Normal priming occurs because it is me-
diated by the attentional subsystem. Data support-
ing these predictions are summarized by Grossberg
and Merrill (1996), who also note that these are not
the only problems that can be caused by such a
lesion: hippocampal structures can also play a role
in learned spatial navigation and adaptive timing
functions.

Knowlton and Squire (1993) have reported that
amnesics can classify items as members of a large
category even if they are impaired on remembering
the individual items themselves. To account for
these results, the authors propose that item and
category memories are formed by distinct brain
systems. Grossberg and Merrill (1996) suggest that
their data could be explained by a single ART
system in which the absence of vigilance control
caused only coarse categories to form. Nosofsky
and Zaki (2000) have quantitatively simulated the
Knowlton and Squire data using a single-system
model in which category sensitivity is low.

CORTICAL SUBSTRATES OF ART
MATCHING

How are ART top-down matching rules imple-
mented in the cerebral cortex of the brain? An
answer to this question has been proposed as part
of a rapidly developing theory of why the cerebral
cortex is typically organized into six distinct layers
of cells (Grossberg, 1999a). Earlier mathematical
work had predicted that such a matching rule
would be realized by a ‘modulatory top-down on-
center off-surround’ network (e.g. Carpenter and
Grossberg, 1991; Grossberg, 1999b). Figure 2 shows
how such a matching circuit may be realized in the
cortex. The top-down circuit generates outputs
from cortical layer 6 of V2 that activate layer 6 of
V1 via the vertical pathway between these layers
that ends in an open triangle (which indicates an
excitatory connection). Cells in layer 6 of V1, in
turn, activate an ‘on-center off-surround’ circuit to
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Figure 2. The LAMINART model. The model is a syn-
thesis of feedforward (bottom-up), feedback (top-down),
and horizontal interactions within and between the lat-
eral geniculate nucleus (LGN) and visual cortical areas
V1 and V2. Cells and connections with open symbols
indicate excitatory interactions, and closed symbols indi-
cate inhibitory interactions. The top-down connections
from level 6 of V2 to level 6 of V1 indicate attentional
feedback. (See Grossberg, 1999a and Grossberg and Rai-
zada, 2000 for further discussion of how these circuits
work.) (Adapted with permission from Grossberg and
Raizada, 2000.)

layer 4 of V1. In this circuit, an excitatory cell (open
circle) in layer 6 excites the excitatory cell immedi-
ately above it in layer 4 via the vertical pathway
from layer 6 to layer 4 that ends in an open triangle.
This excitatory interaction constitutes the ‘on-
center’. The same excitatory cell in layer 6 also
excites nearby inhibitory cells (closed black circles)
which, in turn, inhibit cells in layer 4. This spatially
distributed inhibition constitutes the ‘off-surround”
of the layer 6 cell. The on-center is predicted to have
a modulatory, or sensitizing, effect on layer 4, due
to the balancing of excitatory and inhibitory inputs
to layer 4 within the on-center. The inhibitory sig-
nals in the off-surround can strongly suppress un-
attended visual features. This arrangement shows
how top-down attention can sensitize the brain to
prepare for expected information that may or may
not actually occur, without actively firing the sensi-
tized target cells and thereby inadvertently creating
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hallucinations that the information is already there.
When this balance breaks down, model “hallucin-
ations” may indeed occur, and these have many of
the properties reported by schizophrenic patients.

CONCLUSION

Adaptive resonance theory is a neural and a cog-
nitive theory of human and animal information
processing. ART proposes how the processes
whereby the brain can stably develop in the infant
and learn throughout life constrain the form of
perceptual and cognitive processes such as categor-
ization, expectation, attention, synchronization,
memory search, and consciousness in both normal
and clinical patients. ART realizes a mechanistic
unification of concepts about exemplar, prototype,
distributed, symbolic, and rule-based processing.
Recent models have shown how predicted ART
matching properties may be realized in certain lam-
inar circuits of visual cortex, and by extension in
other sensory and cognitive neocortical areas.
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Analogy-making is the process of finding or con-
structing a common relational structure in the de-
scriptions of two situations or domains and making
inferences by transferring knowledge from the
familiar domain (the ‘base’ or ‘source’) to the un-
familiar domain (the ‘target’), thus enriching our
knowledge about the latter.

INTRODUCTION
Analogy-making is crucial for human cognition.
Many cognitive processes involve analogy-making
in one way or another: perceiving a stone as a
human face, solving a problem in a way similar to
another problem previously solved, arguing in
court for a case based on its common structure
with another case, understanding metaphors, com-
municating emotions, learning, or translating
poetry from one language to another (Gentner
et al, 2001). All these applications require an ab-
stract mapping to be established between two
cases or domains based on their common structure
(common systems of relations). This may require
re-representation of one (or both) of the domains in
terms of the other one (or in terms of a third
domain). The first domain is called the base, or
source, and the second is called the target.
Analogy-making is a basic cognitive ability. It
appears to be present in humans from a very early
age, and develops over time. It starts with the
simple ability of babies to imitate adults and to
recognize when adults are imitating them, pro-
gresses to children’s being able to recognize an
analogy between a picture and the corresponding
real object, and culminates in the adult ability
to make complex analogies between various
situations. This seems to suggest that analogy-
making serves as the basis for numerous other
kinds of human thinking; hence the importance of

developing computational models of analogy-
making.

Analogy-making involves at least the following
sub-processes: building a representation, retrieving
a ‘base’ for the analogy, mapping this base to the
‘target’, transferring unmapped elements from the
base to the target, thereby making inferences,
evaluating the validity and applicability of these
inferences, and learning from the experience —
which includes generalizing from specific cases
and, possibly, developing general mental sche-
mata. There are, at present, no models that incorp-
orate all of these sub-processes. Individual models
focus on one or more of them.

Representation-building

The process of representation-building is absent
from most models of analogy-making. Typically,
representations are fed into the model. How-
ever, there are some models (e.g., ANALOGY,
Copycat, Tabletop, Metacat) that do produce their
own high-level representations based on essen-
tially unprocessed input. These models (Mitchell,
1993; Hofstadter et al, 1995; French, 1995) attempt
to build flexible, context-sensitive representations
during the course of the mapping phase. Other
models, such as AMBR (Kokinov and Petrov,
2001), perform re-representation of old episodes.

Retrieval

The retrieval process has been extensively studied
experimentally. Superficial similarity is the most
important factor in analogical retrieval: the re-
trieval of a base for analogy is easier if it shares
similar objects, similar properties, and similar gen-
eral themes with the target. Structural similarity,
the familiarity of the domain from which the
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analogy is drawn, the richness of its representa-
tions, and the presence of generalized schemata,
also facilitate retrieval. Most models of retrieval
are based on exhaustive search of long-term
memory (LTM) and on the assumption that old
episodes have context-independent, encapsulated
representations. There are, however, exceptions
(e.g., AMBR) that rely on context-sensitive recon-
struction of old episodes performed in interaction
with the mapping process.

Mapping

Mapping is the core of analogy-making. All com-
putational models of analogy-making include map-
ping mechanisms, i.e., means of discovering which
elements of the base correspond to which elements
of the target. The difficulty is that one situation can
be mapped to a second situation in many different
ways. We might, for example, make a mapping
based on the color of the objects in both the
base and target (the red-shirted person in the base
domain would be mapped to the red-shirted
person in the target domain). This would, in gen-
eral, be a very superficial mapping (but might,
none the less, be appropriate on occasion). We
could also map the objects in the two domains
based on their relational structures. For example,
we could decide that it was important to map the
giver—receiver relationship in the first domain to
the same relationship in the target domain, ignor-
ing the fact that in the base domain the giver had a
red shirt and in the target domain the giver was
wearing a blue shirt.

Experimental work has demonstrated that find-
ing this type of structural isomorphism between
base and target domains is crucial for mapping
(Gentner, 1983). Object similarity also plays a role
in mapping, although generally a secondary one. A
third factor is the pragmatic importance of various
elements in the target: we want to find mappings
that involve the most important elements in the
target. Searching for the appropriate correspond-
ences between the base and the target is a compu-
tationally complex task that can become infeasibly
time-consuming if the search is unconstrained.

Transfer

New knowledge then has to be inserted into the
target domain based on the mapping. For example,
suppose a new brand of car appears on the market,
and that this car maps well onto another brand of
car that is small, fast, and handles well on tight
curves. But you also know that this latter brand of

car is frequently in need of repair. You then wonder
whether the new brand of car will also be in fre-
quent need of repair.

Transfer is present in some form in most models
of analogy-making, and is typically integrated with
mapping. Transfer is considered by some research-
ers as an extension of the mapping already estab-
lished, adding new elements to the target.

Evaluation

Evaluation is the process of establishing the likeli-
hood that the transferred knowledge will be applic-
able to the target domain. In the example above, the
evaluation process would have to assign the degree
of confidence we would have that the new car
would also be in frequent need of repair. Evalu-
ation is often implicit in the mechanisms of map-
ping and transfer.

Learning

Only a few models of analogy-making have incorp-
orated learning mechanisms. This is somewhat
surprising since analogy-making is clearly a
driving force behind much learning. However,
some models are capable of generalization from
the base and target, or from multiple exemplars,
to form an abstract schema, as in LISA (Hummel
and Holyoak, 1997) and the SEQL model based on
SME (Falkenhainer et al, 1989).

Below we will review a number of important
computational models of analogy-making belong-
ing to different classes and following different ap-
proaches. First the ‘symbolic’ models will be
presented. These models employ separate local
representations of objects, relations, propositions
and episodes (e.g., ‘John’, ‘chair’, ‘run’, ‘greater
than’, ‘John ate fish’, ‘my birthday party last
year’). Then, ‘connectionist’ models will be pre-
sented. Here the objects, relations, and episodes
are represented as overlapping patterns of acti-
vation in a neural network. Finally, a third, hybrid
class of models will be presented. These models
combine symbolic representations with connec-
tionist activations. They are based on the idea that
cognition is an emergent property of the collective
behavior of many simple agents.

SYMBOLIC MODELS
ANALOGY

The earliest computational model of analogy-
making, ANALOGY, was developed by Thomas



Analogy-making, Computational Models of 3

Evans (1964). This program solves multiple-choice
geometric analogy problems of the form ‘A is to B
as C is to what?’ taken from intelligence tests and
college entrance examinations.

An important feature of this program is that the
input is not a high-level description of the problem,
but a low-level description of each component of
the figure — dots, simple closed curves or polygons,
and sets of closed curves or polygons. The program
builds its own high-level representation describing
the figures in A, B, C, and all given alternatives for
the answer, with their properties and relationships
— for example ( (P1 P2 P3) . ((INSIDE P1
P2) (LEFT P1P3) (LEFT P2 P3))). Then
the program represents the relationship between A
and B as a set of possible rules describing how
figure A is transformed into figure B — for example,

((MATCHP2P4) (MATCHP1P5) (REMOVE
P3) ) which means that figure P, from A corres-
ponds to figure P4 from B, P; corresponds to Ps, and
the figure P3 does not have a corresponding figure
and is therefore deleted. Then each such rule is
applied to C in order to get one of the alternative
answers. In fact, each such rule would be general-
ized in such a way as to allow C to be applied to D.
Finally, the most specific successful rule would be
selected as an outcome. Arguably, one of the most
significant features of the program is its ability to
represent the target problem on its own — a feature
that has been dropped in most recent models.

Structure Mapping Theory

The most influential family of computational
models of analogy-making have been those based
on Dedre Gentner’s (1983) ‘structure mapping
theory’ (SMT). This theory was the first to explicitly
emphasize the importance of structural similarity
between base and target domains, defined by
common systems of relations between objects in
the respective domains. Numerous psychological
experiments have confirmed the crucial role of re-
lational mappings in producing convincing and
sound analogies. There are several important as-
sumptions underlying the computational imple-
mentation of SMT called SME (Falkenhainer ef al,
1989): (1) mapping is largely isolated from other
analogy-making sub-processes (such as representa-
tion, retrieval and evaluation) and is based on in-
dependent mechanisms; (2) relational matches are
preferred over property matches; (3) only relations
that are identical in the two domains can be put
into correspondence; (4) relations that are argu-
ments of higher-order relations that can also be
mapped have priority, following the ‘systematicity

principle’ that favors systems of relations over isol-
ated relations; and (5) two or three interpretations
are constructed by a ‘greedy merge” algorithm that
generally finds the ‘best’ structurally coherent
mapping. Early versions of SME mapped only
identical relations and relied solely on relational
structure. This purely structural approach was
intended to ensure the domain independence of
the mapping process. Recent versions of SME
have made some limited use of pragmatic aspects
of the situation, as well as re-representation tech-
niques that allow initially non-matching predicates
to match.

The MAC/FAC model of analogical retrieval
(Forbus et al, 1995) was intended to be coupled
with SME. This model assumes that episodes are
encapsulated representations of past events; they
have a dual encoding in LTM: a detailed predicate-
calculus representation of all the properties and
relations of the objects in an episode and a shorter
summary (a vector representation indicating the
relative frequencies of the predicates that are used
in the detailed representation). The retrieval pro-
cess has two stages. The first stage uses the vector
representations to perform a superficial search for
episodes that share predicates with the target prob-
lem. The episode vectors in LTM that are close to
the target vector are selected for processing by the
second stage. The second stage uses the detailed
predicate-calculus representations of the episodes
to select the one that best matches the target. These
two stages reflect the dominance of superficial
similarity as well as the influence of structural
similarity.

Gentner’s ideas — in particular, their emphasis on
the structural aspects of analogical mappings —
have been very influential in the area of computa-
tional analogy-making and have been applied in
contexts ranging from child development to folk
physics. Various improvements and variants of
SME have been developed, and it has been in-
cluded as a module in various practical applica-
tions.

Other Symbolic Models

A number of other symbolic models have helped to
advance our understanding of analogy-making.
Jaime Carbonell proposed the concept of deriv-
ational analogy, where the analogy is drawn not
with the final solution of the old problem, but with
its derivation, i.e., with the way of reaching the
solution, an approach developed further by Man-
uela Veloso. Smadar Kedar-Cabelli developed a
model of purpose-directed analogy-making in
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concept learning. Mark Burstein developed a
model called CARL which learned from multiple
analogies combining several bases. Mark Keane
and his colleagues developed an incremental
model of mapping, IAM, which helps explain the
effects of order of presentation of the material
observed in humans.

CONNECTIONIST MODELS

Research in the field of analogy-making has, until
recently, been largely dominated by the symbolic
approach, for an obvious reason: symbolic models
are well equipped to process and compare the com-
plex structures required for analogy-making. In the
early years of the new connectionist paradigm,
these structures were very difficult to represent
in a connectionist network. However, advances
in connectionist representation techniques have
allowed distributed connectionist models of ana-
logy to be developed. Most importantly, distrib-
uted representations provide a natural internal
measure of similarity, thereby allowing the system
to handle the problem of similar but not identical
relations in a relatively straightforward manner.
This ability is essential to analogy-making and has
proved hard for symbolic models to implement.

Multiple Constraints Theory

The earliest attempt to design an architecture in
which analogy-making was an emergent process
of activation states of neuron-like objects was pro-
posed by Keith Holyoak and Paul Thagard (1989)
and implemented in a model called ACME. In this
model, structural similarity, semantic similarity,
and pragmatic importance determine a set of con-
straints to be simultaneously satisfied. The model is
supplied with representations of the target and of
the base, and proceeds to build a localist constraint-
satisfaction connectionist network where each
node corresponds to a possible pairing hypothesis
for an element of the base and an element of
the target. For example, if the base is ‘train’
and the target is ‘car’ then all elements of trains
will be mapped to all elements of cars; there will
therefore be hypothesis nodes created not only for
‘locomotive — motor’ but also for ‘locomotive —
license plate’, ‘locomotive — seat-belt buckle’, etc.
The excitatory and inhibitory links between these
nodes implement the structural constraints. In this
way, contradictory hypothesis nodes compete and
do not become simultaneously active, while con-
sistent ones mutually support each other. The net-
work gradually moves towards an equilibrium

state, and the best set of consistent mapping hy-
potheses (e.g., ‘locomotive — motor’, ‘rails — road’,
etc.) wins. The relaxation of the network provides a
parallel evaluation of all possible mappings and
finds the best one, which is represented by the set
of most active hypothesis nodes.

ARCS is another related model of retrieval. It
is coupled with ACME and operates in a similar
fashion. However, while mapping is dominated
by structural similarity, retrieval is dominated by
semantic similarity.

STAR

STAR-1 was the first distributed connectionist
model of analogy-making (Halford et al., 1994). It
is based on the tensor product connectionist
models developed by Smolensky. A proposition
like MOTHER-OF (CAT, KITTEN) is repre-
sented by the tensor product of the three vectors
corresponding to MOTHER-OF, CAT, and
KITTEN: MOTHER-OF ® CAT ® KITTEN. The
tensor product in this case is a three-dimensional
array of numbers where the number in each cell is
the product of the three corresponding coordinates.
This representation allows any of the arguments, or
the relational symbol, to be extracted by a general-
ized dot product operation: (MOTHER—-OF ® CAT)
¢ (MOTHER-OF ® CAT ® KITTEN) = KITTEN.
The LTM of the system is represented by a tensor
that is the sum of all tensor products representing
the individual statements (the main restriction
being that the propositions are simple and have
the same number of arguments). Using this type
of representation, STAR-1 solves proportional ana-
logy problems like ‘cat is to kitten as mare is to
what?’

STAR-2 (Wilson et al, 2001) maps complex analo-
gies by sequentially focusing on various parts of
the domains — simple propositions with no more
than four dimensions — and finding the best map
for the arguments of these propositions by parallel
processing in the constraint satisfaction network
(similarly to ACME). The fact that the number of
units required for a tensor product representation
increases exponentially with the number of argu-
ments of a predicate implies processing constraints
in the model. Wilson et al claim that humans are
subject to similar processing constraints: specific-
ally, they can, in general, handle a maximum of
four dimensions of a situation concurrently. The
primary interest of the modelers is in exploring and
explaining capacity limitations of human beings
and achieving a better understanding of the devel-
opment of analogy-making capabilities in children.
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LISA

John Hummel and Keith Holyoak (1997) proposed
an alternative computational model of analogy-
making using distributed representations of struc-
ture relying on dynamic binding. The idea is to
introduce an explicit time axis so that patterns of
activation can oscillate over time (thus the timing
of activation becomes an additional parameter in-
dependent of the level of activation). Patterns of
activation oscillating in synchrony are considered
to be bound together, while those oscillating out of
synchrony are not. For example, ‘John hired Mary’
requires synchronous oscillation of the patterns for
‘John” and ‘Employer” alternating with synchron-
ous oscillation of the patterns for ‘Mary” and ‘Em-
ployee’. Periodic alternation of the activation of the
two pairs represents the whole statement. How-
ever, if the statement is too complex there will be
too many pairs that need to fire in synchrony.
Based on research on single-cell recordings, Hum-
mel and Holyoak believe that the number of such
pairs of synchronously firing concepts cannot
exceed six. Representations in LISA’s working
memory are distributed over the network of se-
mantic primitives, but representations in long-
term memory are localist — there are separate
units representing the episode, the propositions,
their components, and the predicates, arguments,
and bindings. Retrieval is performed by spreading
activation, while mapping is performed by learning
new connections between the most active nodes.
LISA successfully integrates retrieval of a base
with the mapping of the base and target, even
though retrieval and mapping are still performed
sequentially (mapping starts only after one episode
is retrieved).

HYBRID MODELS

Two groups of researchers have independently
produced similar models of analogy-making
based on the idea that high-level cognition emerges
as a result of the continual interaction of relatively
simple, low-level processing units, capable of
doing only local computations. These models are
a combination of the symbolic and connectionist
approaches. Semantic knowledge is incorporated
in order to compute the similarity between elem-
ents of the two domains in a context-sensitive way.

Copycat and Related Architectures

The family of Copycat and Tabletop architectures
(Mitchell, 1993; Hofstadter et al, 1995; French, 1995)

was explicitly designed to integrate top-down se-
mantic information with bottom-up emergent pro-
cessing. Copycat solves letter-string analogies of
the form ‘ABC is to ABD as KLM is to what?” and
gives plausible answers such as KLN or KLD. The
architecture of Copycat involves a working
memory, a semantic network (simulating long-
term memory) defining the concepts used in the
system and their relationships, and the ‘coderack’
— the procedural memory of the system — a store for
small, nondeterministic computational agents
(‘codelets’) working on the structures in the
working memory and continually interacting with
the semantic network. Codelets can build new
structures or destroy old structures in working
memory. The system gradually settles towards a
consistent set of structures that will determine the
mapping between the base and the target.

The most important feature of these models of
analogy-making is their ability to build up their
own representations of the problem, in contrast
with most other models which receive the repre-
sentations of the base and target as input. Thus
these models abandon traditional sequential pro-
cessing and allow representation-building and
mapping to run in parallel and continually influ-
ence each other. The partial mapping can influence
further representation-building, thus allowing the
gradual construction by the program of context-
sensitive representations. In this way, the mapping
may force us to see a situation from an unusual
perspective in terms of another situation, and this
is an essential aspect of creative analogy-making.

AMBR

AMBR (Kokinov, 1994) solves problems by ana-
logy. For example, how can you heat some water
in a wooden vessel, being in the forest?” The solu-
tion, heating a knife in a fire and immersing it in the
water, is found by analogy with boiling water in a
glass using an immersion heater.

The AMBR model is based on DUAL, a general
cognitive architecture. The LTM of DUAL consist
of many micro-agents, each of which represents a
small piece of knowledge. Thus concepts, instances
and episodes are represented by (possibly overlap-
ping) coalitions of micro-agents. Each micro-agent
is hybrid: its symbolic part encodes the declarative
or procedural knowledge it is representing, while
its connectionist part computes the agent’s acti-
vation level, which represents the relevance of this
knowledge to the current context. The symbolic
processors run at a speed proportional to their
computed relevance, so the behavior of the system
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is highly context-sensitive. The AMBR model im-
plements the interactive parallel work of recollec-
tion, mapping and transfer that emerge from the
collective behavior of the agents and which pro-
duces the analogy. Recollection in AMBR-2
(Kokinov and Petrov, 2001) is reconstruction of
the base episode in working memory by activating
relevant aspects of event information, of general
knowledge, and of other episodes, and forming a
coherent representation which will correspond to
the target problem. The model exhibits illusory
memories, including insertions from general know-
ledge and blending with other episodes, and con-
text and priming effects. Some of these phenomena
have been experimentally confirmed in humans.

CONCLUSIONS

The field of computational modeling of analogy-
making has moved from the early models, which
were intended mainly to demonstrate that com-
puters could, in fact, be programmed to do ana-
logy-making, to complex models that make
nontrivial predictions of human behavior. Re-
searchers have come to appreciate the need for
structural mapping of the base and target domains,
for integration of and interaction between repre-
sentation-building, retrieval, mapping and learn-
ing, and for systems that can potentially scale up
to the real world. Computational models of ana-
logy-making have now been applied to a large
number of cognitive domains (Gentner ef al, 2001).
However, many issues remain to be explored in the
endeavor to model the human capacity
for analogy-making, one of our most important
cognitive abilities.
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Artificial life is the study of life and life-like pro-
cesses through simulation and synthesis.

INTRODUCTION

Artificial life literally means ‘life made by human
artifice rather than by nature’. It has come to refer
to a broad, interdisciplinary endeavor that uses the
simulation and synthesis of life-like processes to
achieve any of several possible ends: to model
life, to develop applications using intuitions and
methods taken from life, or even to create life. The
aim of creating life in a purely technological context
is sometimes called ‘strong artificial life’.

Artificial life is of interest to biologists because
artificial life models can shed light on biological
phenomena. It is relevant to engineers because it
offers methods to generate and control complex
behaviors that are difficult to generate or control
using traditional approaches. But artificial life also
has many other facets involving inter alia various
aspects of cognitive science, economics, art, and
even ethics.

There is not a consensus, even among workers in
the field, on exactly what artificial life is, and many
of its central concepts and working hypotheses are
controversial. As a consequence, the field itself is
evolving from year to year. This article provides a
snapshot and highlights some controversies.

HISTORY

The roots of artificial life are quite varied, and
many of its central concepts arose in earlier intel-
lectual movements.

John von Neumann implemented the first artifi-
cial life model (without referring to it as such) with
his famous creation of a self-reproducing, compu-
tation-universal entity using cellular automata. At
the time, the construction was surprising, since

many had argued its impossibility, for example on
the grounds that such an entity would need to
contain a description of itself, and that description
would also need to contain a description, ad infini-
tum. Von Neumann was pursuing many of the very
issues that drive artificial life today, such as under-
standing the spontaneous generation and evolution
of complex adaptive structures; and he approached
these issues with the extremely abstract method-
ology that typifies contemporary artificial life. Even
in the absence of modern computational tools, von
Neumann made striking progress.

Cybernetics developed at about the same time as
von Neumann’s work on cellular automata, and he
attended some of its formative meetings. Norbert
Wiener is usually considered to be the originator of
the field (Wiener, 1948). It brought two separate
foci to the study of life processes: the use of
information theory and a deep study of the self-
regulatory processes (homeostases) considered
essential to life. Information theory typifies the ab-
stractness and material-independence of the ap-
proach often taken within both cybernetics and
artificial life. Both fields are associated with an
extremely wide range of studies, from mathematics
to art. As a discipline, cybernetics has evolved
in divergent directions; in Europe, academic de-
partments of cybernetics study rather specific
biological phenomena, whereas in America cyber-
netics has tended to merge into systems theory,
which generally aims toward formal mathematical
studies. Scientists from both cybernetics and
systems theory contribute substantially to contem-
porary artificial life.

Biology (i.e. the study of actual life) has provided
many of the roots of artificial life. The subfields of
biology that have contributed most are microbiol-
ogy and genetics, evolution theory, ecology, and
development. To date there are two main ways
that artificial life has drawn on biology: crystalizing
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intuitions about life from the study of life, and
using and developing models that were originally
devised to study a specific biological phenomenon.
A notable example of the latter is Kauffman’s use of
random Boolean networks (Kauffman, 1969, 1993).
Biology has also influenced the problems studied in
artificial life, since artificial life’s models provide
definite answers to problems that are intractable
by the traditional methods of mathematical biol-
ogy. Mainstream biologists are increasingly partici-
pating in artificial life, and the methods and
approaches pioneered in artificial life are increas-
ingly accepted within biology.

The most heavily represented discipline among
contemporary researchers in artificial life is com-
puter science. One set of artificial life’s roots in
computer science is embedded in artificial intelli-
gence (Al), because living systems exhibit simple
but striking forms of intelligence. Like Al, artificial
life aims to understand a natural phenomenon
through computational models. But in sharp con-
trast to Al, at least as it was originally formulated,
artificial life tends to use bottom-up models in
which desired behavior emerges in a number of
computational stages, instead of top-down models
that aim to yield the desired behavior directly (as
with expert systems). In this respect, artificial life
shares much with the connectionist movement that
has recently swept through artificial intelligence
and cognitive science. Artificial life has a related
set of roots in machine learning, inspired by the
robust and flexible processes by which living
systems generate complex useful structures. In par-
ticular, some machine learning algorithms such as
the genetic algorithm (Holland, 1975) are now seen
as examples of artificial life applications, even
though they existed before the field was named.
New areas of computer science (e.g., evolutionary
programming, autonomous agents) have increas-
ingly strong links to artificial life. (See Artificial
Intelligence, Philosophy of)

Physics and mathematics have also had a strong
influence on artificial life. Statistical mechanics and
thermodynamics have always claimed relevance to
life, since life’s formation of structure is a local
reversal of the second law of thermodynamics,
made possible by the energy flowing through a
living system. Prigogine’s thermodynamics of dis-
sipative structures is the most modern description
of this view. Statistical mechanics is also used to
analyze some of the models used in artificial life
that are sufficiently simple and abstract, such as
random Boolean networks. Dynamical systems
theory has also had various contributions, such
as its formulation of the generic behavior in

dynamical systems. And physics and dynamical
systems have together spawned the development
of synergetics and the study of complex systems
(Wolfram, 1994), which are closely allied with arti-
ficial life. One of artificial life’s main influences
from physics and mathematics has been an em-
phasis on studying model systems that are simple
enough to have broad generality and to facilitate
quantitative analysis.

The first conference on artificial life (Langton,
1989), where the term ‘artificial life’ was coined,
gave recognition to artificial life as a field in its
own right, although it had been preceded by a
similar conference entitled ‘Evolution, Games, and
Learning’ (Farmer et al., 1986). Since then there
have been many conferences on artificial life, with
strong contributions worldwide (e.g., Bedau et al.,
2000). In addition to the scientific influences de-
scribed above, research in artificial life has also
come to include elements of chemistry, psychology,
linguistics, economics, sociology, anthropology,
and philosophy.

CONCEPTS AND METHODOLOGY

Most entities that exhibit lifelike behavior are com-
plex systems — systems made up of many elements
simultaneously interacting with each other. One
way to understand the global behavior of a com-
plex system is to model that behavior with a simple
system of equations that describe how global vari-
ables interact. By contrast, the characteristic ap-
proach followed in artificial life is to construct
lower-level models that themselves are complex
systems and then to iterate the models and observe
the resulting global behavior. Such lower-level
models are sometimes called agent- or individual-
based models, because the whole system’s behav-
ior is represented only indirectly and arises merely
out of the interactions of a collection of directly
represented parts (‘agents’ or ‘individuals’).

As complex systems change over time, each
element changes according to its state and the
state of those ‘neighbors” with which it interacts.
Complex systems typically lack any central control,
though they may have boundary conditions. The
elements of a complex system are often simple
compared to the whole system, and the rules by
which the elements interact are also often simple.
The behavior of a complex system is simply the
aggregate of the changes over time of all of the
system’s elements. In rare cases the behavior of a
complex system may actually be mathematically
derived from the rules governing the elements’ be-
havior, but typically a complex system’s behavior
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cannot be discerned short of empirically observing
the emergent behavior of its constituent parts. The
elements of a complex system may be connected in
a regular way, such as on a Euclidean lattice, or in
an irregular way, such as on a random network.
Interactions between elements may also be without
a fixed pattern, as in molecular dynamics of a
chemical soup or interaction of autonomous agents.
When adaptation is part of a complex system’s
dynamics, it is sometimes described as a complex
adaptive system. Examples of complex systems in-
clude cellular automata, Boolean networks, and
neural networks. Examples of complex adaptive
systems include neural networks undergoing a
learning process and populations of entities evolv-
ing by natural selection.

One of the simplest examples of a complex
system is the so-called ‘game of life” devised by
the mathematician John Conway (Berlekamp et al.,
1982). The game of life is a two-state two-
dimensional cellular automaton with a trivial
nearest-neighbor rule. You can think of this
‘game’ as taking place on a two-dimensional rect-
angular grid of cells, analogous to a huge checker-
board. Time advances in discrete steps, and a cell’s
state at a given time is determined by the states of
its eight neighboring cells according to the
following simple ‘birth—death” rule: A ‘dead’ cell
becomes ‘alive’ if and only if exactly three neigh-
bors were just ‘alive’, and a ‘living’ cell “dies” if and
only if fewer than two or more than three neighbors
were just ‘alive’. From inspection of the birth-death
rule, nothing particular can be discerned regarding
how the whole system will behave. But when the
system is simulated, a rich variety of complicated
dynamics can be observed and a complex zoo of
structures can be identified and classified (blinkers,
gliders, glider guns, logic switching circuits, etc.). It
is even possible to construct a universal Turing
machine in the game of life and other cellular au-
tomata, by cunningly configuring the initial config-
uration of living cells. In such constructions gliders
perform a role of passing signals, and analyzing the
computational potential of cellular automata on the
basis of glider interactions has become a major
research thrust.

Those who model complex adaptive systems en-
counter a tension resulting from two seemingly
conflicting aims. To make a model ‘realistic’ one
is driven to include complicated realistic details
about the elements, but to see and understand the
emergent global behavior clearly one is driven to
simplify the elements as much as possible. Even
though complex adaptive systems include systems
whose elements and dynamical rules are highly

complicated, the spirit of most artificial life work
is to look for the complexity in the emergent global
behavior of the system, rather than to program the
complexity directly into the elements.

Computation is used extensively in the field of
artificial life, usually to simulate models to gener-
ate data for studying those models. Simulation
is essential for the study of complex adaptive
systems for it plays the role that observation and
experiment play in more conventional science.
Having no access to significant computational
machinery, Conway and his students first studied
the game of life by physically mapping out dy-
namics with go stones at teatime. Now thousands
of evolutionary generations for millions of sites
can be computed in short order with a conven-
tional home computer. Computational ability to
simulate large-scale complex systems is the single
most crucial development that enabled the field
of artificial life to flourish and distinguish itself
from precursors (such as cybernetics or systems
theory).

The dependence of artificial life on simulation
has led to debate within the field over the onto-
logical status of the simulations themselves. One
version of strong artificial life holds that life may
be created completely within a simulation, with its
own virtual reality, yet with the same ontological
status as the phenomenon of life in the real world.
Some hold, however, that simulated, virtual reality
cannot possibly have the same ontological status as
the reality we experience. These point out that a
simulated hurricane can never cause us to become
wet. They also believe that if artificial life is to
achieve the status of reality, it must include an
element of embodiment, an extension into the
real, non-simulated world enabling an interaction
with that world. Believers in the reality of simula-
tion point out that a simulation has its own embodi-
ment within a computer, that a simulation is not an
abstract formula specifying a program but the
actual running of a program in a real physical
medium using real physical resources. The belief
that artificial life has its own bona fide reality
is particularly strong among those who generate
experimental data with simulations.

Both living systems and artificial life models are
commonly said to exhibit emergent behavior —
indeed, many consider emergent behavior to be a
hallmark of life — but the notion of emergence
remains ill-defined. There is general agreement
that the term has a precise meaning in some con-
texts, most notably to refer to the resultant aggre-
gate global behavior of complex systems. The
higher-level structures produced in Conway’s



4 Artificial Life

game of life provide a classic example of this kind
of emergent behavior. In spite of clear examples
like the game of life, there is no agreement
regarding how one might most usefully define
emergence. Some believe that emergence is merely
a form of surprise. On this view, emergence exists
only in the eye of the beholder and whether a
phenomenon is emergent or not depends on the
mindset of the observer. Others believe that there
is an objective, observer-independent definition of
emergence in terms of whether a phenomenon is
derivable from the dynamical rules, even if it is
often difficult to tell a priori what can be derived
from the dynamical rules underlying complex
systems. These difficulties lead some to argue that
the term ‘emergence’ should simply be dropped
from the vocabulary of artificial life. However,
this advice is not widely heeded at present.

Complexity is another commonly recognized
hallmark of life, and this notion has also so far
eluded satisfactory definition. Apparently several
different concepts are involved, such as structural
complexity, interaction complexity, and temporal
complexity. To some, it seems obvious that the
biosphere is quite complex at present and that
its complexity has increased on an evolutionary
timescale. But the difficulties of defining complex-
ity lead others to claim that life’s present com-
plexity and its increase over time are either
illusory or a contingent artifact of our particular
evolutionary history. Understanding complexity
and its increase through the course of evolution
are at the center of much research in artificial life.
In fact, one of the field’s main goals at present is to
produce and then understand open-ended evolu-
tion, an ongoing evolutionary process with con-
tinually increasing complexity.

Darwin’s view of evolution, with its emphasis on
survival of the fittest, implied that the process of
adaptation was the key to the creation of intelligent
design through life’s evolution. However, the role
and significance of adaptation is controversial
today. Some hold that adaptation is the main force
driving the changes observed in evolution. Others
maintain that most of evolution consists of non-
adaptive changes that simply explore a complex
space of morphological forms. Still others claim
that much of the apparent intelligence of complex
systems is a necessary result of certain com-
plex system architectures. Artificial life may shed
light on this debate by providing many diverse
examples of evolutionary processes, with an at-
tendant ability to analyze the details of those pro-
cesses in a way that is impossible with the
biosphere, because the analogous assaying of

historical data is currently impractical and much
of the historical data is simply unavailable.

Analysis of adaptation has led to the idea of a
fitness landscape. Organisms (or agents in an arti-
ficial life model) are considered to be specified by a
genome (or sometimes a set of model parameters).
The interaction of the organism with other organ-
isms as well as with its environment yields an
overall fitness of the organism, which is often
thought of as a real-valued function over the
space of possible genomes (or model parameters).
In various applications of evolutionary algorithms,
such as the genetic algorithm, specifying a fitness
function is an essential part of defining the prob-
lem. In such cases, adaptation is a form of optimiza-
tion, ‘hill climbing in the fitness landscape’. In
artificial life models, however, fitness is often not
specified explicitly, but is a property emerging
from the interactions of an organism with its world.

The concept of a fitness landscape as an analyt-
ical device suffers various limitations. One is that
a fitness landscape is generally an approximation;
the fitness landscape itself can evolve when organ-
isms in a population interact strongly with each
other. Another reason is that on an evolutionary
timescale, the space on which a fitness function is
defined is changing with the advent of new elem-
ents to the genome or new model parameters for
artificial organisms. Simulating agent-based artifi-
cial life models is a natural and feasible way to
study these more general situations.

MODELS AND PHENOMENA

Generally, artificial life models choose a level of
biological life to model. The lowest stratum may
be thought of as analogous to the chemical level;
higher stages include modeling of simple organ-
isms such as bacteria, constituents of more complex
organisms such as cells, complex organisms them-
selves, and varieties of complex organisms that can
give rise to ecologies. One might consider a holy
grail of artificial life to be the discovery of a single
model that can span all these levels; so far the field
has had difficulty producing a model that spans
even one connected pair of levels.

The most primitive phenomenon explored by
some artificial life models is self-organization.
Such models study how structure may emerge
from unstructured ensembles of initial conditions.
Naturally, one aim is to discover the emergence of
lifelike structure; some models explicitly aim to
model the origin of life — such as chemical soups
from which fundamental structures such as self-
maintaining autocatalytic networks might be seen
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to emerge. Models for the immune system are an-
other example of a lifelike process emerging from
chemical interactions. Self-organization has also
been studied in models for higher-level living
structures, such as metabolisms and cell networks,
with Boolean networks whose dynamics converge
to different structures depending on model meta-
parameters (Kauffman, 1969, 1993).

A host of models target the organismic level,
sometimes with significant interactions between
organisms. These models typically allow changes
in the organisms as part of the system’s dynamics
(e.g., through a genetic mechanism), and the most
common goal of research using these models is to
identify and elucidate structure that emerges in the
ensuing evolutionary process. Some models fit in
between the chemical level and the organismic
level, aiming to understand development by mod-
eling interacting cells. Other models are inter-
organismic, in the sense that they aim explicitly to
model interactions between different types of or-
ganisms or agents. These models often contain
elements of game theory.

Many of the models studied in artificial life
should be viewed as ‘purely digital’ models. Purely
digital models drop any pretense of modeling any
pre-existing biological structures; their elements
are digital constructs having no direct biological
reference. Such models seek to produce novel,
purely digital instances of biological phenomena
in their emergent behavior. Conway’s game of life
is a purely digital model at the physical or chemical
level, embodying an extremely simple and unique
form of ‘chemical’ interactions (the birth—-death
rule). The self-organization exhibited in the game
of life is not a representation of chemical self-
organization in the real world but a wholly novel
instance of this phenomenon. Another chemical-
level model is AlChemy (Fontana, 1992), which
consists of a mixture of ‘reacting chemical mol-
ecules’ that are actually simple programs that pro-
duce new programs as output when one program is
given as input to another program.

One example of a purely digital model on the
‘organismic” level is Tierra (Ray, 1992), which con-
sists of ‘organisms’ that are actually simple self-
replicating computer programs populating an
environment consisting of computer memory.
Tierra was a mature version of earlier efforts of a
model called Core Wars (Dewdney, 1984) and has
been followed by more developed versions such as
Avida (Adami and Brown, 1994). In Tierra, the
world is a one-dimensional ring of computer
memory, which may be populated with instruc-
tions that are much like idealized microprocessor

assembly language instructions (e.g., copy, jump,
conditional branch, etc.). The instructions are the
microscopic components of the model, and the
model’s central processing unit (CPU) implements
the instructions in memory, creating a chemistry
from which structure in the model can emerge.
The model is generally seeded with a primordial
organism consisting of a group of instructions that
can copy itself to another place in memory. The
copying is accompanied by errors (mutations) that
can enhance the functionality of the organisms.

The accomplishments and shortcomings of most
artificial life models are exemplified by those of
Tierra. On the side of accomplishments, Tierra
shows clear evidence of evolution, and the
resulting emergence of structure and organization
that were not ‘programmed’ into the model expli-
citly. Careful analysis of the evolutionary results
reveals computational features such as evolution
of subroutines and versions of parasitism. On the
negative side, the model shows only one level of
emergence (e.g., the model must be seeded by a
primordial organism; evolution of an unstructured
soup has not yet produced an emergent viable
organism). Secondly, the evolution of the digital
organisms appears to ‘level off’, reaching a stage
where increasingly insignificant innovations are
absorbed into the population, instead of displaying
the open-ended evolution of natural systems.
Reasons for this limitation include (1) simplicity
of the model’s evolutionary driving force (the evo-
lutionary value of replication with minimal CPU
time), (2) structural limitations on the space of in-
novations possible, which create limitations on
organism functionality, and (3) structural limita-
tions on organisms’ ability to interact with each
other and their environment. Different artificial
life models have different detailed reasons for the
two limitations we have discussed in Tierra, but the
limitations are generally prevalent.

Another important area of artificial life is not so
much a modeling activity as much as an implemen-
tation activity. This work aims to produce hard-
ware implementations of lifelike processes. Some
of these implementations are practical physical
devices. But some of this activity is primarily the-
oretical, motivated by the belief that the only way
to confront the hard questions about how life
occurs in the physical world is to study real phys-
ical systems. Again, there is an analogy with bio-
logical levels. The ‘chemical’ level is represented by
work on evolvable hardware, often using program-
mable logic arrays (e.g., Breyer et al., 1998). The
‘organismic” level is represented by recent work in
evolutionary robotics (e.g., Cliff et al., 1993). An
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‘ecological’ level might be represented by the Inter-
net along with its interactions with all its users on
computers distributed around the world.

Artificial life, like its antecedent, cybernetics, has
a peculiarly broad cultural scope extending beyond
cut and dried scientific progress. This breadth is
best exemplified by the work of Karl Sims (Sims,
1991), who has coupled rich image-producing com-
putational environments with interactions between
those environments and people watching the
images at an exhibit. The result is an evolutionary
system that is not constrained to live within the
confines of a particular model’s framework, but
rather that is a coupling of two evolutionary sub-
systems, one of which is natural (the audience).
Sims’ interactive evolutionary art has produced
several visually striking results, and human inter-
action seems to give the evolutionary system
an open-ended quality characteristic of natural
evolution.

FUTURE DIRECTIONS

One broad direction artificial life will continue to
take in the future is that of synthesis: the synthesis
of significant biological phenomena either within
the context of model simulation or hardware im-
plementation. A grave difficulty facing progress in
this area is the lack of any quantitative basis of
comparison for many of the biological phenomena
artificial life aims to model. An example of this
difficulty is modeling open-ended evolution. How
could we know when this is achieved? In general,
measurable characterization of phenomena is a
prerequisite to quantitative comparison, and
much progress is needed in order to achieve this
for many target phenomena.

Probably the largest goal of the field is to under-
stand the nature of life itself. This will be furthered
to some extent with the quantitative comparisons
just mentioned, but there is also a broader goal of
discerning what the boundaries of life are, and how
the idea of life might be extended to phenomena
beyond biological life. Is there a sense in which
financial markets or sociotechnical networks are
alive, independent of the lives of their biological
constituents? Many in the field of artificial life be-
lieve that, if the concept of life is properly framed
and understood, such questions may well have a
precise affirmative answer.
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Attractor networks are types of neural network that
are often used to represent human subjects’ con-
tent-addressable memory. That is, given part of a
memory, such as a name, we can complete the
pattern and recall other information about the indi-
vidual associated with that name.

INTRODUCTION: COGNITION AS
ACTIVATION DYNAMICS

How is it we recall information? Many psycho-
logists have suggested that our memory is red-
integrative — that is, we ‘re-integrate’ the information
each time we recall something. The correlate in
computer science is called content-addressable
memory (CAM). Standard retrieval of information
from a computer’s memory requires an address, the
location of the information. One can, however, buy
an expensive piece of hardware that will retrieve
the bits at any address in the memory that match a
partial pattern of bits; i.e., based on the content of
that memory. What is expensive to a computer
scientist seems effortless for a human. For example,
I can tell you I am thinking of someone who is a
former actor, a former President of the United
States, a Republican, quite elderly, and a Rhodes
scholar. You probably retrieved ‘Ronald Reagan’,
even though part of the description is incorrect.
You retrieved this memory through pattern comple-
tion: given part of the memory, you retrieved the
rest of the memory.

In neural networks, systems that provide for the
storage and retrieval of such patterns are called
attractor networks, and have been used to model
such diverse phenomena as memory, lexical access,
reading, aphasia, dyslexia, associating names and
faces, and face recognition. This article very briefly
reviews some of the mathematics of such networks
and how they are trained.

HOPFIELD NETWORKS

Hopfield networks, named after the physicist John
Hopfield who studied them and proved many of
their properties, are a particular kind of neural
network in which the units are symmetrically con-
nected. (Such networks had been studied earlier;
see Cowan and Sharp (1988) for a review. Hopfield
(1982) became associated with these networks by
proving their stability properties using an energy
function and by promoting the idea of them as
memory models.) Hopfield networks are important
because there is a great deal of elegant theory sur-
rounding them. Unfortunately, the theory shows
that as memories, they have a very small capacity.
However, the important role they played in the
development of the theoretical properties of neural
networks makes them worthy of consideration. The
following discussion owes much to Hertz et al.
(1991).

A binary Hopfield network is a collection of N
units, connected by weighted links. A unit is repre-
sented by its activation value, y;:

yi = 8(ui) 1
N

u; = Zwi]yj (2)
=0

g(x)=1ifx >0, else —1 (3)

where g(x) is called the activation function of the
units (here, it is also known as the sign function),
u; is often called the net input to the unit, and wy;
is the weight from unit j to unit i. Also, yp=1
by definition. w;, is sometimes called the bias of
the unit, and is equivalent to the negative of
a threshold (which it is explicitly when y, is
defined as —1 instead of 1). In Hopfield networks,
there is a constraint that w;;=wj; that is, the net-
work is symmetrically connected. This is explained
later.
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This system has a dynamics. That is, if we start
the system in some state (a pattern of activation
on the y;), it updates its state over time based
upon the above equations. For a ‘standard” Hop-
field network, this is done asynchronously. That is,
on each time step of the system, we randomly
choose an i between 1 and N, and update the acti-
vation of unit i using the above equations.

Given this formulation, the question is: how
can we store a set of patterns of activation such
that, when presented with a new pattern, the
system activations evolve to the closest stored
pattern? This idea is illustrated abstractly in
Figure 1. The coordinates of the graph are the acti-
vations of two continuously-valued units (note this
is easier to draw than if we used —1, 1 units, as we
are here). The ‘X’s represent stored activation
patterns. The arrows represent the idea that,
starting from nearby patterns, the system should
move towards the nearest one. The boundaries
around any pattern are called the attractor basin
for that pattern.

Following Hertz et al. (1991), we start with one
pattern, call it ¥ € {—1, 1}N, a vector of 1s and —1s
of length N. We would at least like this pattern to be
stable; that is, if we impose this activation pattern on
the units by setting all of the y;, the network should
not move from that pattern. The requirement for
stability is simply:

8 ( z]: wijxj) =x Vi (4)

If the update rule is applied, then, nothing
changes. The question, then, is how to set the
weights w;; to guarantee this. One common rule is:

1
w,-]- = ﬁ xix]- (5)

Then (assuming no bias):

u; = Z wi]-x]-

]
1
ZNinxjxj
j
1
ZNZX,‘ =X (6)
i

as required (note: g(x;) =x;). In fact, if fewer than
half of the elements are ‘wrong’, they will be over-
ruled by the majority that are correct. Thus this
system has an attracting state that is the desired
pattern. Given a partially correct pattern, it will
‘complete’ the pattern, just as the reader completed

Figure 1. Attractor basins in an imaginary network. The
x, y axes represent activations of two of the units, in this
case, continuous valued.

the ‘Reagan’ pattern. It should be noted that it also
possesses another attractor, —X, called the reversed
state (Hertz et al., 1991). This is the other attracting
state of the system.

For multiple patterns, we just overlay the weight
prescription of each pattern:

1
wijj = N Z x?x]’.7 (7)
P

where p ranges over all of the patterns. This is
called the outer product rule or Hebb rule after
Donald Hebb (1949), who proposed a similar idea
in his classic book, The Organization of Behavior. If
one imagines that these patterns are imposed (say,
via perception) on the set of units, then this rule sets
the weights according to the correlation between
their firing. In neuroscience, the slogan is, ‘neurons
that fire together wire together’.

In a learning setting, we can imagine that upon
presentation (or imposition) of a pattern (i.e., all y;
are set to the corresponding x/), starting from some
random initial weights, each weight is updated by:

wij: = Wij + MYy (8)
where 5 is a (usually small) learning rate param-
eter. Over many presentations of the patterns, the
weights will become proportional to the correlation
between the elements of the patterns. They will also
grow without bound, a problem that can be ad-
dressed by artificially limiting the size of the
weights, or by adding a ‘weight decay’ (or ‘forget-
ting’) term that moves the weights slowly back
towards 0.

Intuitively, we can think of the weights in the
network as constraints between the units. Suppose,
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for the sake of exposition, some unit represents
the feature "happy’ and another unit represents the
feature ‘has a big smile’. We would like both of these
units to be ‘on” (Yuappy = 1, Ysmite = 1), or both of these
units to be ‘off" (Yuappy = —1, Ysmite=—1) in a stable
pattern. Then they should have a positive weight
between them, since the features are correlated. On
the other hand, these units should have a negative
connection to a unit representing ‘sad’. Then if
Ysaa = 1, it will tend to try to turn off vy, and vice
versa. Hence the weights represent the way that
features may ‘vote’ for their friends (positive
weights) and vote against their enemies (negative
weights).

Returning to the rule for the weights given in
equation 7, the requirement for stability of a pattern
becomes:

Pl P
I'4 Z wix; | =x; Vi, p 9)
i
Note that we can decompose the sum into:
1 V-
P P b P
Zwl]xj = szxi i %
J i
1 A/
— N
=% +NZZ"1‘ j X

jor#p

(10)

The second term is called the crosstalk term. The
pattern will be stable if the crosstalk term is the
same sign as x} for all j, or if its magnitude is less
than 1, so that it does not overwhelm x]p .

The question now becomes: what is the capacity
of such a network? That is, how many such pat-
terns can reliably be stored? First, by ‘stored” we
simply mean that the pattern is stable, not that a
partial pattern will complete to a full pattern. Also,
there are several ways in which we might define
‘reliably’. For example, we might require that the
patterns remain exactly as stored, or that they
change only a small percentage of their bits, or
that they are stable with some probability and
some amount of distortion. It also matters how
correlated the patterns are with one another. The
details are beyond the scope of this article, but the
general result agrees with Hopfield’s empirical
finding in his original article that the capacity is
about 0.15N. The most quoted figure for the cap-
acity is 0.138N, which corresponds to about 1.6% of
the bits in a pattern changing to an incorrect setting
before it stabilizes (Hertz et al., 1991). This means
that to store, say, one pattern from every day of our
lives until we reach 50 years, we would need of the
order of 132,000 units. Looked at another way,
given that we have 10''-10'* brain cells, we could

store of the order of 10'°-10"" memories — if the
brain were a Hopfield network, and if it had to do
nothing but store memories. However, even if we
used only 1% of our brains for memory, we would
still be able to store around 100 million memories
by this calculation. So perhaps the view that they
have small capacity is not such an worry.

ENERGY FUNCTIONS AND
CONVERGENCE

One of the novel contributions of Hopfield’s ori-
ginal paper was the proof of convergence of a Hop-
field network. Convergence here means that when
the network starts in some state of activation, using
the update equations 1-3, the network will reach a
point where no activations change. Note that this
does not mean that it will converge to one of the
stored memories! It simply means that the network
will not oscillate, or become chaotic. The proof
relies on the notion of an energy function, also
known in physics as a Lyapunov function. The idea
is that the energy function is a real-valued function
of the state of the network, that it is bounded from
below, and that the update equations of the net-
work always make this number stay the same or go
down. If one can come up with a Lyapunov func-
tion for a system, one can infer that the system
reaches a point where nothing changes. (This is
speaking rather loosely. There may be updates
that move the state of the system to another state
with the same energy value. However, in the proof
below, we assume that only one unit changes its
state, which avoids this problem.) The particular
Lyapunov function Hopfield proposed is:

1
E = —Ezwqy,y] (11)
ij

This expression, without the negation sign, has also
been called the ‘goodness’ function of the network
by Rumelhart et al. (1986b), in which case it always
goes up or stays the same.

Here we have excluded the contribution of any
external input to the network, which can be easily
incorporated into this expression. Given a set of
weights, E clearly has a minimum value (it is
bounded from below). Intuitively, we can think of
this as a representation of how many constraints
have been violated by the current activation state.
That is, suppose two units are connected by a posi-
tive link. Then the constraint between them is that
they should both be on or both be off, as in the
‘happy/smile’ example above. This ‘constraintlet’
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is represented by two terms (redundantly) in the
above sum, Wyappy smiteYnappyYsmite and its dual. If both
units were on, then that would be a positive com-
ponent of the sum, which would mean a
more negative overall energy (more constraints
satisfied). If one of them was 1 and the other —1,
then the energy would be higher, all other things
being equal. Similarly, if w;; is negative, then the
energy is lower when y; and y; are of opposite sign,
versus when they have the same sign.

Another way to conceive of this is to imagine the
values of E for different activation values of the
network. If there are just two units in the network,
we can lay out the possible states of the system in a
plane. For some values of the units, E will be high,
and for others, E will be low. Doing some injustice
to the fact that we have only four discrete states, we
can imagine that E forms an energy landscape over
this two-dimensional state space of the system, as
shown in Figure 2. The surface shows the height of
the energy. The state of the network can be thought
of as a ball on this surface. Updating the network
state will cause the ball to roll downhill. This is just
a more detailed picture of the same phenomenon
shown in Figure 1.

Going back to the equation for E, it is intuitively
clear why the operation of the network dynamics
(equations 1-3) lowers this number. For example, if
a unit’s current value is —1, and the input from the
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rest of the network is positive, the unit will update
its state to be 41, which will violate fewer con-
straints. To see this formally, suppose that a unit
changes state upon updating (if it does not change
state, the energy remains the same). Let y/ represent
the new state of unit i. Then the difference in energy
with y; in its new state, E’, and the previous E only
involves the terms with y; and y; in them:

E-E=- Z wiyy; + Z Wiiliyj
j ]
= Y. ) _wii+yi ) wi;
] ]
=Wi—v) Z wijlyj
]

= (yi — yu; (12)

By assumption, u; is of opposite sign to y;, and must
be the same sign as y;. Hence the difference is
negative, and E’ must therefore be of lower energy
than E, as required.

BOLTZMANN MACHINES

One possible problem with Hopfield networks
is that, since the update equation is deterministic,
the energy always decreases. This means that the
network will always move to the lowest nearby
minimum, even if there is a better minimum

W
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Figure 2. [Figure is also reproduced in color section.] An imaginary energy landscape.
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somewhere else. The situation where this matters is
where some of the units in the network are clamped
—that is, their activation values are held fixed — and
the problem is to find the ‘best completion’ of
the pattern, given the constraints encoded in the
network weights. One possible fix to this problem
is to have the network sometimes go uphill in
energy with some small probability. Boltzmann ma-
chines are one embodiment of this notion (Hinton
and Sejnowski, 1986). The formulation of Boltz-
mann machines is somewhat different from the
standard Hopfield network. First, the units are sto-
chastic, and have states that are either 0 or 1:

o — 1 with probability g(u;) (13)
' | 0 with probability 1 — g(u;)

The probability of a unit being 1 is usually taken to

be a sigmoidal function of the input:

) = ;o
S =5 e ()

(14)

The parameter T is called the temperature, be-
cause of an analogy between the operation of the
system and spin glass models in statistical physics.
It controls the steepness of the function g. T can
be thought of as a noise parameter. The bigger T
is, the less each unit will respond to the input from
other units (the function g will be very flat). If T
were infinite, each unit would flip between 0 and 1
with 50% probability. Thus, the basic idea in the
operation of a Boltzmann machine is to start with a
high T, and slowly lower T until it is near 0 and the
system is practically deterministic (the function g
will be very close to a threshold unit as in equations
1-3). Hinton has described the idea as follows
(paraphrasing). Suppose you have a black box
with a surface like that in Figure 2 inside, and a
ball is dropped into the box. Your job is to get the
ball to the lowest spot on the surface, obviously
without being able to see inside the box. One way
to do this is to shake the box vigorously, then
slowly shake it less and less. The energetic shaking
should get the ball into the largest well in the box,
and as the shaking subsides, it should get into the
lowest spot. One can prove that if you shake the
box for an infinitely long time, and slow your
shaking appropriately, then the ball will end up in
the lowest spot in the box.

Another way to think about what T does is that
when it is big, it smooths out the bumps in the
energy landscape, as if you are squinting at it. As
it is lowered, the smaller bumps will emerge, and
the ball’s behavior will depend more on the fine
details of the landscape. It should be clear that no

one is proposing that your brain ‘heats up” as you
are recalling memories! However, the idea that
noise may help in reaching better states is not so
far-fetched. It has been shown that laughing in the
middle of a test improves performance.

Another novelty in Boltzmann machines is the
idea of hidden units in the network. These are units
that are not part of the stored patterns (which are
placed on the visible units), but can be used to dif-
ferentiate between patterns that might otherwise be
confused because they are too similar. The intro-
duction of a set of units that are not part of the
stored patterns makes the use of the Hebb rule
problematic, as the states of the hidden units are
not specified. However, learning in Boltzmann ma-
chines nevertheless turns out to be relatively
simple conceptually, but tends to be very slow.
(Recently, Hinton has developed a relatively fast
learning algorithm for a special case of Boltzmann
machines (Hinton, 2002), but it is beyond the scope
of this article.) The basic idea is to have two phases.
In one phase, the patterns that are to be stored are
clamped on the visible units. The network is run for
a long time, while statistics are collected on how
often units are on and off together. Then the net-
work is run again without the patterns clamped.
The weights are updated according to:

wi =n(< Yy > - <yiy; >) (15)

where the angle brackets mean averages over time,
1 is a learning rate parameter, y;” refers to the
clamped phase, and y; refers to the unclamped
phase. Notice that this rule will still result in sym-
metrically connected networks. Intuitively, one is
subtracting off the statistics of the network running
‘on its own’ from the statistics of the network when
the desired pattern is present. This has been com-
pared to an ‘awake’ state (where the network is
clamped by its perceptions of the environment)
versus a ‘sleep” state (the unclamped phase). Such
evocative imagery has not yet been verified by
neuroscientists, but one really wants it to be true.
One advantage of such networks is that, if they
learn successfully, operating them without inputs
will result in the network displaying on the visible
units the entire distribution of the training environ-
ment. Unlike deterministic networks, then, these
networks can be thought of as generative models of
their environment. Also, if one thinks of the net-
works as simply learning by exposure to an envir-
onment, they can be thought of as unsupervised
models that learn (on the hidden units) efficient
encodings (features) of their environment. This
has appeal as a model of how humans learn from
‘mere exposure’ to the environment. Of course, we
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start with a highly structured neural network,
based upon millions of years of evolution. Integrat-
ing such pre-structuring of the network with ap-
propriate learning rules is the subject of a great deal
of current research.

SEQUENTIAL ATTRACTORS:
BACKPROPAGATION THROUGH TIME

While the networks described so far are attractive
as models of pattern completion memory, they also
seem flawed as a model of how brains might work.
First of all, they require the connections in the net-
work to be symmetric. There is little evidence that
the neurons in brains, human or otherwise, are so
connected. Second, if one takes seriously the notion
of finding a stable state of the network, the idea that
our neurons settle to a stable state is not particu-
larly palatable. As Walter Freeman has remarked,
‘the only stable neuron is a dead neuron’. One
would like a model that perhaps reaches stable
states transiently, and then progresses to a new
state. While there has been some work in this area
for Hopfield networks (see Hertz et al. (1991) for
examples), there has been more work on training
networks to go through sequences of states using
supervised, or error-correction, learning techniques.
The standard approach is called backpropagation
through time (BPTT). While the full details are
beyond the scope of this article, we can summarize
some of the main points.

First, note that if we eschew stable states, the
networks must not be symmetrically connected.
Otherwise, there would be a Lyapunov function
to describe their dynamics. Second, if one wants
the network to go through different states, it must
be told, in some way or another, what those states
are. Hence, the training must be supervised — states
are specified for the trajectory of the network, and
the network is required to pass through those states
in the order specified. We may retain the notion of
attractors if we generalize it to cyclical behaviors.
This means that, for example, if the network is
somehow pushed out of the trajectory it has been
trained to produce, it will move back towards that
trajectory. Finally, such systems usually use con-
tinuous units, that take values in the range [0,1]. A
standard equation for the activity of such units is
the logistic equation:

1

g(ui) = 1+ exp(—u;) (16)
which bears a remarkable resemblance to the equa-

tion for the probability of a unit being ‘on” in a

error

A
t=2
OOt

activation

& ()—

Figure 3. [Figure is also reproduced in color section.] Back-
propagation in time.

Boltzmann machine. However, here this produces
not a probability, but the actual activation of the
unit. Otherwise, the u; is calculated in exactly the
same way as in equations 1-3.

BPTT uses the idea illustrated in Figure 3. On the
left of the figure, there is a simple asymmetric re-
current network. This network is converted into a
so-called feedforward network by ‘“unrolling’” it in
time, as shown on the right. Backpropagation
(Rumelhart et al., 1986a) is a supervised learning
technique that adjusts the weights in a network in
order to reduce the error in the state of the network.
Errors, in the form of target states, can be ‘injected’
into the network at any time step, and the weights
are adjusted to make the state of the network closer
to the target state. Errors are then propagated back-
wards through the network (hence the name ‘back-
propagation’), in this case through time (hence the
name, BPTT).

The weighted links are color-coded to show how
the links in the feedforward version relate to the
links in the recurrent version. Also, since links of
the same color in the feedforward version are, con-
ceptually, the same link, this means that any weight
adjustments to one link must be made to all of the
links of the same color. Essentially, in BPTT, the
weight changes to each link are added together for
links of the same color. One of the most striking
examples of BPTT in action was its use to train a
system to back up a semi-tractor trailer, which
required many steps and is a complex task that
requires a very skilled human operator to perform
(Nguyen and Widrow, 1989).

PHASE-SPACE LEARNING

BPTT in its basic form has problems in training
systems with complicated attractors, especially if
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(@ (b)
Figure 4. Embedding a ‘co” from 2-D into 3-D.

one wants multiple sequential attractors in the
same system (see Tsung and Cottrell (1995) for a
discussion). A mild variation on BPTT produces
surprising results. Tsung and Cottrell (1995) intro-
duced a variation that applies in the case where the
desired system dynamics are deterministic, which
is often the case (an example where this is not the
case is in machine translation; for example, the
Spanish casa can be translated into English as
house or home). It uses two ideas. The first,
borrowed from time-series prediction, is to per-
form a delay-space embedding of the desired trajec-
tory. This is useful in cases where the observed
behavior does not appear deterministic, but could
be, if more dimensions were introduced. Take, for
example, a figure 8 shape. If the two visible units of
a system (represented by the two axes in Figure
4(a)) are supposed to describe a figure 8 with their
behavior, what happens at the middle point of the 8
is not determined — the system could go one of two
ways. However, if there was a third dimension that
basically raised one of the curves above the other
(think of a raised highway), then the system would
be deterministic. The idea is shown in Figure 4(b).
Note that the ‘shadow’ of the trajectory in 2-D is
still a figure 8 shape, but the system has a third
variable that allows the crossing point to be
separated in space.

Delay-space embedding is a technique for
adding more state variables to avoid such crossing
points, basically by taking the desired trajectory
and adding more variables that are simply the
ones we already have, but delayed in time. The
skill is in picking the amount of delay, and the
number of extra variables formed this way (Kennel
et al., 1992). An important property of a proper
embedding is that each point on the trajectory
uniquely determines the next point on the trajec-
tory. The space that the system is embedded into is

P
>

called a phase space. In this space, time is repre-
sented by movement through the space. For
example, the picture given in Figure 1 is a phase
space picture: movement along the arrows is move-
ment in time for the system. In this case, the mem-
ories given by the Xs in that picture are called fixed
point attractors. We are interested here in attractors
that may involve, for example, closed loops in
phase space, which correspond to oscillations.
An example of this has already been shown in
Figure 4.

The second idea is, once the system has been
made deterministic in this way, the mapping from
one point to another is a map; i.e., there is some
function, let’s call it f, that produces the next point
on the trajectory given the current point. Introdu-
cing t, a time variable, f(ij(t)) — i(t + ot), for some
increment 6t of our choosing. We can use a feedfor-
ward neural network to learn f from examples.
Essentially, we are doing BPTT only one 6t step
back in time. However, given the way we have
arranged things via delay-space embedding, this
is all that is needed. Now, given this map, we
may iterate it. That is, once we start from some
point, #(0), and obtain f(3(0)) = ¥(6t), we can
apply f again, to get the next point, and so on. The
final idea is that we can make any trajectory an
attractor by training the network to start from
points near the desired attractor and making the
target closer to the attractor. Tsung and Cottrell
(1995) noted that this function f may be arbitrarily
complex, so that hidden units between the input
and the output may be needed. The idea is shown
in Figure 5.

Thus, phase-space learning consists of: (1) embed-
ding the trajectory to avoid crossing points,
(2) sampling trajectory elements near the desired
trajectory, and (3) training a feedforward network
on these trajectory elements. Since feedforward
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- - - - - -

(a (b)

Figure 5. Phase-space learning. (a) The training set is a sample of the trajectory elements. (b) Phase-space learning
network. Dashed connections are used after learning. From Tsung and Cottrell (1995), reprinted by permission of MIT
Press.
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Figure 6. Learning four coexisting periodic attractors. The network had 2-20-20-2 units and was trained using back-
propagation with conjugate gradient for 6000 passes through the training set: (a) the training set: 250 data pairs for each
of the attractors; (b) eight trajectories of the trained network delineate the four attractors; (c) vector field of the network:
this shows, for every little arrow, where the network would go next; (d) graph of the activations of the two visible units
over time, as they are ‘bumped’ into different attractor basins. From Tsung and Cottrell (1995), reprinted by permission
of MIT Press.
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networks are universal approximators (Hornik
et al., 1989), we are assured that, at least locally, the
trajectory can be represented. The trajectory is re-
covered from the iterated output of the pre-
embedded portion of the visible units (the ones
we started with — e.g., the ‘shadow’ of the embed-
ded system in the original space, as in Figure 4(b)).
Additionally, we may extend the phase-space
learning framework to also include time-varying
inputs that affect the output of the system, as
shown in Figure 5, bottom right.

The phase-space learning approach has no diffi-
culties storing multiple attractors. Learning mul-
tiple attractors can be done in the same way a
single attractor is trained; one simply includes a
sufficient number of trajectory segments near all
of the desired attractors. Figure 6 shows the result
of training four coexisting oscillating attractors, one
in each quadrant of the two-dimensional phase
space. The underlying feedforward network has
two inputs, two layers of 20 hidden units each,
and two outputs. The network will remain in one
of the oscillating regimes until an external force
pushes it into another attractor basin. Such oscillat-
ing attractors are called limit cycles in dynamical
systems theory.

Similarly, such a system can be used to avoid the
problems inherent in standard Hopfield networks.
The author has used phase-space learning to create
a standard fixed-point attractor network to store
‘meaning’ patterns derived from co-occurrence
counts. Specifically, 233 word vectors were used
that were processed versions of vectors obtained
from Curt Burgess at UC Riverside (Lund et al.,
1995). The words were those used by Chiarello
et al. (1990) in their priming experiments. They
represented various words from ‘ale’” to ‘wool’.
The structure of the vectors was such that, for
example, all of the food words were similar, all of
the clothing words were similar, etc. The vectors
were 36-dimensional (hence 36 visible units would
be required to store them), and the elements were
+/—1. Hence they were perfect for storing in a
Hopfield network, except for one thing: there
were over six times as many vectors as units, and
a Hopfield network with 36 units should be able to
store about five vectors. Instead, the author used
phase-space learning, in the following way: a 36-70-
36 feedforward network was used - that is, there
were 36 inputs, 70 hidden units, and 36 outputs. On
every training trial, one of the vectors was chosen
to present on the input. 25% of the bits in the vector
were probabilistically set to 0. The network was
trained to produce the original vector from this
nearby vector.

Once trained, it could be iterated by copying the
outputs back to the inputs. One can think of this
network as a recurrent network of 36 units, with 70
hidden units, by ‘folding over’ the output onto the
input. The activation starts at the input, flows to the
hidden units, and back to the input. There were
also direct connections from the units to themselves
(from the input to the output in the original
network). This network was trained in about
10 minutes of Cray time (circa 1995), and produced
the correct vector about 98% of the time. This dem-
onstrates that the capacity of such networks is much
higher than that of standard Hopfield networks.

CONCLUSION

There is not space in this article to cover several
related topics. In particular, the reader should be
aware that there are continuous-valued Hopfield
networks (Hopfield, 1984); a deterministic Boltz-
mann learning algorithm (Hinton, 1989) that learns
much faster than the standard algorithm; and re-
current networks that both recognize and produce
sequences (Elman, 1990; Jordan, 1986) in cases
where deterministic methods such as phase-space
learning do not apply.
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Backpropagation is a supervised training proce-
dure for feedforward connectionist networks that is
widely used by cognitive scientists to model learn-
ing phenomena.

LEARNING AND GENERALIZATION IN
NEURAL NETWORKS

Initial approaches to developing general-purpose
learning machines have generally been restricted
to a form of learning known as supervised learning,
i.e. abstracting the properties that underlie an
input-output relation given a sample of input-
output pairs. A standard test of successful learning
is the ability of the system to generalize, which is
measured by the average correctness of the
system’s responses to a set of novel stimuli.

Since the response properties of a neural network
depend on the weights, or connections between
pairs of units, models of learning are generally
framed in terms of how the weights change as a
function of experience. Donald Hebb (1949) sug-
gested that changes in the biological correlates of
these weights, the synapses between neurons,
underlie human learning. In the late 1950s and
early 1960s, learning rules were developed for net-
works. These rules were computationally limited,
since both the units and the network architectures
were simple (Rosenblatt, 1958; Widrow and Hoff,
1960). While the design of more powerful networks
was well within the scope of scientific knowledge
at that time, there was no known method for
training them. (See Hebb Synapses: Modeling of
Neuronal Selectivity; Hebb, Donald Olding)

A simple change to the processing function in the
individual units led directly to the development
of a learning rule for feedforward networks of arbi-
trarily complex connectivity. Notions from statis-

tics can be applied to derive a learning procedure
for networks with complex architectures. This was
first done by Paul Werbos (1974), but his results
went unnoticed by the scientific community until
their almost simultaneous rediscovery by LeCun
(1985), Parker (1982), and Rumelhart et al. (1986).

SINGLE-LAYER CONNECTIONIST
NETWORKS WITH LINEAR
THRESHOLD UNITS

The computational power of a connectionist net-
work depends on the computational power
of each unit and on the connectivity among the
units. Early learning rules applied to the ‘linear
threshold unit’” (LTU) model, which can respond
to a stimulus pattern with one of just two possible
values (usually these are 0 and 1). Each LTU per-
forms a ‘categorization’ function on the space of
possible stimuli: it divides the set of stimuli into
those that generate a response of 1 and those that
generate a response of 0. For an LTU, the boundary
between these regions is linear. A ‘layer” of LTUs
performs independent categorization tasks. A
category whose stimuli can be separated from stim-
uli outside the category by a linear boundary, and
which is thus computable by an LTU, is called lin-
early separable (LS) in the stimulus space. Some LS
categorization tasks are shown in Figure 1, along
with some that are not LS. (See Connectionism)

LEARNING IN SINGLE-LAYER
NETWORKS

Learning by an LTU is a process whereby the
weights change in order to improve the placement
of the category boundary. A ‘supervised learning
rule’ operates on the parameters of a system (in this
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Figure 1. Linear separability. The graphs illustrate four
categorization tasks in which patterns are plotted
according to the stimulus coordinates (sy, s,). Filled dots
represent stimuli that are in the category, and open
dots represent stimuli not in the category. Categorization
boundaries are drawn for the two linearly separable
tasks: (a) the ‘Boolean OR’ task, and (b) a real-valued
task. Two tasks that are not linearly separable are also
shown: (c) the ‘Boolean XOR’ task, and (d) a ‘double
spiral’ task.

case, the weights of the network) under the as-
sumption that a set of labeled data (i.e. stimulus
points for which the correct categorizations are
known) is available. This ‘training set’ is used to
tune, or train, the network weights in the hope that
the system will generalize from the training so that
it will classify novel stimuli appropriately. This
approach resembles standard regression tech-
niques from statistics.

Figure 2 illustrates weight changes of a linear
threshold unit and the resulting categorizations
on a two-dimensional stimulus space. Note that,
in the initial state, some responses of the network
are correct and some are incorrect. Eventually, the
system finds a classification boundary that solves
the given task as well as possible.

MULTI-LAYER NETWORKS

A network built of LTUs can compute a more gen-
eral class of functions than a single LTU, which is
restricted to computing functions that are LS. A
typical network structure is the ‘multi-layer per-
ceptron” (MLP), originally proposed by Rosenblatt
(1958). The MLP architecture first computes the

responses of several units, each with different
weights (the first layer) to a common stimulus.
The pattern of responses is fed as a stimulus to a
second layer, and so forth until the final (output)
layer. The layers that precede the output layer are
known as ‘hidden layers’.

An MLP can compute functions that are not LS.
Note that each unit in an MLP performs a linear
separation on its direct input, but the category it
computes on the network input might be more
complex. By introducing one or more layers
between the network stimulus and the ultimate
response, the stimulus pattern is transformed to
another ‘representation’. A task that is not LS
using the representations given at the stimulus
level may become LS at a hidden layer. Thus, an
MLP can compute a complex categorization task by
changing the representation of the task. What is
needed is to find a transformation under which
the hidden-layer representations are LS. An
example is shown in Figure 3.

BACKPROPAGATION OF ERROR

Until the publication of the ‘backprop” procedure,
there was no technique for training an MLP with
more than a single layer. Like standard regression
techniques, the derivation of backprop begins
with the definition of an ‘error measure” E which
quantifies how closely the network approxi-
mates the given data as a function of its weight
parameters.

The well-known ‘gradient descent’ technique is
used to modify each weight, by an amount that is
proportional to the derivative of E with respect to
that weight. This approach eluded researchers in
the 1960s, because of the abrupt shift in the value of
the threshold function at the threshold, which
renders the required derivatives undefined. The
insight that enables the use of gradient descent is
to replace the threshold function with a function
that is differentiable but retains the important fea-
tures of the threshold function (Figure 4).

The backpropagation learning rule is derived by
applying the gradient descent technique to fit a
feedforward network of sigmoid units to a set of
data. The rule can be implemented as a process
whereby an error value is first computed for each
output unit. Subsequently, these errors are ‘propa-
gated backwards’ through the weights of the net-
work to determine an ‘effective error’ for all the
hidden units in the network.

In its simplest form, the backprop procedure is
implemented as follows (compare with the single-
layer learning procedure described above):
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Figure 2. Learning by an LTU. Three stages during the learning process are shown. At each stage a table lists the
stimulus values (s4, 55), the target (T), and the actual response (), for the eight elements (A to H) of the training set. Each
element is plotted according to its stimulus values, and is either open or filled depending on its target value. The line
shows the discrimination boundary at each stage. (a) The initial (random) state. (b) The state after presentation of the
first pattern, G. (c) The final state: all patterns are correctly classified.
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Figure 3. A simple MLP. (a) The network shown computes the “XOR’ function of the stimulus, which is not a linearly
separable function. The intermediate (hidden) layer has two LTUs, which compute responses using the weights (arrow
labels) and thresholds (0) shown in the diagram. (b) The table shows the responses (k1, Ii») of the hidden units and the
response r of the output unit for each stimulus (sy, s5). (c) The linear classification boundaries of the hidden units
are shown in ‘S-space’, in which the stimulus patterns are plotted. (d) The linear classification boundary of the output
unit is shown in “H-space’, in which the representations of the patterns at the hidden layer are plotted.
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Figure 4. A sigmoid function. Backprop requires units that use differentiable functions. A sigmoid function is
differentiable and has many of the important properties of the threshold function. Here, a sigmoid function is plotted
(solid line) with a threshold function (dotted line). The value of 0 is 3 for both functions. The sigmoid function only
approaches its bounds asymptotically. The most common function used for this purpose is the ‘logistic’ function
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. Initialize the weights to random values.

2. Choose a random data item from the given set (stimu-
lus and categorization value).

3. Compute the activities of the hidden units (first map-
ping), and from these the activities of the output units
(second mapping). This is the ‘forward propagation’
of neural activity.

4. Compare the output responses with the target values
and assign an error value to each output unit.

5. Compute the ‘effective error’ for each hidden unit as a
function of the output unit errors and the hidden-
output weights. This is the ‘backward propagation’
of error.

. Modify the weights and biases.

7. Test the network on all items in the set of labeled data.

If the number of incorrect classifications is acceptable,

or if the number of iterations hits the maximum

allowed, then stop — otherwise, go back to step 2.

)

Table 1 gives a more detailed description of the
computations.

DEVELOPING INTERNAL
REPRESENTATIONS FROM
EXPERIENCE

In order for backprop to converge to a state that
computes a ‘difficult’ task (such as one that is not
LS), the mapping from the input to the hidden layer
must give representations that simplify the task
(e.g. rendering the task LS). Not only is conver-
gence dependent on finding an appropriate set of
internal representations, but so is the ability to
generalize appropriately. Although backprop is
not guaranteed to find an appropriate mapping of
this kind, it does converge to a solution in many
cases. In addition, it should be noted that an
‘almost perfect’ solution is acceptable for modeling
many phenomena.

MODELING COGNITION

Networks have been trained with backprop to
simulate cognitive functions ranging from percep-
tual tasks to high-order processes. These models
address a broad range of scientific questions. In
many cases, particularly in linguistics, the models
have been used as counterexamples to assertions
that certain cognitive capabilities must be innate or
must require specific types of symbolic manipula-
tion. Generally, backprop is used as an example of
how a ‘neural-like’ system can extract statistical
regularities from the environment, so that the per-
formance of the system appears to follow ‘rules’
without any explicit encoding of those rules. The
following examples from linguistics demonstrate
the facility of backprop for developing models of
cognitive tasks at several levels.

Mapping Text to Speech

In their simulation ‘NetTalk’, Sejnowski and Rosen-
berg (1987) trained a network to map English text to
the corresponding phonological representation.
Unlike some more regular languages, the correct
pronunciation of a given letter in English is not
always the same. However, it is not completely
arbitrary, but depends in large part on the letters
in the same neighborhood. Consider, for example,
the pronunciations of the letter ‘c” in the three non-
word strings ‘stince’, ‘stinch’, and ‘stinck’. The fact
that most readers of English would agree on the
pronunciation, even though they have never heard
the words read aloud, indicates that there are
‘rules’ for pronunciation rather than arbitrary cor-
respondences between letters and phonemes.
NetTalk is trained on a corpus of text, and eventu-
ally is able to pronounce not only text from the



Backpropagation 5

Table 1. The backprop algorithm

Algorithmic step Formulae Pseudocode
Hidden unit activities B — 1 for j :=1tonhid
T 1t e arg[j] :=hidb[j] ;
. for i :=1toninput
__ phid G . , A .
wherexfbj +;WUS/ arg[j] ::arg[J.]-'rW[l,j] *S[l];
h[j] :=f(argljl) ;
1 end
Output unit responses Ik fork :=1 tonoutput

T1tex

where x = b"' + 3~ vikh
j

Output unit errors S = (Ti — none(1 — i)

Hidden unit errors o = {Xk: v,-kék} hi(1 - hy)

Weight and bias adjustments Awjj = né;s;
A\/Jk = 7](5;(/7]‘
Ab}“d = né;

ABRY = oy

argl[k] :=outb[k] ;
for j :=1tonhid
arglk] :=arglk] +vI[j,k] *h[j] ;

r[k] :=f(arglk]) ;
end

for k :=1 tonoutput
dout [K] :=

(Tlk] —x[k]) *r[k] * (1-r[k]) ;
for j :=1tonhid

dhid[j] :=0;

for k :=1 tonoutput

dhid[j] :=dhid[j] +vI[j, k] *dl[k] ;
dhid[j] :=dhid[j] *h[j]l * (1 -h[j]) ;
end

for j :=1tonhid

bhid[j] :=bhid[j] + g* dhid[]] ;
for i :=1toninput

wli,j] :=wli,j] +g*dhid[j] *s[i] ;
fork :=1 tonoutput

bout[k] :=bout[k] + g * dout[k] ;
for j :=1tonhid

v[j,k] :=vI[j,k] + g*dout[k] *h[j] ;

training corpus, but also text unseen during
the training process. It extracts the mapping from
text to speech without an explicit representation of
the rules (see Figure 5).

Generating the Past Tense

The generation of past-tense verbs has been the
subject of study by developmental psychologists
because children almost universally go through
similar stages on the path to adult competence in
this task. A network simulation developed by
Rumelhart and McClelland (1986), which did not
use backprop, required a carefully designed repre-
sentation in order to learn the task of mapping
verbs from their present-tense forms to their past-
tense forms. Their simulation successfully general-
ized from the training examples to novel verbs,
both regular (e.g. jump and jumped) and irregular
(e.g. sing and sang). In addition, it was able to mimic
certain developmental stages of language learning
in children over the course of its training. With the
development of backprop, these results have been
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Figure 5. NetTalk. A sliding 7-character window of text
(Ty, Ty, Ts, T, Ts, T, Ty) is presented as input to a
network that is trained to generate a phonological repre-
sentation of the central character (T4). There are 29 input
nodes for each of the 7 character positions (26 letters,
space, period, and comma), a single hidden layer, and
output units representing phonemic features.

replicated in multi-layered networks that develop
the requisite representations, rather than having
them specified (Plunkett and Marchman, 1991).
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Evolution of Language

Over the course of centuries, languages undergo
subtle incremental changes that tend to reinforce
regularity (Quirk and Wrenn, 1957) — that is, excep-
tions to rules are gradually lost, especially for verbs
that occur with low frequency. Hare and Elman
(1993) offer an explanation and support it by
training a succession of networks on the past-
tense task using backprop. The first network in
their simulation is trained on present—past verb
pairs from Old English. Before it achieves perfect
performance, a second ‘child” network is trained
using the first network’s computed past tenses.
This process proceeds iteratively, each network
learning imperfectly from its parent, and so the
language evolves. While the process does not pre-
cisely follow the evolution of English, it exhibits
similar properties with respect to increased regu-
larization and the influence of word frequency.

ENHANCEMENTS TO BACKPROP

As a technique for training feedforward networks
for classification tasks in many domains and for
developing models of cognitive processes, back-
prop has been very successful. However, as a gra-
dient-descent procedure, the pure form of the
backprop procedure (commonly known as ‘vanilla
backprop’) has some flaws, which can make it an
inelegant, or even useless, approach. Some of these
are discussed below.

Local Minima

Gradient-descent processes proceed along a path
through the state space that reduces the objective
function (in this case, the error), like water being
driven down a hillside by gravity. The process
converges to a state that is a local minimum, from
which any direction leads uphill. Thus, the final
value of the error is dependent upon the initial
state, just as some mountain streams can lead to a
high-altitude lake, while others flow to the sea. One
imperfect, but simple, remedy is to add a ‘momen-
tum’ term to the learning rule, which reinforces
those components of weight changes that are
common across learning trials.

Overfitting Training Data

The input-output items used for training are gen-
erally ‘noisy’; that is, the output is not perfectly
dependent on the input. A system with many ad-
justable parameters can be trained to fit noisy

training data exactly, but only at the expense of its
ability to generalize. By monitoring network per-
formance on a set of ‘test data” (consisting of items
not used for training, but representative of the
same sample set), training can be stopped before
the system overfits the training data (Figure 6).

Slow Convergence

Gradient-descent processes tend to be slow. Learn-
ing of this kind is often criticized as a model of
human learning for its inability to learn an item
from a single exposure. The slow convergence is
exacerbated by the complexity of the input-output
relationship and the number of parameters. The
speed of convergence is closely related to the
value of the learning rate 7.

Network Architecture

The determination of the best number of hidden
units and their connectivity is a challenge, for
which guesswork and trial-and-error are often
relied upon. There are two primary approaches to
optimizing network architecture. Networks can be
‘grown’ by starting with a minimal architecture
and incrementally adding hidden units (Ash,
1989; Fahlman and Lebiere, 1990; Hanson, 1990)
when the generalization error stops decreasing. At
some point, the addition of more hidden units no
longer benefits the network, or may even be a nega-
tive contribution.

Alternatively, one can begin with many more
hidden units than are required and then ‘prune’

gen

Error

Etrain

Time

Figure 6. Two error measures. The error measured over
the training set, Eiin, steadily decreases over time. The
error with respect to a set sampled from the same popu-
lation, Egen, also decreases during the first period of
learning. Typically, for data sets with noise, Ege,, eventu-
ally begins to steadily increase. Learning should be
stopped when Eg., is at a minimum (at some point in
the shaded region).
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units that are deemed to have a low ‘relevance’ to
the network task (Chauvin, 1989; Mozer and Smo-
lensky, 1989; Le Cun et al., 1990; Hassibi and Stork,
1991; Demers and Cottrell, 1993). With each re-
moval, the network is retrained and the generaliza-
tion error is measured. The cycle of pruning and
retraining is continued until the generalization
performance begins to deteriorate. The objective
function (the function minimized by the grad-
ient descent) is typically augmented by an add-
itional term related to the number of active
hidden units.

LEARNING TO PERFORM TEMPORAL
TASKS

The first implementations of backprop were con-
fined to feedforward networks with static inputs
and static outputs. Temporal processes are more
naturally accommodated by networks that have
recurrence (i.e. they are not feedforward). The fact
that many cognitive processes are temporal in
nature has led to the development of strategies
to enable the application of backprop to temp-
oral tasks. Three main approaches are described
below.

Time Delay Neural Networks

In a ‘time delay neural network’ (TDNN), the input
nodes encode consecutive items from a discrete
temporal sequence. The sequence is shifted one
item at a time, presenting the network with a
sliding window on the entire temporal pattern.
The NetTalk architecture (Figure 5) is a TDNN
that processes a sliding window of text as input
and produces a stream of phonemes as output.
While a TDNN combines signals from different
points in time to interact at the input level, the
temporal interaction is limited by the size of the
window.

Simple Recurrent Networks

Jordan (1986) introduced the idea of cycling the
output back to the input in order to learn se-
quences. The next step was Elman’s (1990) simple
recurrent network (SRN), which learns to recognize
patterns within a sequence by storing ‘temporal
context’ in the hidden layer. With each iteration of
the learning procedure, the hidden unit activities
from the previous iteration are treated as if they
were part of the input to the network (Figure 7(a)).
Thus, the hidden layer acts as a memory that

can retain information over several time steps.
Servan-Schreiber et al. (1989) explored grammar
learning by an SRN. They showed that the SRN
could not only detect errors (with 100% accuracy
in a simple grammar), but could generate novel
sequences as well.

Backpropagation Through Time

The functionality of a given recurrent network R
with N nodes can be approximated for T timesteps
by a feedforward network F that has T layers with
N nodes per layer (see Figure 7(b)). In the ‘back-
propagation through time” procedure (Williams
and Zipser, 1989), each layer of F represents one
timestep of R. Thus there are T units in F corres-
ponding to each unit in R. Each connection from a
unit i to a unit j in R is replicated by a number of
copies in F. The implementation of backprop on F is
subject to the constraint that the replicants of a
given weight in R have the same value.

UNSUPERVISED LEARNING WITH
BACKPROPAGATION

Simply defined, the autoencoder is a network trained
to compute an identity map; that is, the target pat-
tern is the same as the input. The standard form is a
strictly-layered network (i.e. there are only connec-
tions between adjacent layers) with a single hidden
layer of K units, and an equal number (N) of input
and output units. Typically, K<N, and since the
output layer only has access to the hidden layer, it
must reconstruct the input pattern from the re-
duced (encoded) representation. In order to learn
this task successfully, the hidden unit representa-
tions must evolve such that each pattern is unique.

One of the most obvious applications of this (as-
suming K < N)is toreduce the dimensionality of data
representation. Any data item that can be success-
fully generated by the network can be stored
in a compressed form, simply by presenting it as
input to the network and storing the hidden-unit
representation. The well-known data compression
technique of principal components analysis is math-
ematically similar, though not exactly the same
(Baldi and Hornik, 1989). The original item can
be reconstituted at the output by activating the
hidden layer with the compressed representation
(see Figure 8). With this technique, the data com-
pression is ‘lossy’: that is, the reconstructed data
are not guaranteed to be accurate.

Some applications of auto-encoders trained with
back propagation are described below.



8 Backpropagation

Output

Hidden

Context
SRN (Elman, 1988)
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BPTT (Williams and Zipser, 1989)

Figure 7. Architectures for temporal tasks. Left The simple recurrent network (SRN) maintains a history of the input
sequence at the hidden layer by including the previous pattern of hidden unit activity as if it were part of a new input.
Right A recurrent network (top) is approximated by a three-layer feed-forward architecture (bottom), where every
node is replicated at every layer, and each layer corresponds to a different time step.

Image Compression

Cottrell et al. (1989) trained an auto-encoder on
image data. After training, the network was able
to represent the image using only 25% of the space
required for the bitmap version. The reconstructed
images had a very small deviation from the ori-
ginals.

Novelty Detection

For some classification tasks, there are not enough
data of one class to train a standard classifier
(whether connectionist or not). After training an
auto-encoder on items from the one class with
sufficient data, any test item that shows low

()
y

Output layer
(reconstructed signal)

Decoding
weights } [
Hidden layer
(encoded signal)
Encoding
weights

Figure 8. The autoencoder. This network is trained to
reconstruct the input pattern at the output layer. Accur-
ate reconstruction depends upon sufficient information
in the hidden units, since they supply the only informa-
tion available to the output units. Thus, the input is
encoded by the input-hidden weights. The hidden unit
representation is decoded by the hidden-output weights.

reconstruction error is classified as a member of
the class used for training. If the reconstruction is
poor, the item is classified as a member of the other
class (we assume only two classes here). This ap-
proach has been used for predicting failure of elec-
tric motors using data from normally functioning
motors only (Petsche ef al., 1996).

Random Access Auto-associative
Memory

Pollack (1990) presented a technique by which an
auto-encoder could develop a representation for a
binary tree. In his scheme, each node in the tree is
represented by an n-dimensional pattern of activ-
ity. An auto-encoding network with 2n input units,
n hidden units, and 2n output units is used. Such
‘random access auto-associative memories” have
been applied as models of grammar learning and
mental representations of music (Large et al., 1995).

BACKPROPAGATION AS A MODEL OF
HUMAN LEARNING

Generally, there are two aspects of backprop train-
ing that are of potential interest to cognitive scien-
tists: the dynamic process of learning, and the
properties of the network after learning. While it
is recognized as an important technique for cogni-
tive modeling, the application of backprop to
account for cognitive phenomena has been criti-
cized on several grounds. These include: biological
implausibility, the nature of the teaching signal,
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and interference between learning old and new
information.

Biological Plausibility

In part, the appeal of the neural-network ap-
proaches in artificial intelligence and cognitive sci-
ence is their connection with biology. While there is
ample neurobiological support for the notion that
synaptic modification underlies learning, there is
no specific mechanism known that corresponds to
the error transmission implied by backprop. Fur-
thermore, backprop has the inherent property of
allowing weights to change sign, which would be
analogous to an excitatory synapse becoming in-
hibitory or vice versa. A more biologically plausible
procedure that is similar to backprop has been sug-
gested by O'Reilly (1996). (See Long-term Potentia-
tion and Long-term Depression)

Teaching Signals

In its pure form, backprop requires an explicit
teaching signal to every output unit with every
pattern presentation. However, a great deal of
learning takes place with feedback that is much
less specific, or entirely absent. A network with
multiple output units can be trained with the min-
imal feedback of a scalar reward signal by introdu-
cing a second network that predicts the reward as a
function of the first network’s response (Munro,
1987).

Catastrophic Interference

If a network is trained with backprop on a set A of
input-output pairs, and then trained on an inde-
pendent set B, with no further training on the items
from A, the performance on A deteriorates quickly.
Eventually the items in A are forgotten (although
they are on average more easily relearned than
completely novel patterns). Partial remedies to the
problem include: using two types of weights that
change at different speeds (Hinton and Plaut,
1987); various forms of rehearsal (Ratcliff, 1990;
Robins, 1995); and enforcing sparser hidden-layer
representations (French, 1992; Krushke, 1993).

SUMMARY

Backprop has generated much attention, both
inside and outside the cognitive science commu-
nity. As a tool for cognitive modeling, it is still the
best technique for abstracting the statistics of a
task into a structure, and studying the internal

representations that emerge and their influence on
generalization performance. Thus, the acquisition
of knowledge by the artificial system can be com-
pared with human learning in several ways and
over many modalities.

Aside from any relevance it has to cognition,
backprop is also now a standard tool for machine
learning, and performs well compared with other
techniques. Variants of backprop are used in soft-
ware in a broad range of application domains, from
recognition of handwritten characters, to financial
forecasting, to medical diagnosis. Of course, devel-
opers of commercial software are not concerned
with cognitive and biological plausibility. They
are generally more concerned with minimizing
error rates than with emulating human patterns of
error.
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THE MATHEMATICS OF INDUCTIVE
LEARNING

Inductive learning is the process of coming to stat-
istical conclusions based on past experiences.
Unlike deduction, with induction one is never per-
fectly sure of one’s conclusion, instead arriving at a
(hopefully highly probable) guess. Inductive learn-
ing is performed by the human brain continually:
almost all of a brain’s conclusions, from the ‘sim-
plest’ ones involved in sensor-motor decisions, to
the most ‘sophisticated” ones concerning how one
should live one’s life, are based at least in part on
inductive learning. Even science is ultimately in-
ductive in nature, with the “past experiences’ its
conclusions are based on being previous experi-
mental data, and its ‘conclusions’ being theories
that are always open to revision.

A lot of work has been directed at implementing
inductive learning algorithmically, in computers.
‘Adaptive computation’, involving neural net-
works, fuzzy logic, and computational statistics,
can be viewed as a set of attempts to do this. The
topic of algorithmic induction also looms large in
other fields, like artificial intelligence and genetic
algorithms. Recently this work has fostered new
research on the mathematical underpinnings of
inductive learning. A thorough understanding of
those would not only result in improvements in our
applied computational learning systems; it would
also provide us with insight into the scientific
method, as well as human cognition.

This article surveys ‘Bayesian learning theory’
and ‘computational learning theory’. These are
the two principal mathematical approaches that
have been applied to supervised learning, a par-
ticularly important branch of inductive learning.
The form of supervised learning considered
in this article is simplified, the aim being to
highlight the distinctions between these two

learning theories rather than to present either in
its full form.

A mathematical framework that can encapsulate
both learning theories is the ‘extended Bayesian
framework’ (EBF) (Wolpert, 1997). A simplified
version of it, sufficient for current purposes, can
be roughly described as follows. Say we have a
finite “input space’ X and a finite ‘output space’ Y,
and a set of m input—output pairs d = {dx (i), dy (i) }.
Call d a ‘training set’, and assume it was created
by repeated noise-free sampling of an X — Y
‘target function’ f. More formally, assume that the
‘likelihood” governing the generation of d from f is
P(d|f) = T2, w(dx(D))3(dy (i), f(dx(i))), where d(.,.
is the Kronecker delta function, which takes the
value 1 if its arguments are equal and equals 0
otherwise, and = is the “sampling distribution’. P(f)
is known as the ‘prior distribution’ over targets, and
P(f|d) is known as the “posterior distribution’.

Let h be the X — Y function our learning algo-
rithm produces in response to d. As far as learning
accuracy is concerned, that learning algorithm is
described by P(1|d): the details of how the algo-
rithm generates /i from d are irrelevant. (One of the
major reasons why formalisms other than EBF have
limited scope is that they do not use P(h|d) to
describe the learning algorithm; there is no other
quantity that can capture all possible learning
algorithms.) When discussing multiple learning al-
gorithms - i.e., multiple distributions P(h|d) — we
will sometimes distinguish the different algorithms
with the notation 74, y5,... . Note that learning algo-
rithms only ever see d, never f (although they often
make assumptions concerning f). Accordingly,
P(hl|d,f) = P(h|d). Alsp note that P(h) =3, ;
P(h|d)P(d|f)P(f), and in general need not equal
the prior P(f) evaluated for f = h.

Take s to be the fraction of dx(i) such that
dy(i) = h(dx(i)); ie., s is the learning algorithm’s
average accuracy on the training set. We use c to
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indicate an error value, with its dependence on the
other variables indicated by c(h,f,d). In particular,
we write ¢o for the average (according to m) across
all x € X lying outside the training set of whether h
and f agree on x. We call co the ‘off training set’
(OTS) error; it is a measure of how well our learn-
ing algorithm generalizes from the training set. An
alternative error function, indicated by ¢, is the
‘independent, identically distributed” (IID) error
function. It is the same average, but not restricted
to x¢dx, so that a learning algorithm gets some
credit simply for memorizing what it’s already
seen.

Extensions of these definitions to allow for other
kinds of error functions — noise in the target, uncer-
tain sampling distributions, different likelihoods,
infinite input and output spaces, etc. — are all
straightforward, though laborious; see Wolpert
(1997). The next section presents some theorems
which will help us to compare the Bayesian and
computational theories of supervised learning.

AFORMALIZATION OF INDUCTIVE BIAS

We start with the following theorem (Wolpert,
1995), which specifies the expected generalization
error after training on some particular training set:

Theorem 1. The value of the conditional expectation
E(c|d) can be written as a (non-Euclidean) inner
product between the distributions P(h|d) and

P(fd): E(c|d) =3, c(h f,d)P(h|d)P(f |d).

(Similar results hold for E(c|m), etc.)

Theorem 1 says that how well a learning algo-
rithm P(h|d) performs is determined by how
‘aligned” it is with the actual posterior, P(f|d),
where ‘alignment’ is quantified by the error func-
tion. This theorem allows one to ask questions like
‘for what set of posteriors is algorithm y; better
than algorithm 9,?" It also means that, unless one
can somehow prove from first principles that
P(f|d) has a certain form, one cannot prove that a
particular P(h |d) will be aligned with P(f |d), and
therefore one cannot prove that the learning algo-
rithm generalizes well.

There are a number of ways to formalize this
impossibility of establishing the superiority of
some particular learning algorithm with a proof
from first principles, i.e. with a proof that is not
implicitly predicated on a particular posterior. One
of them is in the following set of ‘no free lunch’
theorems (Wolpert, 1996a):

Theorem 2. Let E,;(.) indicate an expectation value
evaluated using learning algorithm i. Then for any

two learning algorithms y; and y,, independent of
the sampling distribution:

1. Uniformly averaged over all f,

E, (co|f,m) — E, (colf,m) =0.
2. Uniformly averaged over all f,

E, (colf,d) —E,, (co|f,d) =0 for any training set d.
3. Uniformly averaged over all P(f),

E, (co|m) —E,, (co|m) = 0.

4. Uniformly averaged over all P(f),
E, (cold) — E,, (co|d) =0, for any training set d.

According to these results, by any of the meas-
ures E(co |d), E(co|m), E(co |f,d), or E(co |f,m), all
algorithms are equivalent, on average. The uniform
averaging that goes into these results should be
viewed as a calculational tool for comparing algo-
rithms, rather than as an assumption concerning
the real world. In particular, the proper way
to interpret statement 1 is that, appropriately
weighted, there are ‘just as many’ targets for
which algorithm 1 has better E(co |f,m) as there
are for which the reverse is true. Accordingly,
unless one can establish a priori, before seeing any
of the data d, that the f that generated d is one of the
ones for which one’s favorite algorithm performs
better than other algorithms, one has no assurances
that that algorithm performs any better than the
algorithm of purely random guessing.

This does not mean that one’s algorithm must
perform no better than random guessing in the
real world. Rather it means that, formally, one
cannot establish superiority to random guessing
without making some assumptions. Note in par-
ticular that you cannot use your prior experience
— or even the billion years or so of ‘prior experi-
ences’ of your genome, reflected in the design of
your brain — to circumvent this problem, since all
that prior experience is, formally, just an extension
to the training set d.

As an important example of the foregoing, con-
sider assessing the validity of a hypothesis by using
experimental data that were not available when the
hypothesis was created. In the form of ‘falsifiabil-
ity’, this is one of the primary tools commonly
employed in the scientific method. It can be viewed
as a crude version of a procedure that is common in
applied supervised learning: choose between the
two hypothesis functions h,; and h,,, made by run-
ning two generalizers y; and y, on a training set d;,
by examining their accuracies on a distinct ‘held
out’ training set d, that was generated from the
same target that generated d;.

Such a procedure for choosing between hypoth-
eses seems almost unimpeachable. Certainly its
crude implementation in the scientific method has



Bayesian and Computational Learning Theory 3

resulted in astonishing success. Yet it cannot be
justified without making assumptions about the
real world. To state this more formally, take any
two learning algorithms y; and y,, and consider two
new algorithms based on them, S and T. S uses an
extension of the choosing procedure outlined
above, known as ‘cross-validation’: given a training
setd, S breaks d into two disjoint portions, d, and d»;
trains y; and 7, on d; alone; sees which resultant
hypothesis is more accurate on d,; and then trains
the associated learning algorithm on all of d and
uses the associated hypothesis. In contrast, T uses
anti-cross-validation: It is identical to S except that
it chooses the learning algorithm the accuracy of
whose associated hypothesis on d, was worst. By
the ‘no free lunch’ theorems, we know that T must
outperform S as readily as vice versa, regardless of
y1 and y,. It is only when a certain (subtle) relation-
ship holds between P(f) and the y; and y, one
is considering that S can be preferable to T (see
Theorem 1). When that relationship does not hold,
T will outperform S.

This result means in particular that the scientific
method must fail as readily as it succeeds, unless
there is some a priori relation between the learning
algorithms it uses (i.e. scientists) and the actual
truth. Unfortunately, next to nothing is known for-
mally about that required relation. In this sense, the
whole of science — not to mention human cognition
— is based on a procedure whose assumptions not
only are formally unjustified, but have not even
been formally stated.

BAYESIAN LEARNING THEORY

Intuitively, the Bayesian approach to supervised
learning can be viewed as an attempt to circumvent
the ‘no free lunch’ theorems by explicitly making
an assumption for the posterior. Usually, to do this
it first restricts attention to situations in which the
likelihood is known (which in the context of this
article means there is no ‘noise’). It then makes an
assumption about the prior distribution, P(f). Next
Bayes’ theorem is invoked to combine the prior
with the likelihood to give us our desired posterior:
P(f|d) o< P(d|f)P(f), where the proportionality
constant is independent of f. (Besides these kind
of assumptions concerning the prior, there are
other kinds of assumptions which, when combined
with the likelihood, fix the posterior (Wolpert,
1993). However, such assumptions have not yet
been investigated in any detail.)

Given such a posterior, the value of E(C|d) that
accompanies any particular learning algorithm
P(h|d) is determined uniquely (see Theorem 1). In

particular, one can solve for the P(h | d) that minim-
izes E(C|d). This is known as the ‘Bayes-optimal’
learning algorithm. This algorithm is given by the
following theorem (which is rather more general
than we need):

Theorem 3. Let c(h,f,d) =) . .x7'(x)G(h(x),f(x))
for some real-valued function G(.,.) and some real-
valued 7'(.) that is nowhere negative (and may or
may not equal the distribution =n(.) arising in
P(d|f)). Then the Bayes-optimal P(h|d) always
guesses the same function #* for the same d:

b ={xeX— arg min, _y Q(x,y)}, where
Qx,y) = Gy f(0)P(f|d).

(The function 7'(.) is allowed to vary with d, as it
does in OTS error.)

Q(x,y) is the contribution to the posterior
expected error that arises if the learning algorithm
outputs (an & having) the value y at point x. So
intuitively, Theorem 3 says that for any x, one
should choose the y € Y that minimizes the average
‘distance” from vy to f (x), where the average is over
all f(.), according to the distribution P(f |d), and
‘distance’ is measured by G(.,.). Note that this result
holds regardless of the form of P(f), and regardless
of what (if any) noise process is present: all such
considerations are taken care of automatically, in
the P(f|d) term. Note also that h* might be an f
with zero-valued posterior: in the Bayesian frame-
work, the output & of the learning algorithm does
not really constitute a ‘guess for the f which gener-
ated the data’.

This is all there is to the Bayesian framework, as
far as foundational issues are concerned (Berger,
1985; Loredo, 1990; Buntine and Weigend, 1991;
Wolpert, 1995). Everything else in the literature
concerning the framework involves either philo-
sophical or calculational issues. The philosophical
issues usually concern what P(f) ‘means’ (Wolpert,
1993). In particular, some Bayesians do not view
the P(f) they use to derive their learning algorithm
as an assumption for the actual P(f), which may or
may not correspond to reality. Rather, in general
they interpret the probability of an event as one’s
‘personal degree of belief’ in that event, and there-
fore in particular they interpret P(f) that way.
According to this view, probability theory is simply
a calculus for forcing consistency in one’s use of
probability to manipulate one’s subjective beliefs.
Accordingly, no matter how absurd a Bayesian’s
prior, under this interpretation practitioners of
non-Bayesian approaches to supervised learning
are by definition always going to perform worse
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than that Bayesian (since the Bayesian determines
P(f) and therefore P(f |d), and accordingly guesses
in an optimal manner — see Theorem 1).

Unfortunately, there are algorithms that cannot
be cast as the Bayes-optimal algorithm for some
implicit prior and likelihood (Wolpert, 1996b). Ac-
cordingly, even if one accepts the ‘fundamentalist’
Bayesian’s view of what P(f) ‘means’, the rigidity
of the framework makes it ill-suited to broad analy-
sis of algorithms. More generally, often our prior
knowledge does not concern targets directly, but
rather concerns the relative performances of vari-
ous (possibly non-Bayesian) algorithms, or the
efficacy of a scheme (like cross-validation) for
choosing among those algorithms. The conven-
tional Bayesian framework provides no way to ex-
ploit that prior knowledge. In general, we need to
introduce the random variable & for such an analy-
sis — which is what is done in EBF. (See, however,
Wolpert (1993) for a discussion of how one can
sometimes employ Bayes’ theorem to exploit such
knowledge directly.)

Some of the calculational issues in the Bayesian
framework involve evaluating the Bayes-optimal
algorithm, given knowledge of the posterior
P(f|d). The problem is that using the Bayes-
optimal algorithm requires evaluating (and then
minimizing) the sum giving Q(x,y). Since this
can be difficult, people often settle for approxi-
mations to finding arg min, . Q(x, ). For example,
the ‘maximum a posteriori’ (MAP) estimator is
h(x) = [arg max; P(f|d)](x). Evaluating it involves
finding a peak of a surface (namely P(f |d)) rather
than performing a sum, and is often simpler.

Even if one is willing to use a MAP estimator,
there might still be difficulties in evaluating the
surface P(f | d). For example, if we have a ‘hierarch-
ical’ likelihood, then P(d|f) = > "5 P(d | 4, f) P(%),
where 4 is a ‘hyperparameter’. (An example is
where we know that the data are generated via a
particular kind of noise process, but don’t know the
noise level in advance — that noise level is a hyper-
parameter.) Sums being difficult, often we can’t
even evaluate such a hierarchical likelihood (and
therefore can’t evaluate the associated posterior,
P(f|d)). Instead, often one makes an ad hoc esti-
mate of the hyperparameter, 1/, and replaces P(d | f)
with P(d|/,f). (See the discussion of empirical
Bayes and ML-II in Wolpert (1995).)

COMPUTATIONAL LEARNING
THEORY

The computational learning framework takes a
number of forms, the principal ones being the

statistical physics, PAC and VC (uniform conver-
gence) approaches (Baum and Haussler, 1989; Vap-
nik, 1982; Wolpert, 1995). All three can be cast as
bounds concerning a probability distribution that
involves IID error, and that is conditioned on f (in
contrast to the Bayesian framework, in which f is
not fixed). In their most common forms they all
have m rather than d fixed in their distribution of
interest (again, in contrast to the Bayesian frame-
work). This means that they do not address the
question of what the likely outcome is for the
training set at hand. Rather, they address the ques-
tion of what the likely outcome would be if one had
different training sets from the actual 4. Such vary-
ing of quantities that are in fact fixed and known
has been criticized by Bayesian practitioners on
formal grounds, as violating any possible self-
consistent principles for induction. (See Wolpert
(1993), and the discussion of the ‘honesty prin-
ciples” in Wolpert (1995), for an overview of the
conflict between the two learning theories.)

For purposes of illustration, we will focus on (a
pared-down version of) the VC framework. Start
with the following simple result, which concerns
the “confidence interval’ relating c and s, for the case
where H™, the h-space support of a learning algo-
rithm’s P(h), consists of a single h (Wolpert, 1995):

Theorem 4. Assume that there is an 4’ such that
P(h|d) = 6(h — ) for all d. Then:

Pler >s+elf,m) < 27

(Recall that s is the empirical misclassification rate.)
Note that this bound is independent of f, and there-
fore of the prior P(f).

If H™ instead consists of more than one h, the
bound in Theorem 4 still applies if one multiplies
the right-hand side by | H™|, the number of func-
tions in H™. The major insight behind the ‘uniform
convergence’ framework was how to derive even
tighter bounds by characterizing P(h|d) in terms
of its VC dimension (Baum and Haussler, 1989;
Vapnik, 1982; Wolpert, 1995). (It is important to
distinguish between this use of the VC dimension
and its use in other contexts, as a characterization of
P(f).) For Y = {0, 1} and our error function, the VC
dimension is given by the smallest m such that, for
any dx of size m, all of whose elements are distinct,
there is a dy for which no & in H™ goes through d.
(The VC dimension is this smallest number minus
one.)

Common to all such extensions of Theorem 4 is a
rough equivalence (as far as the likely values of c are
concerned) between: (1) lowering s; (2) lowering
the expressive power of P(h|d) (i.e., shrinking its
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VC dimension, or shrinking |H™|); and (3) raising m.
Important as these extensions of Theorem 4 are, to
understand the foundational issues underpinning
the uniform convergence framework it makes sense
to restrict attention to the scenario in which there is
asingle hin H™.

In general, since we can measure s and want to
know ¢; (rather than the other way around), a
bound on something like P(c; > k|s,m), perhaps
with k = s + &, would provide some useful infor-
mation concerning generalization error. With such
a bound, we could say that if we observe the values
of m and s to be M and S, then with high probability
c1 is lower than U(M, S) for some appropriate func-
tion U(.,.). However, since both f and (for our learn-
ing algorithm) h are fixed in the probability
distribution in Theorem 4, c; is also fixed there, for
IID error. (By contrast, in the Bayesian framework,
cr is only probabilistically determined.) In fact, in
Theorem 4 what is varying is dx (or more generally,
when there is noise, d). So Theorem 4 does not
directly give us the probability that ¢; lies in a
certain region, given the training set at hand.
Rather, it gives the probability of a dx (generated
via experiments other than ours) such that the dif-
ference between the fixed ¢y and (the function of dx)
s lies in a certain region.

It might seem that Theorem 4 could be modified
to provide a bound of the type we seek. After all,
since the value of c; is fixed in Theorem 4, that
theorem can be written as a bound on the ‘inverse’
of P(cy > k|s,m), P(s < x|c;,m), where kK =c — .
How does P(s|cy,m) relate to what we wish to
know, P(cr|s,m)? The answer is given by Bayes’
theorem: P(cy|s, m) = P(s|cy,m)P(ct|m)/P(s|m).

Unfortunately, this result has the usual problem
associated with Bayesian results: it is prior-
dependent. Nor does it somehow turn out that
that prior has little effect. Depending on P(cy),
P(c1 >s+¢e|s,m) can differ markedly from the
bound on P(s < ¢; —e|m,cr) given in Theorem 4.
Even if, given a truth ¢y, the probability of an s that
differs substantially from the truth is small, it does
not follow that given an s, the probability of a truth
that differs substantially from that s is small.

To illustrate this point, suppose we have two
random variables, A and B, which can both take
on the values ‘low’ and ‘high’. Suppose that the
joint probability distribution is proportional to:
P(A = high, B = high) = 100, P(A = high, B =
low) = 2, P(A = low, B = high) = 1, P(A = low,
B = low) = 1. Then the probability that A and B
differ is quite small (3/104); we have a tight confi-
dence interval relating them, just as in Theorem 4.
Nonetheless, P(A = high | B = low) is 2/3: despite

the tight confidence interval, if we observe B = low,
we cannot infer that A is low as well. Replace ‘A’
with ‘¢y’, and ‘B’ with ‘s’, and we see that results like
Theorem 4 do not imply that having observed a
low s, one can conclude that one has a low c.

A more concrete example of this effect in the
context of supervised learning is the following
result, established in Wolpert (1995):

Theorem 5. Let n(x) be flat over all x and P(f) flat
over all f. For the noise-free IID likelihood, and the
learning algorithm of Theorem 4:

Perfs,m) = [(5,)a" (1 —e)™™"]

<[ (i) (1 = 1]

where |Y] is the number of values in Y.

Theorem 5 can be viewed as a sort of comprom-
ise between the likelihood-driven ‘something for
nothing’ results of the VC framework, and the ‘no
free lunch’ theorems. The first term in the product
has no c;-dependence. The second and third terms
together reach a peak when ¢; = s; they ‘push’ the
true misclassification rate towards the empirical
misclassification rate, and would disappear if we
were using OTS error. These two terms are closely
related to the likelihood-driven VC bounds. How-
ever, the last two terms, taken together, form a
function of ¢; whose mean is 1/]Y|. They reflect
the fact that any f is allowed with an equal prior
probability, and are closely related to the no free
lunch’ theorems (despite the fact that IID error is
being used). In this sense, our result for P(c s, m) is
just a product of a ‘no free lunch’ term with a VC-
type term.

In response to the formal admonitions of these
theorems, one is tempted to make the following
intuitive reply: ‘Say we have a function f and a
given hypothesis function /' that have no a priori
relation with one another. A sample point is drawn
from f, and it is found that /' correctly predicts that
point. Then another sample point is drawn, with
the same result. Based on such a sequence of points,
you guess that I’ will correctly predict the next
sample point. And lo and behold, it does. You
keep extending the original sequence this way,
always getting the same result that &' makes the
correct prediction (since s is small, and the full
training set d consists of the extended sequence,
not the original one). In other words, the general-
izer given by the rule “always guess /' has excel-
lent cross-validation error. In this situation,
wouldn’t you believe that it is unlikely for /' and f
to disagree on future sample points, regardless of
the “no free lunch” theorems?’
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To disentangle the implicit assumptions behind
this argument, consider it again in the case where
I is some extremely complex function that was
formed by a purely random process. The claim in
the intuitive argument is that i’ was fixed inde-
pendently of any determination of f, d, or anything
else, and is not biased in any way towards f. Then,
so goes the claim, f was sampled to generate d (the
sequence of points), and it just so happened that f
and /' agree on d. According to the intuitive argu-
ment presented above, we should conclude in such
a case that /' and f would agree on points not yet
sampled. Yet in such a situation our first suspicion
might instead be that the claims that were made are
wrong, that cheating has taken place and that /' is
actually based on prior knowledge concerning f.
After all, how else could the ‘purely random’ /’
agree with f? How else could there be agreement
when /' was supposedly fixed without any infor-
mation concerning d, and therefore without any
coupling with f?

If, however, we are assured that no cheating is
going on, then ‘intuition” might very well lead one
to say that the agreements between f and i’ must be
simple coincidence. They have to be, since, by hy-
pothesis, there is nothing that could possibly con-
nect /' and f. So intuition need not proclaim that the
agreements on the data set mean that f and /' will
agree on future samples. Moreover, if cheating did
occur, then to formulate the problem correctly, we
have to know about the a priori connection between
fand I in order to properly analyze the situation.
This results in a (prior-dependent) distribution dif-
ferent from the one investigated in the uniform
convergence framework. (In the real world, of the
two alternatives of coincidence and cheating, the
reason for low s is almost always ‘cheating’. Almost
always one uses prior knowledge of some sort to
guide the learning, rather than generate hypotheses
purely at random.)

CONCLUSION

In all forms of reasoning that do not proceed by
strict logical deduction, some kind of statistical al-
gorithm must be employed. One of the major types
of such reasoning is ‘supervised learning’. In this
type of reasoning one is provided with a training set
of input-output pairs, and must make a guess for
the entire input-output function in such a way as
to minimize the error between that guess and the
actual function that generated the data.

Apart from conventional sampling theory
statistics, there are two principal mathematical
approaches to supervised learning: the Bayesian

framework and the computational learning frame-
work. We have examined the foundations of these
two approaches, especially in light of the ‘no free
lunch” theorems which limit what a priori formal
assurances one can have concerning a learning
algorithm without making assumptions concerning
the real world.

In the Bayesian framework the assumptions con-
cerning the real world arise explicitly, as “prior
probabilities” to be used to calculate the optimal
guess. Unfortunately, the fact that the formalism
concentrates solely on this assumption-driven cal-
culation prevents it from allowing easy and broad
investigation of what happens when those under-
lying assumptions are incorrect. In particular,
Bayesian analysis cannot be used to analyze most
learning algorithms that do not make their assump-
tions explicit; its scope is limited by construction. In
particular, this restricts the framework’s ability to
analyze perhaps the most common algorithm in
science, cross-validation.

In contrast, the simplest version of the computa-
tional learning framework makes no explicit as-
sumptions about the nature of one’s learning
algorithm, or about the priors. In this sense it is
universally applicable. Whereas the Bayesian
framework skirts the ‘no free lunch’ theorems by
forcing the underlying assumptions concerning the
problem domain to be explicit, the strategy of the
computational learning framework is to instead
focus on the counterfactual scenario in which
one’s data are not fixed (to whatever the data set
currently in front of you happens to be), but are
averaged over. Unfortunately, the resulting bounds
on learning error cannot be modified to concern
some particular scenario a learning practitioner is
confronted with; they are by their nature concerned
with an average over multiple scenarios, when only
one actually exists.
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A “Bayesian belief network” is a directed acyclic
graph that specifies how stochastic variables in a
complex system interact. The joint distribution is
equal to the product of a set of conditional
distributions. There is one conditional distribution
for each node of the graph and each conditional
distribution is conditioned on the parents of the
corresponding node. Unlike Markov random fields,
Bayesian networks do not require a partition
function.

REASONING UNDER UNCERTAINTY

An intelligent agent that makes decisions in a real-
istic environment should take into account the un-
certainties in the environment and the uncertainties
introduced by incomplete knowledge of the en-
vironment. Also, a mathematical description of a
physical system for inference should account for
the uncertainties in physical systems.

Probability theory provides a way to account for
uncertainty. A system is described by a set of
random variables, and an instantiation of the vari-
ables is called a configuration. A numerical probabil-
ity between 0 and 1 is associated with each
configuration and this number corresponds to the
relative frequency with which the configuration
occurs, or possibly, in the Bayesian view, the
chance that the configuration will occur. The sum
over the probabilities of all configurations must
be 1. If we are interested in only a subset of the
variables, we can derive the probability of each
sub-configuration by summing the probabilities
of all configurations that have matching sub-
configurations. In this way, a system can be viewed
as being ‘consistent” with a larger system. So, when
building or inferring a system, we need not include
all variables in the universe, but can instead include
only a smaller, more tractable, subset.

For example, we may use P(T=1) to represent
the probability of the event that there is a tiger in
the field of view of an intelligent agent, and

P(T'=0) to represent the probability that there is
not a tiger. In this case, P(T=1) is equal to the
sum over the probabilities corresponding to all
configurations of the universe for which there is a
tiger in the field of view of the intelligent agent.

It is often convenient to express probabilities in
functional form. For example, the probabilities that
T =1 and T =0 can be written P(T). If we set T=1,
then P(T) is the probability that T=1. We refer to
P(T) as a probability distribution.

We use the conditional probability distribution

P(T|V = o) (1)

to represent the probabilities that there is and is not
a tiger, given that the random variable V represent-
ing the agent’s visual input has the value v. If
P(T =1|V =v) >> P(T =0|V =v), there is very
probably a tiger in the scene and the agent ought
to seriously consider running away.

It is natural to represent the random variable for
the agent’s visual input by a continuous vector
(e.g., a vector of real-valued pixel intensities). For
brevity, we will assume that all variables are dis-
crete. In the case of continuous variables, probabil-
ities can be replaced with probability density
functions, and summations can be replaced by inte-
grals. Many computations involving seemingly
continuous quantities are in fact discrete (e.g., float-
ing point computations on a computer), so not too
much is lost by assuming the variables are discrete.

Suppose v is a visual scene containing black and
orange stripes, and the probability of a scene con-
taining black and orange stripes is greater if there is
a tiger than if there is no tiger:

P(V =0T =1) > P(V = o|T = 0) 2)

After observing V =v, it is tempting to conclude
that there is probably a tiger in the scene, but this
may not be so.

The probability that there is a tiger in the scene
is given by the posterior probability distribution
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P(T|V = v). The posterior distribution can be com-
puted from the values of P(V=9|T=1) and
P(V =9|T = 0) using Bayes’ rule:

o P(V = o|T)P(T)
P(T|V =v) = >0 P(V =0T = HP(T = t)

(3)

In this expression, P(T|V = v) is called the posterior
distribution, P(T) is called the prior distribution, and
P(V =v|T) is called the likelihood function. Notice
that all three expressions are functions of the
unknown random variable T.

For example, on a jungle tour in India, we may
have P(T =1) =0.2 and P(T = 0) = 0.8. However
in Canada, we may have P(T =1) =0.001 and
P(T =0) =0.999. So, for the scene with orange
and black stripes, even though P(V=v|T =1) >
P(V=9T=0), it may turn out that
P(T =1V =v) < P(T =0|V =v), depending on
the prior distribution over T.

MAKING DECISIONS UNDER
UNCERTAINTY

Even though P(T=1|V =v) < P(T=0|V =v), it
may be a good idea to leap aside if orange and
black stripes appear in the visual scene.

For every configuration of the unknown random
variable (I'=1 and T =0), we can specify a utility
(benefit, negative cost) for every action, say ‘Leap’
and ‘NoLeap’. Leaping aside when there is a tiger
may mean survival, whereas not leaping aside
when there is a tiger may mean death:

UM (T = 1) >>> UNOMaP (T = 1) (4)

Leaping aside when there is no tiger will waste
some energy, so

uLeap (T — 0) < uNoLeap(T _ O) (5)

However, notice that there is much less difference
in this inequality than in the previous inequality.

The agent can maximize its expected utility by
choosing the decision that has highest expected
utility. For Leap and NoLeap, we have

EU™P = Z Ut (T)P(T|V = v) (6)
T=0,1
EuNoLeap _ Z UNOLeap(T)P(T|V — U) (7)
T=0,1

So, even in Canada, the second term in each for-
mula may dominate, in which case the agent

should leap aside if orange and black stripes
appear in the visual scene.

BAYESIAN NETWORKS

Instead of a real tiger, orange and black stripes
could be caused, say, by a child’s stuffed toy tiger.
Further, in a toy store, the cause is more likely to be
a stuffed toy. In a zoo, the cause is more likely to be a
real tiger. These random variables influence each
other in a structured way, and Bayesian
networks provide a graphical description of this
structure.

A Bayesian network (Pearl, 1988) is a graphical
description of the probability distribution on a
system of random variables. It is a directed acyclic
graph (DAG) on vertices corresponding to the
random variables, along with a specification of the
conditional distribution for each variable given its
parents in the graph. In the context of directed
graphs, ‘acyclic’ means there aren’t any cycles
when edge directions are followed. The probability
distribution on the system of random variables is
equal to the product of all of the conditional distri-
butions. If the conditional distributions are not spe-
cified, the Bayesian network refers to the set of all
probability distributions that can be derived by
choosing numbers for the conditional distributions
in the network. Further, all distributions described
by the network satisfy certain conditional inde-
pendence properties that can be determined
directly from the graph.

Suppose S =1 indicates there is a stuffed toy tiger
in the scene, whereas S =0 indicates there is not
a stuffed toy tiger in the scene. The presence of
orange stripes in the scene can be caused by either
a tiger or a stuffed toy tiger. Figure 1(a) shows one
possible Bayesian network that can be used to de-
scribe the relationship between the random vari-
ables T, S, and V. (Pearl uses an example where a
burglar alarm is tripped by either a burglar or an
earthquake.) This network describes the set of
probability distributions that satisfy

P(T,S,V) = P(T)P(S)P(V|T,S) (8)

the product of the conditional distributions for each
child given its parents. Note that since T does not
have parents, its ‘conditional distribution” is writ-
ten P(T).

As described in Pearl (1988), the network can be
examined to determine that all distributions de-
scribed by the network have the property that T
and S are independent random variables. This
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Figure 1. (a) A Bayesian network describing the prob-
ability distribution P(T, S, V) =P(T)P(S)P(V|T, S) for the
binary indicator variables tiger T, stuffed toy S, and a
variable V that indicates the presence of orange stripes in
the visual scene. (b) The network in (a) is extended to
include variables that indicate whether Alice (A) and Bob
(B) leap aside when orange stripes are present in the
same scene. The joint distribution is P(T, S, V, A,
B)=P(T)P(S)P(V|T, S) P(A|V)P(B|V). (c) A Markov net-
work, and (d) a factor graph that describe the same joint
distribution.
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example is simple enough that we can show this is
true by summing over V to obtain the distribution P
(T, S):

P(T,S)=> P(T,S,V)=>_ P(T)P(S)P(V|T,S)
\%4 \%4
=P(T)P(S) )

It follows that P(T|S) = P(T) and P(S|T) = P(S),
so T and S are independent. For example, the
distribution over T is the same, whether or not
S is known.

A particular distribution P(T, S, V) is determined
by specifying the numerical values of the condi-
tional probability tables; e.g., P(V =v|T =t,5 =)
for all values of v, t, and s. Suppose V =1 indicates
the presence of orange stripes in the visual scene
and V =0 indicates that orange stripes are not pre-
sent. In Canada, where toy tigers are more

abundant than real tigers, we may have the
following conditional probability tables:

P(T) P(S) P(VIT, S)
T=0 T=1| |S=0 S=1| [T §S|V=0 V=1
0.999 0.001| [0.999 0.001 [0 0]0.999 0.01

0 1]/05 05
1T 0(01 09
1 1[005 0.95

Now, suppose the agent is accompanied by two
other agents, Alice and Bob, and that in response to
the presence of orange stripes in the scene, Alice
and Bob independently choose to leap aside. A=1
indicates that Alice has leapt aside, whereas
A =0 indicates that Alice has not leapt aside. Simi-
larly, B indicates Bob’s behavior. Figure 1(b) shows
a Bayesian network that includes the behavior of
Alice and Bob. The conditional probability table for
P(A]V) gives the probability that Alice leaps aside
given the presence or absence of orange stripes in
the scene.

This Bayesian network indicates that the joint
distribution factorizes as follows: P(T,S,V,A,B) =
P(T)P(S)P(V|T,S)P(A|V)P(B|V). Also, various con-
ditional independencies can be determined by
studying the graph, as described in Pearl (1988).
For example, Alice’s and Bob’s behaviors, A and
B, are generally not independent. Their behavior is
a consequence of a common cause, V. However,
Alice’s and Bob’s behaviors are independent
given the visual scene, V.

MARKOV RANDOM FIELDS

Like Bayesian networks, Markov networks (Markov
random fields) provide a graphical description of
the structure of the joint distribution. Unlike Baye-
sian networks, they are undirected.

A Markov network (Kinderman and Snell, 1980)
is an undirected graph on vertices corresponding to
the variables, along with a specification of potential
functions defined on the variables in maximal
cliques. A clique is a set of variables that are com-
pletely connected. A maximal clique is a clique that
cannot be expanded to include an additional vari-
able, without violating the condition that the
variables be completely connected. Each potential
function is a nonnegative function of the appropri-
ate set of variables. Assuming all potentials are
strictly positive, the probability distribution on the
system of random variables is equal to the product
of all of the clique potentials, multiplied by a
normalizing constant.
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The conditional independencies indicated by
a Markov network are quite different from those
indicated by a Bayesian network. In a Markov
network, given the neighbors of a variable (the
Markov blanket), the variable is independent of
all other variables in the network. For a given set
of variables, it is possible that there is a Bayesian
network that can represent conditional independ-
encies that cannot be represented by a Markov
random field. The converse is also true.

For example, the Markov network for the above
example is shown in Figure 1(c). The factor
P(V|T,S) requires that at least one maximal clique
contain V, T, and S. Consequently, by examining
the network without reference to the potentials, it is
not possible to determine that T and S are
independent.

FACTOR GRAPHS

Factor graphs subsume Bayesian networks and
Markov networks, in the sense that there is a
unique Bayesian network (or Markov network) for
every factor graph. However, for a given Bayesian
network (or Markov network), there may be mul-
tiple factor graphs. Since the Bayesian networks or
Markov networks corresponding to the multiple
factor graphs are the same, the different factor
graphs do not indicate different conditional inde-
pendencies. However, they can indicate more
detailed factorizations of the joint distribution.
Also, factor graphs have an extra set of nodes that
identify factorization sites, and, in the algorithm
described in the next section, computation sites
for message-passing algorithms.

A factor graph (Kschischang et al., 2001) is a bi-
partite graph on function vertices and variable verti-
ces. For each function vertex, a local function is
specified, which is a function of the variables con-
nected to the function vertex. ‘Bipartite’ means that
each edge connects a variable vertex and a function
vertex. The local functions may correspond to the
conditional distributions in the Bayesian network,
the clique potentials in the Markov network, or
something else. The probability distribution on
the system of random variables is equal to the
product of all of the local functions, multiplied by
a normalizing constant, if necessary.

If a local function is a conditional distribution
over a variable, the edge connecting the local func-
tion to the variable may be directed toward the
variable, to graphically indicate that the local func-
tion is a conditional distribution. This notation is
useful for converting a factor graph to a Bayesian
network.

Figure 1(d) shows a factor graph corresponding
to the Bayesian network in Figure 1(b), where vari-
able vertices are shown as white discs and function
vertices are shown as black discs. This graph indi-
cates that the joint distribution factors into the
product P(T)P(S)P(V|T,S)P(A|V)P(B|V).

A Bayesian network is converted to a factor
graph by creating one variable vertex for each vari-
able, creating one function vertex for each variable,
connecting the function vertex for each variable to
the variable and its parents, and setting the local
function for each function vertex to P (variable|par-
ents) from the Bayesian network. A factor graph is
converted to a Bayesian network by removing the
function nodes and using the directed edges to
identify the child—parent relationships. Compare
Figure 1(b) and Figure 1(d).

A Markov network is converted to a factor graph
by creating one variable vertex for each variable,
creating one function vertex for each clique poten-
tial, setting the local function for each function
vertex to the corresponding clique potential, and
connecting the function vertex to the variables on
which it depends (i.e., to the variables in the corres-
ponding clique of the Markov network). A factor
graph is converted to a Markov network by con-
sidering each local function in turn, and creating a
maximal clique from all variables connected to the
local function. Compare Figure 1(c) and Figure 1(d).

From the above descriptions, it is clear that a
factor graph has a unique Markov network, and it
has a unique Bayesian network as well, if edge
directions are provided.

PROBABILISTIC INFERENCE

From a joint distribution, we can compute the con-
ditional distribution of one subset of variables
given another subset of variables. To do this, we
use the chain rule
P(A,B) = P(A|B)P(B)

and the rule for marginalization
P(A) = P(A,B)
B

For the example where P(T,S,V)=P(T)P(S)
P(V|T,S), we can compute P(T|V = v) as follows:
P(T,V =)
P(V =v)
Y P(T,S=5,V =0)
Y P(T=t5=5V=0)
B > P(V=1|T,S =5s)P(T)P(S =5s)
C Y P(V=10|T =15 =5)P(T =HP(S =5)
(12)

(10)

(11)

P(T|V =) =
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While this ‘direct’ approach works for small prob-
lems, the number of additions needed grows expo-
nentially with the number of variables. So, the
direct approach becomes intractable when there
are more than a few dozen binary variables, since
the summations will then involve many billions of
terms.

PROBABILITY (BELIEF)
PROPAGATION, OR THE
SUM-PRODUCT ALGORITHM

Probability propagation provides a way of comput-
ing the distribution of one variable given a set of
observed variables. This computation is usually not
as straightforward as the direct application of
Bayes’ rule, since there may be many other vari-
ables that must be properly accounted for. For
example, to compute P(A|B) from a distribution
P(A,B,C), we first sum over C to get P(A,B) =
> .P(AB,C).

The algorithm is easily understood from an
example. Suppose the distribution over variables
A, B, ..., F factorizes as follows:

P(A,B,C,D,E,F)
— P(A|B)P(B|C)P(C|D)P(D|E)P(E|F)P(F)
(13)

(Note that the Bayesian network, Markov network,
and factor graph for this distribution all have the
form of a chain.) Say we would like to compute the
marginal distribution, P(A):

P(A) =333 > > (P(AB)P(BIC)P(CID)
B C D E F

P(D|E)P(E|F)P(F)) (14)
Computing this distribution directly takes roughly
2° multiplications and additions.

The distribution can be computed more effi-
ciently by distributing the summations over the
products:

J%ME;HABKE;HMQ(E;HCD)
(ZE:P(DIE)<ZF:P(E|F)P(F)>))> (15)

Computing the distribution P(A) by successively
computing ‘partial distributions” takes roughly
2 x5 summations, an exponential speed-up over
the direct approach.

The computation of each “partial distribution’
can be thought of as a procedure that takes in
messages, combines them with a conditional

probability (or a potential or local function), per-
forms a summation, and produces a new message.
In the above example, the summation
> rP(E|F)P(F) produces a message that is a real-
valued function of E.

Probability propagation has a very simple form
in factor graphs, so we describe the algorithm using
factor graphs. Using the procedures described
above, Bayesian networks and Markov networks
can easily be converted to factor graphs. Also, the
Bayesian network or Markov network correspond-
ing to a given factor graph is quite obvious, so
working with the factor graph does not obfuscate
the original model.

Probability propagation consists of passing mes-
sages (implemented in a computer as short vectors
of real numbers) on edges in the factor graph. Both
function vertices and variables vertices combine
incoming messages to produce outgoing messages
on each of their edges. Each edge in the factor
graph can pass a message in either direction, but
the number of values in a message is equal to the number
of values its neighboring variable can take on. For any
edge, this number is unique, since in a factor graph,
each edge is connected to only one variable vertex.
So, we can think of each message as being a func-
tion of its neighboring variable.

For now, we'll assume that we are given a mes-
sage-passing schedule that specifies which messages
should be updated at each timestep. Think of each
edge in the factor graph as having two message
buffers (memory to store two messages) — one for
each direction. Initially, we set all the messages (all
the elements of all the vectors used to store the
messages) to 1.

There are three types of computation that are
performed in probability propagation:

1. Propagating variable-to-function messages. To produce
an outgoing message on an edge, a variable computes
the element-wise product of incoming messages
on the other edges. For example, in Figure 2(a), (V)
is the message sent from function 4 to variable V (note
that it is a function of its neighboring variable, V). Let
g(V) be the message sent from function 5 to variable V.
The message sent from variable V to function 3 is
computed from:

h(V) =f(V)g(V) (16)

That is, for each value of V, the corresponding elem-
ents f(V) and g(V) are multiplied together. Note that if
a variable has just one edge (e.g., A in Figure 2(a)) its
outgoing message is set to 1.

Propagating observations. If variable V is observed
and has the value v, then an outgoing message is
computed in the same fashion as described above,
except that for all values V#v, we set the outgoing
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message to zero. So, in the above example, we compute
h(V) as follows:

_[FVg(v) V=0
V) = {0 ifV#v (17)
2. Propagating function-to-variable messages. To produce
an outgoing message on an edge, a function takes the
product of its associated local function (conditional
probability function, in the case of Bayesian networks,
potential, in the case of Markov networks) with the
incoming messages and sums over all variables in the
conditional probability function, except the variable to
which the message is being sent. For example, in
Figure 2(b), f(T) is the message sent from variable T
to function 3 (note that it is a function of its neighbor-
ing variable), and g(S) is the message sent from vari-
able S to function 3. The message sent from function 3

to variable V is computed from

hVv)=3_> P(VIT,S)f(T)g(S) (18)
T S

3. Fusion. Suppose the incoming messages to variable V
are f(V), g(V) (from Figure 2(a)) and h(V) (from Figure
2(b)). Variable V can fuse its incoming messages to

compute an estimate of the joint probability of V and
the observed variables:

P(V,Observations) = f(V)g(V)h(V) (19)
If V is observed to have the value v, we use
- . _Jf(Mg(V)(V) ifV =0
P(V,Observations) = {0 iV £
(20)

If P(V, Observations) is then normalized with respect
to V, we obtain an estimate of the conditional probabil-
ity of V given the observed variables:

P(V|Observations) =
P(V, Observations)/ Z P(V, Observations)
v

(21)

Pv/T, ) PO

(@

Exact Inference Using Probability
Propagation

If the factor graph is a tree, and if the messages
arriving at a variable, say V, are based on the
input from every other vertex in the graph (variable
vertices and function vertices), then

P(V,Observations) = P(V, Observations)  (22)
and
P(V|Observations) = P(V|Observations) (23)

That is, the fused messages give exact probabilistic
inferences.

The Generalized Forward—Backward
Algorithm

Suppose we wish to infer the probability for each
and every variable in the network, given the obser-
vations. Clearly, for each and every variable in the
network to receive messages from each and every
other variable, at least roughly 2E messages must
be computed, where E is the number of edges in the
factor graph. (Slightly less than 2E messages may
be needed, since, for example in Figure 2(a), we
needn’t pass a message from variable T to function
1.) The following procedure, called the generalized
forward-backward algorithm, shows how we can
achieve this bound — infer the probability for each
and every variable in the network by passing 2E
messages.

First, arbitrarily pick a vertex in the factor graph
and call it the ‘root’. Form a tree by arranging the
vertices in layers, with the root at the top. Now,
pass messages layer by layer up from the bottom to
the top and then pass messages layer by layer down
from the top to the bottom. Clearly, this procedure
computes 2E messages and the messages arriving
at each variable contain the input from each and

i) 9(5)
Ve

Pv/T,5) PO

P(8/V)

(b)

Figure 2. (a) Computing a variable-to-function message in the factor graph from Figure 1(d). The edge directions in the
factor graph are dropped for visual clarity. (b) Computing a function-to-variable message.



Bayesian Belief Networks 7

every other vertex in the factor graph. Note that in
this case, we need not initialize the messages.

Approximate Inference Using
Probability Propagation

If the messages arriving at a variable do not contain
the input from each and every other vertex in the
factor graph, then P(A,Observations) may not
equal P(A,Observations). However, it may be a
good estimate and in some cases can even be exactly
correct. A more interesting case is when the factor
graph is not a tree, but contains lots of cycles. In this
case, even if the messages arriving at a variable
contain the input from each and every other vertex
in the factor graph, P(A, Observations) will usually
not be equal to P(A, Observations), because of the
cycles. However, there are some very impressive
applications where the approximation is astonish-
ingly good (Frey and MacKay, 1998; Freeman and
Pasztor, 2000; Frey et al., 2001). Also, new analysis is
emerging that partly explains the approximation
(Weiss and Freeman, 2001; Yedidia et al., 2001;
Wainwright et al., 2002).
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The binding problem is the problem of how a cog-
nitive system (a brain or a computational model)
groups a set of features together, associates a filler
with a role, a value with a variable, an attribute with
a concept, efc.

OVERVIEW OF THE BINDING
PROBLEM

Humans effortlessly recognize objects, faces,
sounds, tastes and so on, all of which are composed
of many features. For example, a red ball has a
particular shape and color. Since shape and color
are not processed in the same cortical areas, there
must be a mechanism able to bind the round shape
with the red color and differentiate them from a
blue cube nearby. A particular face is composed of
a set of properties that have to be linked but must
also be bound to a particular name and be distin-
guished from other faces and other names. Repre-
senting a predicate and its arguments in ‘John loves
Mary’ requires correctly binding the filler ‘John” to
the role of ‘lover’, and the filler ‘Mary” to the role of
‘lovee’, without confusing them. Representing a
rule ‘if a then b’ requires correctly binding ‘a’ to the
antecedent and ‘b’ to the consequent part of the rule.
As these examples show, binding is an essential
mechanism in a wide range of cognitive tasks.

How can an artificial neural network perform
binding? Early critiques of connectionism raised
this problem. How could a connectionist network
represent the simple fact that ‘the red rose is on a
green table’? Since ‘red’, ‘green’, ‘rose’ and ‘table’
have distributed overlapping representations in the
system, the problem is to correctly associate ‘rose’
with ‘red” and ‘table’ with ‘green” while avoiding
‘crosstalk’, i.e. avoiding the spurious associations
between ‘table’ and ‘red” and between ‘rose” and
‘green’.

The first idea that comes to mind for solving the
problem in a connectionist setting is to increase the
connection weights between ‘rose’ nodes and ‘red’

nodes and between ‘table’ nodes and ‘green’ nodes
while decreasing other connection weights. But
once these connection weights have been set,
linked nodes cannot individually participate in
other representations. Nodes must be reusable for
representing another object like “yellow rose’. Bind-
ing, therefore, must occur dynamically.

Fodor and Pylyshyn (1988) point out a difficulty
that arises from the binding problem. They ques-
tion the value of connectionism as a model of cog-
nition since, according to them, connectionist
models cannot display what they call ‘systemati-
city’. The examples they give make reference to the
binding problem. They point out that there are no
people able to think that ‘John loves Mary” but
unable to think that ‘Mary loves John’. Nobody is
able to infer that ‘John went to the store” from ‘John,
Mary, Susan and Sally went to the store’ but unable
to infer that ‘John went to the store’ from ‘John,
Mary and Susan went to the store’. One can define
systematicity as the ability to apply a particular
structure to any content.

Symbolic systems achieve systematicity very ef-
ficiently, but human systematicity does not prevail
for complex logical forms. The ability to deduce ~A
from the two statements ~B and (A D B) is not
linked to the ability to deduce A from the two
statements B and (~A D ~B). These two inferences
are both obtained by applying the same deduction
rule (modus tollens), but they are not cognitively
equivalent. Research in cognitive psychology has
demonstrated that the first inference is easier (e.g.
Evans, 1977; Wildman and Fletcher, 1977). Further-
more, children learning to talk do not display sys-
tematicity in their predicate use. (See Symbolic
versus Subsymbolic)

BINDING IN SYMBOLIC SYSTEMS

Binding is not a problem in symbolic systems. A
variable is defined and a value is associated with
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(‘bound to’) that variable. The lack of constraints on
binding means that symbolic systems would not
encounter the problems that humans sometimes
have when doing binding.

For example, when the time of visual presenta-
tion is short, ‘illusory conjunctions” are frequent.
Illusory conjunction occurs when a particular fea-
ture of one object is incorrectly bound to another
object. When people are rapidly shown a scene con-
taining a blue ball and a yellow vase they may
report having seen a yellow ball. Illusory conjunc-
tion is even more frequent if objects share common
features.

While most connectionist systems of the 1980s
were unable to do binding at all, symbolic systems
were clearly too efficient in solving the binding
problem compared with humans. Even if one
could constrain the performance of a symbolic
system with a parameter that would stochastically
perturb binding, this would be far less psychologic-
ally persuasive than having binding be constrained
as an emergent consequence of the architecture of
the system.

Before examining the binding problem for con-
nectionist systems, we will briefly review how the
brain might achieve binding.

HOW THE BRAIN MIGHT ACHIEVE
BINDING

How are neuron assemblies constituted? How are
different assemblies bound and differentiated?
How can we, as external observers, understand
the messages involved in neural patterns of activity
—and what code is used by the brain? There are two
main hypotheses concerning this code: rate codes
and pulse codes.

Rate Codes

There are three ways of considering rate coding,
each of which uses a different averaging procedure.

Rate can be computed for a single cell firing over
time. In this case, spikes are counted and their
number divided by the time elapsed. The objection
to this code is that behavioral reaction times are
sometimes too small to allow the system to com-
pute an average. If neurons fired at regular inter-
vals, averages could theoretically be computed
after two spikes. But noise is also a factor. To obtain
a good estimate of the rate, it is necessary to com-
pute the average over a longer period.

The second procedure for evaluating neural
firing rate is to repeatedly average single cell
spikes. The experimenter repeatedly records the

spikes of a cell before and after a stimulation. The
average is obtained by dividing the total number of
spikes by the number of repetitions and the length
of the recording intervals. However, this measure
cannot be the code used by the organism to process
information, since the reactions of most organisms
are the consequence of single stimulus presenta-
tions.

The third procedure for computing rate involves
recording several neurons before averaging. This
rate represents the activity of a population of neu-
rons. Some populations seem to react to particular
classes of stimuli. If, after stimulation, an experi-
menter records the firing of each of these neurons
and divides the sum by the number of neurons and
by the length of the recording time window, a rate
measure is obtained. The advantage of this proced-
ure is that it allows the rate to be calculated for a
short time window.

Rate coding has received empirical support. For
example, Thomas ef al. (2001) found that what was
crucial for categorization was not category-specific
neurons, but rather those neurons that respond
more (at a higher rate) to one category than to
another.

Pulse Codes

Pulse codes are based on precise timing of spikes.
One possible pulse code is latency. The idea behind
this is that the time separating a stimulus from the
first spike of a neuron can carry information.
Gawne et al. (1996) recorded activity of striate
cortex cells and showed that spiking latency was a
function of the visual stimulus contrast.

A second possible pulse code is phase coding.
Oscillation of a population activity has been found
in the hippocampus and cortical areas. This back-
ground oscillation can serve as a reference signal. A
particular firing of a neuron can be compared to
this background oscillation, and its location on the
oscillation curve can serve as a code. This coding
scheme has received empirical support. O’Keefe
and Recce (1993), for example, showed that phase
codes contained spatial information independently
of spike rate in the rat hippocampus.

A third possible pulse code is synchrony.
Neurons corresponding to microfeatures of a
stimulus fire at the same time, and thereby allow
the representation of the whole stimulus. This hy-
pothesis has also received empirical support. Engel
et al. (1991) showed that if several objects make up a
scene, distinct clusters of synchrony are formed,
each associated with a particular object in the
scene. Synchrony is often associated with
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oscillation since it has been shown that gamma
oscillations enable synchronization.

It is important to note that rate codes and pulse
codes are not mutually exclusive. Synchrony
within a population of neurons over a short period
of time also means that the population firing rate
is high. It is also possible that different kinds of
information could be coded by different coding
schemes.

A final problem is how the brain reads the code
expressed by neurons. People are capable of de-
scribing and observing their own thoughts, but
exactly how this is done is not known.

CONNECTIONIST SOLUTIONS TO THE
BINDING PROBLEM

Grandmother Cells

The first solution to the binding problem is to use
one node for each possible binding. According
to this purely localist solution, a binding is
represented by a single cell which responds when-
ever this particular binding is used. This unique cell
is called a ‘grandmother cell’. This kind of represen-
tation poses a number of problems. First, imagine a
soccer player banging his head against the goalpost
and losing his ‘soccer ball” cell. What would this
player do after getting up? Would he no longer
know anything at all about soccer balls? Second,
an enormous number of feature combinations are
necessary for representing the multitude of objects,
concepts, etc., that humans deal with. If every spe-
cific combination had a particular corresponding
cell, such a representation would require an impos-
sibly large number of neurons. A final problem is
generalization. If every new object would need a
new representing neuron, similar objects cannot
help in representation building.

Coarse—Fine Coding

At the opposite end of the spectrum from grand-
mother cells representations are fully distributed
representations in which every node may partici-
pate in every object representation. Such repre-
sentations also pose problems. Suppose that a
particular object (a ball) has a representation and
a particular color (blue) has another representation.
Since every node participates in every representa-
tion, the conjunction ‘blue ball’ cannot be repre-
sented, since activations coming from ‘blue” will
be added to activations coming from ‘ball’ and the
subsequent activations will not necessarily repre-
sent ‘blue ball’, ‘blue” or ‘ball’, but could represent

nothing or a ghost representation which can corre-
spond to ‘pear’ or anything else. A solution to this
problem is to use a finer coding in which a subset of
the population is used to code a particular value. A
node becomes active if the input falls in its recep-
tive field. This partially distributed coding needs
fewer nodes than purely localist codes to repre-
sent the same amount of information, therefore
avoiding the problem faced by grandmother cells
representation of needing an impossibly large
number of cells. However, this solution, at least in
its simplest form, only allows one variable to be
bound at a time. This solution can represent the
conjunction ‘blue ball” as the set of ‘blue” —respond-
ing nodes and ‘ball’-responding nodes, but adding
a ‘yellow vase’ to the scene to be represented would
make everything bind together. Consequently, we
would not be able to detect which color is associ-
ated with which object.

Tensor Products

Smolensky (1990) proposed the use of a tensor
product representation of binding. Tensor products
are similar to outer products of vectors (Figure 1a)).
The outer product of two n-dimensional vectors
u and v is the product uv' of u and the transpose
of v (v' is a matrix with one row and # columns).
This is an nxn matrix. If one has to encode
‘John loves Mary’, the ‘John’ filler must be bound
to the ‘lover’ role. John in the role of lover will
be represented by the outer product of ‘John’
and ‘lover’ vectors. This solution can encode
bindings, but it does not allow inferencing. It is
also not clear what the neural correlate of outer
products might be. One disadvantage of the tensor
product is the increase of dimensionality for each
additional tensor product (the tensor product of
two vectors is a 2D array, the tensor product of a
vector and a 2D array is a 3D array, etc.). To over-
come this problem, other techniques have been pro-
posed in which the binding of two vectors results in
a vector (e.g. convolution — correlation: Plate, 1995).
(See Convolution-based Memory Models)

Values Associated with Roles and
Fillers

In the model ROBIN (Lange and Dyer, 1989)
each filler has an associated node that outputs a
particular constant value (called its signature).
Each role has an associated object node or binding
node. When a role object node has the same acti-
vation as that of a symbol’s signature, this symbol
is bound to the role (Figure 1(b)). A similar solution
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Figure 1. Connectionist solutions to the binding problem. (a) Tensor product representation (Smolensky, 1990) of
‘John’ bound to ‘lover”: ‘lover’ is represented by the (column) vector [1010] and ‘John’ by the (column) vector [0111];
their binding is represented by their outer product. (b) Values associated with role and filler, as in the model ROBIN
(Lange and Dyer, 1989) in which binding is achieved by a match between activation of role object node and filler
signature. For representing ‘John loves Louise’, the activation of the ‘lover” object node has the same value as the
signature of the ‘John” node while the activation value of the lovee” object node has the same value as the signature of
the ‘Louise’ node. (c) COMPOSIT binding by activation similarity and spatial contiguity, the representation of ‘John
loves some woman’ in working memory. The register that contains the ‘instance” flag with the X symbol denotes a
particular instance of the adjacent ‘loves’ class. The agent of this loving situation is found in the adjacent register
containing the “agent’ flag: JOHN’. The object of that loving instantiation is found in the adjacent register that contains
the ‘object’ flag “Y’. By activation similarity, ‘Y’ points to another register with the same ‘Y’ symbol and the “instance’
flag. This instance is adjacent to another register that contains the ‘class’ flag and the ‘WOMAN" symbol, denoting that
the object of the loving relation is some undefined woman. (d) Binding by synchrony. For representing ‘John loves
Louise’, the firings of the nodes associated with the predicate ‘Love’ are followed by the ‘John’ nodes firing in
synchrony with the ‘lover’ nodes while the ‘Louise’” nodes fire in synchrony with the ‘lovee’ nodes.

was proposed by Sun (1992) with his hybrid model = terns from long-term memory. Fillers and their
CONSYDERR, which consists of a localist network  roles are stored in registers as two vectors. One
and a distributed network. The localist network is  vector (the symbol vector) represents the filler and
composed of nodes representing symbols and links  the other vector (the highlighting vector) represents
between these symbols representing rules. Each  the role. Predicates, related roles, and fillers are
symbol node is linked to several nodes in the dis-  stored contiguously and thus constitute a distin-
tributed network. The nodes of the distributed net-  guishable set that can be linked to a particular
work represent the features of the symbol. Variable role pertaining to another predicate (Figure 1(c)).
binding is achieved by the use of a particular value A role can be linked to another role by the similar-
which is passed from a role node to a filler node ity of their highlighting vectors. This is a very effi-
along a link. These solutions lack psychological cient solution that permits recursive predication.
plausibility since the number of separated bindings = However, it is not clear what neural mechanism

is not constrained. might correspond to the loading of registers.
The above solutions have various advantages and
Activation Similarity and Spatial limitations, but they all lack neural plausibility. We

Contiguity will now explore more neurally plausible solutions.
The model COMPOSIT (Barnden and Srinivas,
1991) uses two systems, a long-term memory and
a working memory, both of which are connectionist ~ Lange and Dyer (1989) proposed the use of tem-
networks. In this model, working memory is com-  poral frequency (instead of signatures) for binding,
posed of several registers filled with activation pat-  each signature being an unique frequency of node

Binding by Temporal Frequency
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spike. Nodes having the same firing frequency
would be bound together. This model has not yet
been explored by cognitive scientists, though there
are neurobiological data that seem to be consistent
with it. However, if the activation of a node is
considered to be its firing rate, then binding by
activation, as in CONSYDERR and ROBIN, can
fall into this category.

Binding by Synchrony

For systems using temporal synchrony for variable
binding, nodes can be in two different states: they
can be firing (‘on’), or they can be at rest (‘off’). A
node fires at a precise moment and transmits acti-
vation to other connected nodes. When a node’s
activation reaches threshold, it fires. Whenever
two nodes (or two sets of nodes) representing two
objects fire simultaneously, these objects are tem-
porarily associated (Figure 1(d)). On the other
hand, if two nodes (or two sets of nodes) fire in
succession, they are distinguished. This is how
the systems Shruti (Shastri and Ajjanagadde, 1993)
and INFERNET (Sougné, 2001) solve the binding
problem.

Synchrony has been used as a binding mechan-
ism in various cognitive models, for perception, for
attention, for spatial cognition, for memory, and
for different types of inference. These models fit
human data well, mainly because the number of
distinguishable entities in these systems is con-
strained by the precision of synchrony. However,
it is not clear how these models could represent
recursive structures.

The Binding Problem and Distributed
Representations

Most of the above models used localist representa-
tions. Binding in a fully distributed network is
problematic, because as soon as two symbols are
required at the same time, their representations
may overlap, which could lead to crosstalk.

This problem is greatly reduced by using par-
tially distributed representations, where each sym-
bol is represented by an assembly. This solution
avoids problems of ‘grandmother’ cells, and, since
some assemblies share nodes, similarity effects
related to binding can be achieved (Sougné, 2001).

THE PROBLEM OF MULTIPLE
INSTANTIATION

Multiple instantiation involves the simultaneous
use of the same parts of the knowledge base in

different ways. Knowing that ‘John is the father of
Peter’ and that ‘Peter is the father of Paul’, one can
readily infer that John is the grandfather of Paul. To
derive this conclusion, one must simultaneously
instantiate the predicate ‘father of’ and the object
‘Peter’ twice. Precisely how this is done is the prob-
lem of multiple instantiation. This problem is also
called the type—token problem. It is closely related
to the binding problem. Solving the binding prob-
lem is not by itself sufficient to solve the problem of
multiple instantiation; it is, however, necessary.

Symbolic models load copies of pieces of know-
ledge into a working area before processing them.
For these models, there is no problem of multiple
instantiation: they simply make several copies of
the same content from the long-term knowledge
base (LTKB) and store them in the working area.
By contrast, for connectionist models that use the
knowledge base itself as the place where symbols
are associated and processed, multiple instantia-
tion is a serious problem. How can the same object
be associated with different roles at the same time
without making several copies of this object? In
general, multiple instantiation poses significant
problems for distributed representations. Two clo-
sely related objects will, in principle, share nodes.
Therefore, if both objects are needed simultaneously
(for different roles), their common nodes must be
associated with two different clusters of nodes.

People are able to cope with multiple instances of
the same concept, unlike most connectionist
models, but their performance when doing so is
diminished. There is no naturally arising decrease
in performance for symbolic models doing mul-
tiple instantiation.

Multiple Instantiation in Neural
Networks

For localist networks (where each symbol is repre-
sented by a single node) that can represent predi-
cates with more than one argument, the problem of
multiple instantiation arises if two instantiations of
a predicate have different bindings of their argu-
ments. For example, ‘John likes tennis and John
likes football” does not require separate instances
of the predicate ‘likes’ since this statement is
equivalent to ‘John likes tennis and football’, in
which ‘tennis” and ‘football’ are bound to the
same role. However, when two sets of two fillers
must be associated with identical pairs of roles, the
system must be able to handle two copies of the
predicate and argument slots. For example, ‘John
likes football and Mary likes tennis” cannot be re-
duced to ‘John and Mary like football and tennis’,
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because if it is one can no longer distinguish who
likes what.

In distributed networks the problem of multiple
instantiation arises as soon as one node must be
used by clusters that have to be differentiated. If a
predicate with more than one argument has to be
represented, and if either the predicate’s argu-
ments or any of the arguments’ fillers need to use
a common node, then this node will have to be
bound to different roles.

Relevance for Cognitive Science

In some sense, the connectionist limitations
regarding the problem of multiple instantiation
could be a blessing in disguise, because some
tasks involving multiple instantiation are precisely
those tasks that cause problems for humans. Em-
pirical evidence of these difficulties comes from
relational reasoning, from repetition blindness,
and from the effects of similarity on working
memory and on perception. These data show that
multiple instantiation can indeed cause problems
for humans and animals. In short, when confronted
with multiple instantiation, people tend to be
slower or to make more mistakes. A good model
should not only be able to deal with multiply in-
stantiated symbols, but should also reflect the diffi-
culties that humans have with them.

Connectionist Solutions

There are three types of solution to the problem of
multiple instantiation. The first type of solution is
to use two systems, an LTKB and a working area
into which copies of pieces of the LTKB are loaded.
The second type of solution uses several copies of
the same symbol in the LTKB. The third relies on
superposing frequencies of oscil