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Introduction

The connection between L-functions and arithmetic must surely be one of the most
profound in mathematics. From Dirichlet’s discovery that infinitely many primes
occur in an arithmetic progression, right through to Wiles’ celebrated proof of
Fermat’s Last Theorem, the applications of L-series to number theory seem to be
limitless.

This book is concerned with the special values of L-functions of modular forms.
The twentieth century saw many deep conjectures made about the interrelation
between L-values and associated arithmetic invariants. Moreover, the last few years
have seen a lot of these predictions proved correct, though much is still shrouded
in mystery. Very frequently modular forms can be grouped together into families
parametrised by a single analytic variable, and it is their properties which we intend
to study here. Whilst we shall be primarily interested in the arithmetic of the
whole family itself, the control theory often tells us something valuable about each
individual member.

What then do we mean by a modular form? Let k and N be positive integers.
An analytic function fk : H ∪ {∞} −→ C is modular of weight k and level N if

fk

(
az + b

cNz + d

)
= (cNz + d)k fk(z)

at all integers a, b, c, d ∈ Z such that 1 + bcN = ad. In particular, the quadruple
(a, b, c, d) = (1, 1, 0, 1) clearly satisfies this condition, so we must have the identity
fk(z + 1) = fk(z) for all z ∈ H. Moreover, if fk(z) is appropriately bounded as z
approaches the cusps, we call fk a modular form.

It follows that fk is a periodic function of z, with a Fourier expansion

fk(z) =
∞∑

n=0

an(fk)qn where q = exp(2πiz).

Hecke proved that for a fixed level N and weight k, the space of modular forms is
finitely-generated over C. He introduced a system of operators ‘the Hecke algebra’,
under whose action a basis of eigenforms can always be found.

N.B. It is very far from being true that every modular form occurring in nature
hides deep secrets. For example, the Eisenstein series

Eisk(z) :=
∑

(0,0) �=(m,n)∈Z×Z

1
(mz + n)k

for integers k > 2

whilst indispensable tools in the analytic theory, tell us precious little about the
arithmetic of Diophantine equations.

1



2 Introduction

We’ll concern ourselves exclusively with the study of newforms of weight k ≥ 2,
a precise definition of which can be found in the next chapter. For the moment,
we just mention that a newform fk vanishes at the cusp ∞, so the constant term
a0(fk) in its Fourier expansion must be zero. The complex L-function

L(fk, s) :=
∞∑

n=1

an(fk).n−s

converges in the right-half plane Re(s) > k
2 + 1, and can be analytically continued

to the whole of the complex numbers. In contrast to the rather crude nature of
Eisenstein series, newforms encode a lot of useful arithmetic data.

Let us fix an integer s0 ∈ {1, ..., k − 1}, and assume that L(fk, s0) is non-zero.
The conjectures of Bloch and Kato relate the value of the L-function at s = s0
with the order of a mysterious group IIIk = III(fk; s0), which can be defined
cohomologically. For their conjecture to make any sense, it is essential that the
quantity #IIIk be finite. In the special case where the weight k = 2, the object
III2 is the Tate-Shafarevich group of a modular elliptic curve which has f2 as
its associated newform; the Bloch-Kato Conjecture then reduces to the famous
conjectures of Birch and Swinnerton-Dyer (see Chapter I for details).

Beilinson, and then subsequently Kato, discovered that the critical values of the
L-function are governed by certain cohomology classes, which we now refer to as
Kato-Beilinson zeta-elements.

Our first main result is purely technical, but nonetheless vital:

Theorem 0.1. The space of zeta-elements generates the algebraic modular symbol
associated to the cuspidal eigenform fk.

Let’s see what the implications of this theorem are in deformation theory.

So far the weight k of our newforms has remained fixed, but we can relax this.
We shall allow k to vary over the whole of the p-adic integers Zp, although only at
positive integers can one say anything meaningful about the behaviour of newforms.
Let p > 3 denote a prime number, and write Λ for the power series ring Zp[[X]].
Hida showed that whenever the pth-Fourier coefficient is a p-adic unit, these modular
forms come in ordinary families

f =
∞∑

n=1

an(f;X) qn ∈ Λ[[q]]

where at infinitely many weights k ≥ 2, the expansion

fk =
∞∑

n=1

an

(
f; (1 + p)k−2 − 1

)
qn ∈ Zp[[q]]

is a classical eigenform of weight k.



Introduction 3

This means we are no longer dealing with just a single Bloch-Kato Conjecture,
rather a continuum of statements relating the quantities

the special value L(fk, s0)
Bloch-Kato←→ the p-part of #IIIk.

We consider only the p-primary part of IIIk above, because the choice of prime p
is fundamental to the original deformation.

Not surprisingly, this raises a whole host of arithmetic questions:

Q1. Is there a p-adic analytic L-function of k interpolating these special values?

Q2. What is the underlying object governing these Tate-Shafarevich groups IIIk?

Q3. Can the Bloch-Kato Conjecture be formulated for the whole p-ordinary family,
so that each individual conjecture is simply a manifestation at weight k?

We shall look for answers to all these questions.
As a first step, we find an analytic parametrisation for the Galois cohomology of

the representations interpolating
{
fk
}
k≥2. Let F denote an abelian extension of Q.

Theorem 0.2. The étale Coleman exact sequence over F⊗ Zp deforms along the
universal p-ordinary representation ρuniv

∞ : GQ → GL2
(
Zp[[X]]

)
.

The proof is based on the following generalisation of Theorem 0.1:

Theorem 0.3. The weight-deformation of the zeta-elements over Zp[[X]], generates
the universal Λ-adic modular symbol associated to the family f.

Of course, there is no reason at all why the point s = s0 should have remain fixed.
If we allow it to vary in exactly the same manner as the weight k varied, one can
consider special values at all points of the critical strip, simultaneously.

−−−−−− f (z)

<

<

−−−−−−− ∆(z)
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4 Introduction

In terms of the deformation theory, this amounts to adding a second variable to
the power series ring Λ, which means we are now working over Zp[[X,Y ]] instead.
The whole picture becomes clearer when we allow this extra cyclotomic variable Y
because the full force of Iwasawa theory is at our disposal.

Our intention is to study Selmer groups associated to the following three lines:
the vertical line s = 1, the central line s = k/2, and the boundary line s = k − 1.
Let’s consider s = 1 and s = k − 1 first.

Theorem 0.4. The Selmer groups along both s = 1 and s = k−1 are Λ-cotorsion,
over all abelian extensions F of the rational numbers Q.

It is worthwhile remarking that the cotorsion of the cyclotomic Selmer group along
the horizontal line k = 2 was recently proven by Kato, and in the CM case Rubin.
This remains one of the crown jewels in the Iwasawa theory of elliptic curves.

Unfortunately for the central line s = k/2, things are less clear cut.

Conjecture 0.5. The Selmer group along s = k/2 should have Λ-corank equal to
the generic order of vanishing of Lp

(
fk, k/2

)
for even integers k.

Greenberg predicted that the order of vanishing along s = k/2 was either almost
always zero, or almost always one. Without knowing whether this statement holds
true in general, alas 0.5 is destined to remain only a conjecture at best.

Granted we know something about the structure of these three Selmer groups,
one can then compute the leading terms of their characteristic power series.

Theorem 0.6. There are explicit formulae relating the Iwasawa invariants along
s = 1, s = k/2 and s = k− 1 to the p-part of the BSD Conjecture.

The author apologises profusely for stating the result in such a vacuous manner –
for the full statements, we refer the reader to Theorems 9.18 and 10.1 in the text.
To obtain these formulae is by no means trivial. If the function L

(
f2, s

)
vanishes at

the point s = 1 it is necessary to define analogues over Λ of the elliptic regulator,
which in turn involves constructing ‘p-adic weight pairings’ on an elliptic curve.

When combined, the results 0.1–0.6 allow us to deduce the arithmetic behaviour
of the two-variable Selmer group over Zp[[X,Y ]], at the critical point (1, 2):

Theorem 0.7. The leading term of the algebraic two-variable p-adic L-function
at (s, k) = (1, 2) is equal to the order of III2, multiplied by some
readily computable Λ-adic Tamagawa numbers.

In particular, this last theorem shows how the p-primary part of III is completely
controlled by the arithmetic of the Hida family that lifts the classical eigenform f2
(c.f. Section 10.3 for the precise formulae).



Introduction 5

The organisation of this book is as follows. The first chapter is meant to be purely
introductory, containing a very brief review of elliptic curves and modular forms.
In Chapter II we recall the work of Perrin-Riou and Kato on the theory of Euler
systems for modular forms. Then in Chapter III we describe a brand new method
for constructing p-adic L-functions using these tools. The main advantage of our
constructions is that each Euler system is assigned a modular symbol, and there is
a particularly nice deformation theory for these symbols.

Once we have a working model in place for the cyclotomic variable Y , it is
then time to introduce the weight variable X. In Chapter IV we provide a short
description of Hida’s ordinary deformation theory, which exerts strict control over
the modular forms occurring in the family. The two chapters that follow contain
the technical heart of the book. We develop a theory of two-variable Euler systems
over Zp[[X,Y ]], in terms of the Λ-deformation of the space of modular symbols.
Since there are already ambiguities present in certain of the objects considered, we
will give a construction compatible with the analytic theory of Greenberg-Stevens
and Kitagawa.

The remainder of the book is completely devoted to a study of the arithmetic of
p-ordinary families. In Chapter VII we explain how to associate Selmer groups over
a one-variable deformation ring Λ = Zp[[X]], and hence compute their Λ-coranks.
In the next two chapters we prove formulae for the p-part of the Tate-Shafarevich
group of an elliptic curve (under the assumption that the number field is abelian).
Finally, Chapter X ties everything together in what is rather grandly called the
“Two-Variable Main Conjecture”. This statement is now over the larger power
series ring Zp[[X,Y ]], and our previous Euler characteristic computations allow us
to formulate the conjecture without error terms.

The reader who has done a graduate-level course in algebraic number theory,
should have no trouble at all in understanding most of the material. A passing
acquaintance with algebraic geometry could also be helpful. However, someone
with a number theory background could easily skip the first couple of chapters, and
the battle-hardened Iwasawa theorist could probably dive straight into Chapter IV.

Acknowledgements: Firstly, the author is greatly indebted to Adrian Iovita for
explaining his generalisation of Bmax, and to Denis Benois for sharing his knowledge
of the dual exponential map. He also thanks Paul Smith for writing Appendix C,
and for both his and John Cremona’s computer experiments.

For their moral support, he is particularly grateful to John Coates, David Burns,
and his work colleagues at the University of Nottingham. He thanks D.P.M.M.S.
for their very kind hospitality during a sabbatical leave period at the end of 2006.
Lastly, many thanks to Nigel Hitchin and the team at Cambridge University Press,
for their assistance and technical knowhow.



List of Notations

(a) For a field K we write K for its separable algebraic closure. At each prime
number p, let µpn denote the group of pn-th roots of unity living inside of K.
If M is a Zp[Gal(K/K)]-module and the integer j ≥ 0, then ‘M(j)’ denotes the
Tate twist M ⊗Zp

(
lim←−n µpn

)⊗j . On the other hand, if j < 0 then it denotes the
twist M ⊗Zp HomZp

(
lim←−n µ⊗−j

pn ,Zp
)
.

(b) Throughout we shall fix embeddings Q ↪→ C and Q ↪→ Qp at each prime p.
We write Cp for the completion of Qp with respect to the p-adic metric (it is
an algebraically closed field). Thus we may consider all Dirichlet characters
ψ : (Z/MZ)× → Q

×
as taking values in both C

× and C
×
p under our embeddings.

(c) The maximal unramified extension Q
nr
p of the p-adic numbers, has Galois group

Gal
(
Q

nr
p /Qp

) ∼= Gal
(
Fp/Fp

)
. The arithmetic Frobenius element Frobp : x 	→ xp

in the latter group can be considered as generating Gal
(
Q

nr
p /Qp

)
topologically.

Moreover, we abuse notation and write ‘Frobp’ for any of its lifts to Gal
(
Qp/Qp

)
,

which are only well-defined modulo the inertia group Ip.

(d) For a ring R we denote the ith-étale cohomology group Hi
ét

(
Spec(R), −) by

Hi
ét(R, −), or sometimes just by Hi(R, −). Assume further that R is an

integral domain with field of fractions K, and write j : Spec(K)→ Spec(R) for
the inclusion morphism. Then for any sheaf A of abelian groups on Spec(K),
we abbreviate Hi

(
R, j∗(A)

)
simply by Hi(R,A).

(e) Given an integer level N ≥ 1, let Γ0(N) denote the group of unimodular matrices(
a b
c d

)
satisfying the congruence c ≡ 0 ( mod N). Similarly, the subgroup

Γ1(N) consists of matrices satisfying c ≡ 0 ( mod N) and a ≡ d ≡ 1 ( mod N).
If Φ = Γ0(N) or Γ1(N), then Sk(Φ) is the space of cusp forms of weight k on Φ.
Finally, for each primitive Dirichlet character ε : (Z/NZ)× → C

×, we will write
Sk
(
Γ0(N), ε

)
to indicate the ε-eigenspace

{
f ∈ Sk

(
Γ1(N)

)
such that f

∣
∣
∣
k

(
a b
c d

)
= ε(d)f for all

(
a b
c d

)
∈ Γ0(N)

}
.
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CHAPTER I

Background

Although the study of elliptic curves can be traced back to the ancient Greeks,
even today there remain surprisingly many unanswered questions in the subject.
The most famous are surely the conjectures of Birch and Swinnerton-Dyer made
almost half a century ago. Their predictions have motivated a significant portion
of current number theory research, however they seem as elusive as they are ele-
gant. Indeed the Clay Institute included them as one of the seven millenium
problems in mathematics, and there is a million dollar financial reward for their
resolution.

This book is devoted to studying the Birch, Swinnerton-Dyer (BSD) conjecture
over the universal deformation ring of an elliptic curve. A natural place to begin
is with a short exposition of the basic theory of elliptic curves, certainly enough
to carry us through the remaining chapters. Our main motivation here will be to
state the BSD conjecture in the most succinct form possible (for later reference).
This seems a necessary approach, since the arithmetic portion of this work entails
searching for their magic formula amongst all the detritus of Galois cohomology,
i.e. we had better recognise the formula when it finally does appear!

After defining precisely what is meant by an elliptic curve E, we introduce its
Tate module Tap(E) which is an example of a two-dimensional Galois represen-
tation. The image of the Galois group inside the automorphisms of Tap(E) was
computed by Serre in the late 1960’s. We next explain how to reduce elliptic
curves modulo prime ideals, which then enables us to define the L-function of
the elliptic curve E. This L-function is a pivotal component in the BSD formula
in §1.4.

One of the highlights of the subject is the Mordell-Weil theorem, which ass-
erts that the group of rational points on an elliptic curve is in fact finitely-generated.
We shall sketch the proof of this famous result, primarily because it involves
the application of ‘height pairings’ which will be invaluable tools in later chap-
ters. Lastly, the connection between elliptic curves and modular forms is cov-
ered in §1.5. These important objects are introduced from a purely algebraic
standpoint, because this gives us greater flexibility when visualising Beilinson’s
K2-elements.

The excellent volumes of Silverman [Si1,Si2] cover just about everything you
would want to know about the fundamental theory of elliptic curves, and about
two thirds of this chapter is no more than a selective summary of his first tome.
For the complex analytic theory there is the book of Knapp [Kn], which covers the
connection with modular forms in some detail. A gentler introduction is the volume
of Silverman-Tate [ST], and of course Cassels’ text [Ca1] is a classic.

7
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1.1 Elliptic curves

We say that E is an elliptic curve if it is a smooth projective curve of genus one,
equipped with a specified base-point OE . Furthermore, E is said to be defined
over a field K if the underlying curve is, and in addition the base-point OE has
K-rational coordinates. Since every elliptic curve may be embedded as a cubic in
projective space, we can equally well picture it in Weierstrass form

E : Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X

2Z + a4XZ
2 + a6Z

3

where the a1, a2, a3, a4, a6 all lie inside K. Under this identification, the origin OE
will be represented by the point at infinity (X,Y, Z) = (0, 1, 0).

If the characteristic of K is neither 2 nor 3, one can always change coordinates
to obtain (birationally) a simpler affine equation

E : y2 = x3 +Ax+B

where again A,B are elements of K. The non-singularity of our curve is then
equivalent to the cubic x3 + Ax + B possessing three distinct roots, i.e. to the
numerical condition

∆(E) = −16(4A3 + 27B2) �= 0.

Remark: The above quantity is called the discriminant of E and depends on that
particular choice of Weierstrass equation. On the other hand, the j-invariant

j(E) := 1728× 4A3

4A3 + 27B2

is independent of this choice, and classifies elliptic curves up to isomorphism.

The principal reason why the theory of elliptic curves is so rewarding is because
the points on an elliptic curve are endowed with the structure of an abelian group.
If P1 and P2 are two such points on E, then their sum P3 = “P1 + P2” is the
unique point satisfying

(P3)− (OE) ∼ (P1) + (P2)− 2(OE) inside Pic0(E),

the degree zero part of the divisor class group of E. In terms of the Weierstrass
equation y2 = x3 +Ax+B, it can be shown that the x-coordinate of P3 is

x
(
P3

)
= x

(
P1 + P2

)
=

(
y1 − y2
x1 − x2

)2

− (x1 + x2)

when P1 = (x1, y1) differs from P2 = (x2, y2), and if they are the same point

x
(
P3

)
= x

(
P1 + P1

)
=

x4
1 − 2Ax2

1 − 8Bx1 +A2

4x3
1 + 4Ax1 + 4B

.
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Geometrically three points sum to zero if and only if they lie on the same line, so
the additive inverse of P1 = (x1, y1) must be −P1 = (x1,−y1).

P

Q

"P+Q"

Figure 1.1

Adding the same point repeatedly to itself a fixed number of times gives rise to
an endomorphism of E, defined over K. More precisely, for an integer m ∈ Z we
denote by [×m] ∈ End(E) the map for which

[×m]P =






P + · · ·+ P if m > 0
OE if m = 0
−P − · · · − P if m < 0

“
∣
∣m

∣
∣-times ”

at all points P ∈ E.
Actually there are not that many possibilities for the endomorphism ring of E.

If the field K has characteristic zero then End(E) is either Z, or an order in an
imaginary quadratic field in which case we say that E has complex multiplication.
Note that if K has positive characteristic then End(E) could also be a maximal
order in a quaternion algebra.

Isogenies and the Tate module.
Suppose now that E′ is another elliptic curve defined over K. An isogeny between
E and E′ is a non-constant morphism φ : E → E′ of curves such that φ(OE) = OE′ .
In particular, φ is a group homomorphism whence φ(P1 + P2) = φ(P1) + φ(P2).
The kernel of φ will be a finite subgroup of E, and the degree of φ is its degree as
a finite map of curves.

The dual isogeny φ̂ : E ′ → E is then characterized by the property that

φ̂ ◦ φ = [×n]E and φ ◦ φ̂ = [×n]E′ where n = deg(φ).

If λ : E → E′ and θ : E′ → E are two further isogenies, their duals satisfy

̂̂
φ = φ, φ̂+ λ = φ̂+ λ̂ and φ̂ ◦ θ = θ̂ ◦ φ̂.
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Definition 1.1. The kernel of the isogeny [×m] : E → E is denoted by

E[m] := Ker
(
[×m]

)
=

{
P ∈ E such that [×m]P = OE

}
,

and consists of geometric points on E defined over a fixed algebraic closure K.
We also write Etors for the union

⋃
m≥1 E[m].

Remarks: (a) If the characteristic of K is zero or is coprime to m ≥ 1, then

E[m] ∼= Z/mZ × Z/mZ;

(b) If the characteristic of K equals p > 0, then

E[pn] ∼= Z/pnZ or {0} for all n ≥ 1;

if E[pn] is zero we call the elliptic curve supersingular, otherwise it is ordinary.

Let us fix a prime number p. The multiplication-by-p endomorphism induces a
transition map [×p] : E[pn+1] −→ E[pn] of finite p-groups, for all integers n ≥ 1.
The projective limit is called the p-adic Tate module of E, and is written as

Tap(E) = lim←−
n
E[pn].

Whenever the characteristic of K is coprime to p, we see from part (a) of the above
remark that there is a naive decomposition

Tap(E) ∼= Zp ⊕ Zp,

or in terms of Qp-vector spaces

Vp(E) := Tap(E)⊗Zp Qp
∼= Qp ⊕ Qp.

The advantage of studying torsion points on elliptic curves is that they provide us
with many examples of Galois representations, which we describe below.

Recall that E is an elliptic curve defined over K. In addition, we shall now
suppose our field K to be perfect. The action of the Galois group GK = Gal(K/K)
commutes with the group law on E, so leaves the finite subgroup E[pn] stable.
Provided the characteristic of K is coprime to p, one obtains a two-dimensional
representation

ρ
(n)
E,p : GK −→ Aut

(
E[pn]

) ∼= GL2
(
Z/pnZ

)

for all integers n ≥ 1. Passing to the limit over n yields

ρE,p : GK −→ Aut
(
Tap(E)

) ∼= GL2(Zp),

and we shall also write ρE,p : GK −→ Aut
(
Vp(E)

) ∼= GL2(Qp) for the associated
vector space Galois representation.
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It is only natural to ask how large the image of Galois in the automorphism group
of the Tate module can be. If our elliptic curve E admits complex multiplication
and K is a number field, then ρE,p is neatly described using global class field theory,
in fact the image of the Galois group GK is “almost abelian” (see Theorem 1.9 for
an explanation).

In the non-CM case we have the following description.

Theorem 1.2. (Serre) Assume that K is a number field, and the elliptic curve E
is without complex multiplication. Then
(a) The image of ρE,p is of finite index in GL2(Zp) for all primes p;
(b) The image of ρE,p is equal to GL2(Zp) for all but finitely many primes p.

Let us focus attention for the moment on the relationship between Tap(E) and its
dual module Tap(E)∗ = HomZp

(
Tap(E),Zp

)
. Again fix an integer m ≥ 2 which is

coprime to the characteristic of K. The Weil pairing is a pairing

[, ]E : E[m] × E[m] −→ µm
(
K
)

satisfying the following properties:

(i) Bilinearity: [P1 + P2, Q]E = [P1, Q]E × [P2, Q]E ,
[P, Q1 +Q2]E = [P,Q1]E × [P,Q2]E ;

(ii) Alternation: [P, P ]E = 1;

(iii) Non-degeneracy: [P,Q]E = 1 for all Q ∈ E[m] if and only if P = OE ;

(iv) Equivariance: [P σ, Qσ]E = [P,Q]σE for all σ ∈ GK .

N.B. Here µm
(
K
)

denotes the group of mth-roots of unity inside the multiplicative
group Gm. For a more explicit description of this pairing, choose some element g
in the function field K(E) whose divisor satisfies

div(g) =
∑

P ′∈E[m]

(P + P ′) − (P ′).

Then

[P,Q]E =
g(R+Q)
g(R)

at any point R ∈ E such that g does not vanish at R nor R+Q.
If m = pn clearly the Weil pairing identifies the second exterior power of E[pn]

with the group µpn for all integers n ≥ 1. Further, the determinant of ρE,p must
equal the pth-cyclotomic character

χcy : GK −→ Z
×
p where σ(ζpn) = ζ

χcy(σ)
pn for all σ ∈ GK and ζpn ∈ µpn .
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In terms of the Tate module of E, we obtain a bilinear, alternating pairing

[ , ]E : Tap(E) × Tap(E) −→ Zp(1)

which is both perfect and Galois equivariant. The notation Zp(1) denotes the
projective limit lim←−n µpn , viewed as the Tate module of the multiplicative group.
In fact the module Tap(E) is dual to the étale cohomology group H1

ét

(
E⊗KK,Zp

)
,

which is sometimes a good way to think of it.
Finally, it would be inappropriate not to mention the following deep result, which

was first conjectured by Tate in the 1960’s.

Theorem 1.3. (Faltings) Assume that K is any number field, and p is a prime.
If E and E′ are two elliptic curves defined over K, then the natural map

HomK

(
E,E′)⊗ Zp −→ HomZp

(
Tap(E),Tap(E′)

)GK

is an isomorphism.

Reducing elliptic curves over finite fields.
Consider now a field F containing the field of definition K of our elliptic curve E.
We write

E(F ) =
{
P = (x, y) ∈ E such that x, y ∈ F

}
∪ {

OE
}

for the group of F -rational points on E. In this section we will discuss the structure
of E(F ) when F is a local field. However before we do this, we say a word or two
about the behaviour of elliptic curves over finite fields.

Assume that K = Fq is a finite field consisting of q = pd elements. The qth-power
Frobenius map f : E → E is given on Weierstrass coordinates by f(x, y) = (xq, yq).
Clearly E(Fq) = Ker(1− f), thus

#E(Fq) = #Ker(1− f) = deg(1− f)

as the morphism 1− f is separable.
Furthermore, if we put a = f + f̂ ∈ Z ⊂ End(E), and in addition observe that

f ◦ f̂ = deg(f) = q ∈ Z ⊂ End(E), then

m2 + amn+ qn2 =
(
m+ nf

)
◦
(
m+ n̂f

)
≥ 0

for any (m,n) ∈ Z× Z.
As a quadratic form it is positive semi-definite, so its discriminant must satisfy

a2 − 4q ≤ 0. For the particular value (m,n) = (1,−1) one finds that

#E(Fq) = deg(1− f) = 1− a+ q

and since
∣
∣a
∣
∣ ≤ 2

√
q , we have shown the following estimate.
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Theorem 1.4. (Hasse) There is an upper bound
∣
∣q + 1−#E(Fq)

∣
∣ ≤ 2

√
q.

Even more is true. Weil proved that the zeta-function

Z(E/Fq, T ) = exp

( ∞∑

n=1

#E(Fqn)
Tn

n

)

is none other than the rational function
(
1− aT + qT

)(
1− T )−1(1− qT )−1 of T .

Moreover, the numerator has roots of weight 1
2 , i.e.

1− aT + qT 2 = (1− αT )(1− βT ) with
∣
∣α

∣
∣ =

∣
∣β

∣
∣ =
√
q.

See Silverman’s book [Si1] for a proof of this statement.
Suppose that K is a finite algebraic extension of Qp with ring of integers OK ,

maximal ideal p and residue field Fq = OK
/
p. Let E be an elliptic curve over K.

By making a suitable change of coordinates, one may assume that our elliptic curve
is given by a Weierstrass equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

for which a1, a2, a3, a4, a6 ∈ OK and ordp

(
∆(E)

)
is minimal.

Definition 1.5. The reduction of E modulo p is the equation

Ẽ : y2 + ã1xy + ã3y = x3 + ã2x
2 + ã4x+ ã6

where the superscript ˜ denotes the image inside the residue field Fq.

Warning: Be careful, the curve Ẽ might very well be singular! If Ẽ is itself an
elliptic curve, we say that E has good reduction over K. Otherwise if Ẽ has a
singularity, then E has bad reduction over K.

Let us write Ẽns for the group of non-singular points on the reduction of E
modulo p. The following three possibilities can occur:

(i) Ẽ = Ẽns is an elliptic curve;

(ii) Ẽ is a nodal cubic and Ẽns ∼= Gmult, the multiplicative group over Fq;

(iii) Ẽ is a cuspidal cubic and Ẽns ∼= Gadd, the additive group over Fq.

In case (iii) we say that E has additive reduction at p – it turns out that one can
replace K by a finite algebraic field extension, so that the reduction type becomes
either (i) or (ii).

In case (ii) there are yet two further possibilities. If the tangent directions at the
node of Ẽ are defined over Fq we say that E has split multiplicative reduction at p,
otherwise it has non-split multiplicative reduction. The reduction type can always
be made split by passing to an appropriate unramified quadratic extension of K.
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Remark: Tate [Ta1] proved that every elliptic curve E which is split multiplicative
over the local field K, has a p-adic uniformization

E(K) ∼−→ K×/
qZ
E .

The Tate period qE ∈ p itself is related to the j-invariant via the transcendental
equation j(E) = J(qE), where J(q) = q−1 + 744 + 196884q + 21493760q2 + · · ·
denotes the modular J-function.

We now define subgroups E1 ⊂ E0 by

E0(K) :=
{
P ∈ E(K) such that P̃ ∈ Ẽns(Fq)

}

and likewise
E1(K) :=

{
P ∈ E(K) such that P̃ = ÕE

}
.

For example, if E has good reduction over K then Ẽ = Ẽns is an elliptic curve,
hence E0(K) coincides with E(K).

In general, the two groups are connected by the short exact sequence

0 −→ E1(K) −→ E0(K) −→ Ẽns(Fq) → 0.

In other words, the quotient group E0(K)
/
E1(K) is the group of non-singular

points on the reduced curve. It remains to discuss the structure of E1(K) and
E(K)

/
E0(K), in order to completely describe the group of local points on E.

Proposition 1.6. (a) The group E(K)
/
E0(K) is cyclic, and the index

[E(K) : E0(K)] =






1 if E has good reduction over K
2, 3 or 4 if E has additive reduction over K
2 if E has non-split multiplicative reduction over K
ordp

(
qE

)
if E has split multiplicative reduction over K

is called the Tamagawa factor of E over K.

(b) There is an isomorphism E1(K) ∼= Ê(p) where Ê is the formal group associated
to E over OK . If the reduction Ẽ at p is a supersingular elliptic curve, then the
height of Ê is 2. If Ẽ is an ordinary elliptic curve or E has bad multiplicative
reduction at p, then the height of Ê equals 1.

(c) The group E1(K) has no m-torsion if m �∈ p. Furthermore, if K/Qp is an
unramified extension then E1(K) is torsion-free, unless p = 2 in which case it may
possess elements of order 2.
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The proof of statement 1.6(a) exploits the fact that the group E(K)
/
E0(K) is

isomorphic to the group of connected components of the Néron model of the curve,
whose structure was found by Kodaira and Néron. In characteristic 2 or 3 there is
a lengthy algorithm of Tate’s which can compute the special fiber.

The proof of statement 1.6(c) is based on the following formula:

ordp(x) ≤ ordp(p)
pn − pn−1

giving an upper bound on the valuation of an element x ∈ Ê(p) of exact order pn.
If K/Qp is unramified then ordp(p) = 1, so x must be zero unless p = 2.

It is wise to avoid the prime 2 at all costs.

1.2 Hasse-Weil L-functions

We now introduce an analytic invariant of an elliptic curve called its L-function,
whose mysterious properties motivate much current research into number theory.
Let F be a number field, and write OF for its ring of integers. For a prime p of F
we shall write Fp for its completion at p. If p is archimedean then Fp = R or C,
otherwise it will be a finite extension of Qp where p > 0 is the characteristic of the
residue field at p.

Assume that E is an elliptic curve defined over F. If F has class number one,
then it is possible to find a Weierstrass equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

which is simultaneously minimal at all non-archimedean primes p of F. However
if the class number is strictly greater than one, we need to work with p-minimal
Weierstrass equations separately at each prime p.

In any case, if E has good reduction over Fp then we assign an integer

ap(E) := qp + 1 − #Ẽ(Fqp)

where the finite residue field Fqp = OF
/
p contains qp elements.

Definition 1.7. (a) The local L-factor of E at p is the polynomial

Lp(E, T ) =






1− ap(E)T + qpT
2 if E has good reduction at p

1− T if E is split multiplicative at p

1 + T if E is non-split multiplicative at p

1 if E has additive reduction at p.

(b) The Hasse-Weil L-function of E over F has the Euler product expansion

L(E/F, s) =
∏

primes p

Lp

(
E, q−s

p

)−1 for Re(s)� 0

where the product ranges over all non-archimedean primes of F.



16 Background

Hasse’s Theorem 1.4 tells us that the modulus of ap(E) is bounded above by 2√qp,
hence the Euler product will certainly converge in the right half-plane Re(s) > 3

2 .
It is fairly straightforward to prove that if E and E′ are two F-isogenous elliptic
curves then their two L-series coincide, in other words L(E/F, s) = L(E′/F, s).
The converse statement is harder to deduce, relying heavily on Theorem 1.3.

Conjecture 1.8. The L-function L(E/F, s) has an analytic continuation to the
whole complex plane, and the completed L-function

Λ∞(E/F, s) := N
s/2
E/F (2π)−s Γ(s) L(E/F, s)

satisfies the functional equation

Λ∞(E/F, s) = w∞ Λ∞(E/F, 2− s) with the root number w∞ = +1 or −1.

The conductor NE/F above is a positive integer of the form

NE/F =
∏

primes p

pfp(E/F)

where the exponents

fp(E/F) =






0 if E has good reduction at p

1 if E is bad multiplicative at p

2 if E has additive reduction at p � 6.

If the place p lies above 2 or 3, then the exponent can be readily computed using
a formula of Ogg and Saito.

Remark: Observe that the conjectured functional equation for Λ∞(E/F, s) relates
the value at s with the value at 2− s. This indicates that s = 1 is a central point
of symmetry for the L-function. For example, if the root number w∞ = −1 then

Λ∞(E/F, 1) = − Λ∞(E/F, 2− 1)

so L(E/F, s) is forced to vanish at s = 1.

It is worthwhile to mention some known cases of Conjecture 1.8. If E is modular,
i.e. its L-function is the Mellin transform of a newform of weight two, both the
analytic continuation and functional equation are known. Wiles et al [Wi1,BCDT]
proved that every elliptic curve over Q is modular, so this already yields a large
class of curves to work with.

On the other hand, the theory of complex multiplication supplies us with yet
more examples where the analytic properties are known. For the remainder of this
section, assume that our curve E has CM by an order in an imaginary quadratic field
K = Q(

√−D). As the L-function is isogeny-invariant, without loss of generality
we can replace E by an isogenous elliptic curve to ensure that End(E) = OK.
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For a fixed choice of Weierstrass equation

E : y2 = x3 +Ax+B of discriminant ∆(E) = −16(4A3 + 27B2) �= 0,

define the Weber function at points P of E by

θE(P ) :=






AB
∆(E) × x(P ) if j(E) �= 0, 1728

A2

∆(E) × x(P )2 if j(E) = 1728
B

∆(E) × x(P )3 if j(E) = 0.

Theorem 1.9. (Kronecker, Weber)

(a) The Hilbert class field H of K is obtained by adjoining the j-invariant of E;

(b) The maximal abelian extension of K = Q(
√−D) is precisely the field

Kab = H
(
θE(P ), P ∈ Etors

)
.

This justifies an earlier statement asserting the image of the Galois representation

ρE,p : GF −→ Aut
(
Tap(E)

)
was “almost abelian”,

since adjoining
√−D to the field of definition for our elliptic curve E forces the

representation to factor through the infinite abelian group Gal
(
Kab

/
F
(√−D))

.
Let us return to the question of analycity for the Hasse-Weil L-function. Recall

that we are permitted to assume that E has CM by the full ring of integers OK.
We shall write AF for the topological ring of adeles over F. To each elliptic curve
E as above, there is an associated Grössencharacter

ψE/F : A
×
F −→ K×

such that at all primes p of good reduction, the element ψE/F(p) ∈ OK = End(E)
reduces modulo p to the Frobenius endomorphism on Ẽ (N.B. this is not quite
enough to determine ψE/F uniquely, but we shall skip over this point).

Attached to any Grössencharacter ψ : A
×
F −→ K× is a Hecke L-series

L(s, ψ) =
∏

primes p

(
1− ψ(p).

(
NormF/Q p

)−s)−1

and these are well-known to be analytic over C, possessing nice functional equations.

Theorem 1.10. (Deuring) (a) If K is contained in F, then

L(E/F, s) = L(s, ψE/F) × L(s, ψE/F);

(b) If K is not contained in F, then

L(E/F, s) = L(s, ψE/F′) where F′ = F.K.

As a corollary, the analycity and functional equation for L(E/F, s) then follow
immediately from this description in terms of Hecke L-series.
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1.3 Structure of the Mordell-Weil group

For the rest of this book, we concern ourselves exclusively with elliptic curves
over number fields, although there are analogous statements over function fields.
Assume that E is an elliptic curve defined over a number field F. Its subgroup of
F-rational points, E(F), is named in honour of the two mathematicians who proved
the following fundamental result.

Theorem 1.11. (Mordell, Weil) The abelian group E(F) is finitely-generated.

Thus to find every F-rational point on E, all we require is a finite generating set of
points in E(F), together with an explicit description of the group law on E.

It was Mordell who originally proved the result over Q, and Weil who extended
the argument to number fields. We spend the remainder of this section outlining
their proof, primarily because it introduces the notion of a height function which
we will need later on. Full details of the proof itself can be found in [Si1,§10].

Remark: For a field K and a discrete GK-module M , we write Hi(K,M) for the
ith-cohomology group H i

(
Gal(K/K),M

)
. For example, if i = 0 then

H0(K,M) = MGK =
{
m ∈M such that mσ −m = 0 for all σ ∈ GK

}
.

Similarly, if i = 1 then H1(K,M) equals the quotient
{
ξ ∈ Cont(GK ,M) such that ξ(στ) = ξ(σ)τ + ξ(τ) for all σ, τ ∈ GK

}

{
ξ ∈ Cont(GK ,M) such that ξ(σ) = mσ

ξ −mξ for some mξ ∈M
} .

The numerator is called the group of 1-cocycles, and the denominator is the group
of 1-coboundaries.

In particular, were GK to act trivially on M it would follow that mσ −m = 0 for
all σ ∈ GK and m ∈M , whence

H0(K,M) = M and H1(K,M) = Homcont(GK ,M).

Fix an integer m ≥ 2. Taking GK-invariants of the tautological exact sequence

0 −→ E[m] −→ E
×m−→ E −→ 0

one obtains the long exact sequence in GK-cohomology

. . . −→ E(K) ×m−→ E(K) ∂−→ H1(K,E[m]
) −→ H1(K,E) ×m−→ H1(K,E).

Truncating both the left and the right-hand sides, gives rise to the well-known
Kummer sequence

0 −→ E(K)
/
mE(K) ∂−→ H1(K,E[m]

) −→ H1(K,E
)
[m] −→ 0.

Note that the group H1
(
K,E[m]

)
is not necessarily finite even though E[m] is.
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Viewing this sequence firstly over the number field F, and secondly over all its
completions Fp, yields a commutative diagram

0 −→ E(F)
mE(F)

−→ H1(F, E[m]
) −→ H1(F, E(F)

)
[m] −→ 0



�



�



�

0 −→
∏

p

E(Fp)
mE(Fp)

−→
∏

p

H1(Fp, E[m]
) −→

∏

p

H1(Fp, E(Fp)
)
[m] −→ 0

with exact rows, and whose columns are composed of restriction maps.

Definition 1.12. (a) The Selmer group of E over F is given by

SelF(E) := Ker



H1(F, Etors
)

∏
resp−→

∏

all p

H1(Fp, E(Fp)
)


 .

(b) The Tate-Shafarevich group of E over F is the group

IIIF(E) := Ker



H1(F, E
)

∏
resp−→

∏

all p

H1(Fp, E(Fp)
)


 .

It is an easy exercise to show that the sequence

0 −→ E(F)
/
mE(F) −→ SelF(E)[m] −→ IIIF(E)[m] −→ 0

is exact, just apply the Snake lemma to our commutative diagram above. We can
then pass to the direct limit over m to obtain the isomorphism

IIIF(E) ∼= Sel(E/F)
E(F)⊗Q/Z

.

The Selmer group is frequently infinite, e.g. whenever E(F) contains a point of
infinite order.

We now give a proof of a weak version of the Mordell-Weil Theorem.

Theorem 1.11’. For any integer m ≥ 2 the m-Selmer group SelF(E)[m] is finite,
hence both E(F)

/
mE(F) and IIIF(E)[m] are finite too.

Proof: Let S be a finite set of places of F containing primes lying above m, and
also the primes where E has bad reduction. Write FS for the maximal algebraic
extension of F unramified outside S and the infinite places.

If p �∈ S then E has good reduction over Fp, the sequence

0 −→ E1
(
Fp

) −→ E
(
Fp

) −→ Ẽ
(
Fqp

) → 0

is exact, and the group E1
(
Fp

)
[m] is trivial by Proposition 1.6(c). As a consequence

the finite group E[m] injects into Ẽ
(
Fqp

)
under the reduction map; in particular,

the GF-module E[m] is unramified at p.
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It follows that the m-Selmer group consists of 1-cocycles that can ramify only at S
and infinity, hence we have an inclusion

SelF(E)[m] ↪→ H1
(
Gal

(
FS/F

)
, E[m]

)
.

We claim that the latter group is finite.
Choose an open normal subgroup H of Gal

(
FS/F

)
such that H acts trivially on

E[m]. Let F′ be the fixed field of H. By inflation-restriction one knows that

0 −→ H1(Gal(F′/F), E[m]
) infl−→ H1

(
Gal

(
FS/F

)
, E[m]

)
rest−→ H1(H, E[m]

)

is exact, and the left-most group is clearly finite because #Gal(F′/F) <∞.
On the other hand, the right-most group H1

(
H,E[m]

)
= Homcont

(
H,E[m]

)

classifies Galois extensions of F′ unramified outside S and infinity, whose Galois
group is isomorphic to a subgroup of E[m]. However, a theorem of Hermite and
Minkowski tells us that there are only finitely many of these extensions.

�
To complete the proof of the Mordell-Weil Theorem, we need to discuss the existence
of height functions on elliptic curves, whose p-adic avatars crop up in later chapters.
For projective n-space P

n, the absolute logarithmic height H : P
n
(
F
) → [0,∞) is

the function

H
({x0, ..., xn}

)
=

∑

all places p

log
(

max
0≤i≤n

∣
∣xi

∣
∣
p

)

where the absolute values
∣
∣
∣
∣
p

are normalized so that they are compatible with the
product formula.

If our elliptic curve E is given by a Weierstrass equation in coordinates (x, y),
the naive height is the function

h : E
(
F
) −→ [0,∞), h(P ) = H

({x(P ), 1}).

For instance, one useful property of the naive height is that the set

{
P ∈ E(F) such that h(P ) ≤ B

}

is finite for any positive bound B ∈ R.

Remark: The absolute logarithmic height is almost quadratic. To cook up a
function that is truly quadratic, define the canonical height ĥ : E

(
F
) −→ [0,∞) to

be the limit
ĥ(P ) := lim

n→∞ 4−nh
(
[×2]nP

)

which fortunately exists and is well-defined.
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Proposition 1.13. (Néron, Tate) The canonical height is a positive semi-definite
quadratic form on E(F) satisfying:

(a) ĥ(P ) = h(P ) +O(1) for all P ∈ E(F);

(b) ĥ(P ) = 0 if and only if P is a torsion point;

(c) ĥ extends R-linearly to give a positive definite quadratic form on E(F)⊗ R.

We have skipped quite a bit here, proving this proposition is by no means trivial.
Nevertheless, taking these properties of the canonical height for granted, one can
polish off the demonstration of the Mordell-Weil Theorem.

Proof of 1.11: Courtesy of the weak version Theorem 1.11’, we know that the
group E(F)

/
mE(F) is finite. Let P1, ..., Pn ∈ E(F) be a set of coset representatives,

and put B = max ĥ(Pi). The set

S(B) =
{
P ∈ E(F) such that ĥ(P ) ≤ B

}

is certainly finite, since ĥ = h+O(1) and we know the statement to be true for the
absolute logarithmic height h.

We claim that the points in S(B) generate the group E(F). Suppose instead
that they do not generate it. Then we could find a point Q ∈ E(F) of minimal
canonical height which does not lie in the span of S(B). It would have to be of the
form Q = Pi + mR for some i ∈ {1, . . . , n} and some R ∈ E(F) not lying in the
span of S(B). As a consequence

ĥ(Q) ≤ ĥ(R) =
1
m2 ĥ(mR) =

1
m2 ĥ(Q− Pi) ≤

2
m2

(
ĥ(Q) + ĥ(Pi)

)

since ĥ(Q− Pi) + ĥ(Q+ Pi) = 2ĥ(Q) + 2ĥ(Pi).
It would then follow that

ĥ(Q) ≤ 2
m2

(
ĥ(Q) +B

)
, that is ĥ(Q) ≤ 2

m2 − 2
B ≤ B

implying that Q ∈ S(B), which supplies the contradiction.
�

Corollary 1.14. The Mordell-Weil group of E over F has the form

E(F) ∼= Z
rF ⊕ E(F)tors

where E(F)tors is a finite group, and the integer rF ≥ 0.

Quite a lot is known about the structure of the torsion subgroup.
If F = Q then Mazur proved that E(Q)tors is one of the 15 groups

Z/nZ with 1 ≤ n ≤ 12, n �= 11 or

Z/2Z× Z/2nZ with 1 ≤ n ≤ 4

and all these possibilities occur in nature.
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For a general number field, Kamienny and Merel showed there exists a constant
C = C(d) depending only on the degree d = [F : Q], such that

#E(F)tors ≤ C for any elliptic curve E defined over F.

Thus to understand completely the structure of the Mordell-Weil group, one is
left with the seemingly innocuous task of determining the rank rF of its free part.
Before discussing this problem in the next section, let’s introduce a further invariant
arising from the theory of heights.

Definition 1.15. (a) The Néron-Tate height pairing is the bilinear form

〈
P,Q

〉NT
F,∞ =

1
2

(
ĥ(P +Q) − ĥ(P ) − ĥ(Q)

)
for all P,Q ∈ E(F).

(b) The elliptic regulator of E over F is the positive real number defined by

Reg∞,F(E) := det
(〈
Pi, Pj

〉NT
F,∞

)

1≤i,j≤rF

where P1, ..., PrF is any basis for E(F)
/
E(F)tors .

1.4 The conjectures of Birch and Swinnerton-Dyer

In the early 1960’s, two Cambridge number theorists Birch and Swinnerton-Dyer
conducted numerical experiments on the CM elliptic curves

y2 = x3 −Dx and y2 = x3 + 4Dx

for D a rational integer. Based on their extensive computational evidence, they
predicted a startling link between the rank of the Mordell-Weil group, and the
behaviour of the Hasse-Weil L-function at its central point.

Again we suppose that E is an elliptic curve that is defined over a number field F.
Let σ1, ..., σs : F ↪→ R be the real embeddings of F, and τ1, ..., τt, τ1, ..., τt : F ↪→ C

its complex embeddings; in particular s+ 2t = [F : Q].

Remark: If our elliptic curve is given in Weierstrass form by the affine equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6,

then the archimedean period of E over F is the non-zero complex number

ΩE/F =
s∏

i=1

∫

E(R)

∣
∣ωσiE

∣
∣ ×

t∏

j=1

2
∫

E(C)
ω
τj
E ∧ ωτjE

where ωE = dx
2y+a1x+a3

∈ H1
dR(E/F) indicates a Néron differential on E.
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Conjecture 1.16. (Birch, Swinnerton-Dyer)

(a) orders=1L(E/F, s) ?= rF;

(b) lim
s→1

L(E/F, s)
(s− 1)rF

?= ΩE/F × Reg∞,F(E)× #IIIF(E)
∏

p≤∞
[
E(Fp) : E0(Fp)

]

√
discF × #E(F)2tors

.

Some explanations are in order.
Firstly, we should bear in mind that the analycity of the L-function at the point

s = 1 has yet to be established in general, so the left-hand sides of 1.16(a) and
1.16(b) might not have any meaning. This conjecture relates arithmetic invariants
of E with an analytic invariant, i.e. the leading term of its Hasse-Weil L-function.
The formulae are thus reminiscent of the analytic class number formula for the
zeta-function of a number field.

Remarks: (i) The archimedean period ΩE/F a priori lies in C
×, but if our number

field F is assumed to be totally real, the period itself will be a positive real number.
The elliptic regulator Reg∞,F(E) is always positive, no matter what the number
field of definition. In particular, Conjecture 1.16(b) predicts that the quantity

lim
s→1

L(E/F, s)
(s− 1)rF

×
√

discF ×
(
ΩE/F × Reg∞,F(E)

)−1

is a non-zero rational number. In the special case where F = Q, it is a worthwhile
exercise in homology to show that L(E/Q, 1)× (

ΩE/Q

)−1 ∈ Q.

(ii) At non-archimedean primes p, all possible Tamagawa numbers [E(Fp) : E0(Fp)]
are listed in Proposition 1.6(a). Whenever E has good reduction at p, the index
[E(Fp) : E0(Fp)] is equal to one. Since this is the true for all but finitely many
primes, it follows that the infinite product

∏

p≤∞

[
E(Fp) : E0(Fp)

]

occurring in the Birch and Swinnerton-Dyer formula, is really a finite product.

(iii) At archimedean primes p, there are essentially three cases to consider when
computing the size of the group of connected components. If the completion Fp = C

then [E(C) : E0(C)] = 1 as E is geometrically connected. If Fp = R and our elliptic
curve E is connected over the real numbers, then again we must have [E(R) : E0(R)]
equal to one. Conversely, if E is not connected over R then it has precisely two
connected components, corresponding to the intersection of the torus with a plane;
in this case [E(R) : E0(R)] = 2.

Finally, what is this mysterious number #IIIF(E)? Recall that Theorem 1.11’
stated that for any integer m ≥ 2, the group IIIF(E)[m] is finite. Regrettably this
does not imply that III(E/F) itself is a finite group. Indeed there is no known
proof of the finiteness of the Tate-Shafarevich group, except in certain specialized
situations where the analytic rank is miniscule.
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Conjecture 1.17. IIIF(E) is always a finite group.

It was Tate who in the early 1970’s commented on Birch and Swinnerton-Dyer’s
prediction that “this remarkable conjecture relates the behaviour of a function L
at a point where it is not at present known to be defined, to the order of a group
III which is not known to be finite!”

Browsing through the first few elliptic curves occurring in Cremona’s tables
[Cr], one might be led naively to believe that the size of IIIQ(E) is bounded above.
However, there are results which show that the order of the Tate-Shafarevich group
can become arbitrarily large in general.

Theorem 1.18. (Cassels) There is an alternating, bilinear pairing

IIIF(E) × IIIF(E) −→ Q/Z

whose left and right-kernels consist of the divisible elements in IIIF(E).

As a corollary, let us remark that if the Tate-Shafarevich group is finite then the
above pairing is perfect, therefore the quantity #IIIF(E) must be a perfect square.
On the other hand, from the short exact sequence

0 −→ E(F)⊗Q/Z −→ SelF(E) −→ IIIF(E) −→ 0

we see the finiteness of IIIF(E) is equivalent to the assertion that the maximal
divisible subgroup of the Selmer group is precisely E(F)⊗Q/Z.

Assuming the finiteness of the Tate-Shafarevich group, one can legally define

BSD∞,F(E) :=
#IIIF(E)×∏

p≤∞
[
E(Fp) : E0(Fp)

]

√
discF × #E(F)2tors

× Reg∞,F(E).

The following result is often referred to as the Isogeny Theorem.

Theorem 1.19. (Cassels) Assume that E and E′ are F-isogenous elliptic curves.
If IIIF(E) is finite then so is IIIF(E′), and moreover

ΩE/F ×BSD∞,F(E) = ΩE′/F ×BSD∞,F(E′).

The L-function L(E/F, s) does not change if we swap E with E ′, and neither does
the left-hand side of the formula in 1.16(b). Thus Cassels’ result provides (weak)
support for Conjecture 1.16, since the right-hand side of the formula is now seen to
be an invariant of the F-isogeny class too.

We shall conclude by describing situations where the Birch and Swinnerton-Dyer
Conjecture has been partially proven. From now on let us put F = Q, so our elliptic
curve E is defined over the rationals. By the work of Wiles and others, at least it
makes good sense to speak of the behaviour of the Hasse-Weil L-function at the
critical point s = 1.
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Theorem 1.20. (Coates, Wiles) Assume the curve E has complex multiplication.
If L(E/Q, 1) �= 0 then E(Q) is finite.

The demonstration of this result involves the theory of elliptic units. These special
units satisfy various norm-compatibility relations, and form examples of what is
now commonly referred to as an ‘Euler system’.

Euler systems crop up all the time in a subject called Iwasawa theory, and their
cohomological properties are of great help in bounding the orders of Selmer groups.
It is widely conjectured that any sensible arithmetic object, which possesses an
associated L-function, should also have an Euler system attached to it.

Theorem 1.21. (Kolyvagin, Rubin, Gross-Zagier)
(a) If L(E/Q, 1) �= 0, then both E(Q) and IIIQ(E) are finite.
(b) If orders=1L(E/Q, s) = 1, then IIIQ(E) is finite and E(Q) has rank one.

In fact quite a bit more is true. If E has complex multiplication, Rubin has shown
that under these conditions Conjecture 1.16(b) is true (up to powers of 2 and 3).
In the non-CM case, Kolyvagin has proven a similar type of result.

The basis of their arguments is the following very beautiful analytic formula.
For an appropriate ‘good choice’ of imaginary quadratic field K, Gross and Zagier
showed that the derivative of the L-function over K satisfies

L′(E/K, 1) = ΩE/K ×
〈
PK, PK

〉NT
F,∞

c2 u2
K

√−discK

where uK is the number of roots of unity inside K, and c ∈ Z is Manin’s constant.
The Heegner point PK arises naturally in the theory of modular curves, and

under the right circumstances it has infinite order inside E(K). Kolyvagin exploited
the fact that Heegner points themselves form an Euler system, in order to drive his
descent machinery.

Theorem 1.22. (Greenberg, Nekovár̃) At infinitely many primes p > 3 for which
the elliptic curve E has ordinary reduction,

orders=1L(E/Q, s) ≡ rQ + corankZp

(
IIIQ(E)[p∞]

)
(mod 2)

subject to Greenberg’s conjecture holding (for the two-variable p-adic L-function).

This result is of a rather different nature to the preceding two theorems, since there
is no requirement for the order of vanishing of the L-function at s = 1 to be small.
The Zp-corank of IIIQ(E)[p∞] counts the number of copies of Qp/Zp contained
inside the Tate-Shafarevich group. If Conjecture 1.17 holds there will be no copies
of Qp/Zp occurring at all; we would then obtain the congruence

orders=1L(E/Q, s) ≡ rQ (mod 2)

i.e. that the Birch and Swinnerton-Dyer Conjecture is true modulo 2.



26 Background

1.5 Modular forms and Hecke algebras

In this last section, we introduce the notion of a modular form and its associated
Hecke operators. The constructions that occur later on in the book require us to
work over schemes rather than fields, hence we adopt a more algebraic viewpoint
than some of the standard texts [Ko,My,Sh]. Let S = Spec(R) be an affine scheme.
An elliptic curve E/S is an abelian scheme over S of dimension one.

Fix an integer N ≥ 5, and assume that R has the structure of a Z[1/N ]-algebra.
The modular curve Y1(N) is the open modular curve, parametrising elliptic curves
E together with a point of exact order N on them. Its compactification X1(N)
then classifies pairs

(
E,α : µN ↪→ E[N ]

)
where E is a (generalised) elliptic curve,

and Im(α) meets every irreducible component in each geometric fiber of E.

Remark: Because N ≥ 5, there exists a universal elliptic curve Euniv/R which is
the final object in the category of generalised elliptic curves E/X1(N), defined over
Spec(R) and with group scheme embeddings α. For instance, if R = C then the
complex points of Euniv are described by

(
Euniv

)
(C) = Γ1(N)

∖



⋃

τ∈H

C
/
Z⊕ Z.τ





where H :=
{
z ∈ C such that Im(z) > 0

}
denotes the upper half-plane.

Definition 1.23. If δ : E → S is a smooth morphism, set ωE := δ∗Ω1
E/S.

(a) The R-module of modular forms of weight k ≥ 1 on Γ1(N) over R, is defined
to be the set of global sections

Mk

(
X1(N)

)
/R

:= H0
(
X1(N)/R, ω⊗k

)
.

In other words, a modular form f ∈ H0
(
X1(N)/R, ω⊗k) is a rule assigning an

element f(E,α) ∈ ω⊗k
E to each R-point

(
E,α : µN ↪→ E[N ]

)
on the modular curve.

This definition is compatible with base-change.
The Tate curve ETate = Gmult

/
qZ is an elliptic curve over the ring Z[[q]][1/q],

which extends to a generalised elliptic curve over Z[[q]]. The natural inclusion map
iN : µN ↪→ ETate arising from the containment µN ⊂ Gmult, allows us to evaluate
modular forms on the Tate curve. If f ∈ H0

(
X1(N)/R, ω⊗k) then its q-expansion

is the power series F (f)(q) ∈ R[[q]] given by

f
(
Gmult

/
qZ, iN

)
= F (f)(q)

(
dt

t

)⊗k

where t is the coordinate on the multiplicative group Gmult. In particular, the
q-development map F : H0

(
X1(N)/R, ω⊗k) −→ R[[q]] is injective.
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Definition 1.23. (b) The cusp forms Sk
(
X1(N)

)
/R

of weight k ≥ 1 on Γ1(N) is

the R-submodule of H0
(
X1(N)/R, ω⊗k

)
consisting of those modular forms whose

q-expansions have zero as their constant coefficient.

Equivalently, one can view the submodule of cusp forms as being modular forms
which vanish on degenerate elliptic curves, i.e. at precisely the set of cusps of the
modular curve X1(N)/R.

Hecke operators, involutions and degeneration maps.
There are two possible ways one can introduce these operators. The first way
is geometric, and involves defining Hecke correspondences on the modular curves
X1(N) andX1(N ; l), then pulling them back via the Kodaira-Spencer isomorphism.
Instead we’ll adopt the second approach, which is just to write them down!

For a congruence class a ∈ (Z/NZ)× the diamond operator < a > acts on X1(N)
by < a > (E,α) = (E, a.α), thence also on modular forms f ∈Mk

(
X1(N)

)
via

(< a > f)
(
E,α

)
= f

(
E, a.α

)
.

Definition 1.24. Let n ≥ 1 be an integer. The covariant (or Albanese) operator
Tn has an action on f , given by the formula

(Tnf)
(
E,α

)
=

1
n

∑

λ:E→E′, deg(λ)=n

λ∗
(
f
(
E′, λ ◦ α)

)
.

Alternatively, the contravariant (or Picard) operator TD
n acts on f through

(TD
n f)

(
E,α

)
=

1
n

∑

µ:E′→E, deg(µ)=n

µ∗
(
f
(
E′, µ−1 ◦ α)

)
.

By expanding both modular forms Tlf and TD
l f over the Tate curve, one easily

checks that Tl = < l > TD
l for all primes l � N . We should point out if there exists

a Dirichlet character ε modulo N such that < a > f = ε(a)f for all a ∈ (Z/NZ)×,
the modular form f is said to have type (N, k, ε).

The Fricke involution wN : X1(N) −→ X1(N) defined over Spec
(
Z
[
1/N, µN

])

is explicitly described on the points of Y1(N) by

wN

(
E,α : µN ↪→ E[N ]

)
=

(
E′, β

)
;

N.B. here E′ = E/Im(α) as elliptic curves over R, and β : µN ↪→ E′[N ] satisfies

[
α(ζ), lift of β(ζ)

]

E
= ζ under the Weil pairing on E.

On the space of modular formsH0
(
X1(N)/R , ω⊗k) itself, this involution transforms

into the matrix operator WN =
(

0 −1
N 0

)
for the standard action of GL2/R.
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Remark: It can be shown that TD
l = WN ◦ Tl ◦WN for all prime numbers l � N .

Therefore on that portion of Mk

(
X1(N)

)
which is fixed under the action of WN , the

Albanese and Picard actions are self-adjoint (with respect to the inner product).
However on the remainder of Mk

(
X1(N)

)
, this is definitely not the case.

Finally let us explain how to change levels. Pick divisors d,M ≥ 1 such that dM
∣
∣N .

The finite degeneration map πd : X1(N) −→ X1(M) is given on affine points by

πd

(
E, α : µN ↪→ E[N ]

)
=

(
E′ = E

/
α(µd), α′ : µM ↪→ E′[M ]

)

where the above composition α′ : µM ↪→ µN/d ∼= µN/µd
α mod µd
↪→ E/α(µd) = E′.

These level-changing maps exhibit an induced action on cohomology “πd ∗” say, and
in particular on the R-module H0

(
X1(N)/R, ω⊗k

)
and submodule Sk

(
X1(N)

)
/R

.
For example, given any prime l|M we have relations

π1 ∗ ◦ Tl = Tl ◦ π1 ∗ and π1 ∗ ◦ TD
l = TD

l ◦ π1 ∗.

In fact, the trace map π1 ∗ commutes with both the diamond and Hecke operators
at all integers coprime to N .

The Galois representations attached to cusp forms.
For simplicity we now assume that k ≥ 2, and work over either R = Z or R = C.
Let us denote by hk(N ;R) the R-subalgebra of EndR

(Sk
(
X1(N)

))
generated by

all the Tn’s with n ≥ 1, and the diamond operators < a > with a ∈ (Z/NZ)×.

Notation: By common convention, for any cusp form f ∈ Sk
(
X1(N)

)
we write

F
(
f
)
(q) =

∞∑

n=1

an(f)qn

as its q-coordinate expansion on the curve ETate = Gmult
/
qZ.

The Hecke algebra hk(N ;R) is commutative, and is also free of finite rank over R.
Moreover for R = Z or C, there exists a perfect duality

Sk
(
X1(N)

)
/R
× hk(N ;R) −→ R,

(
f, T

) �→ a1(f |T ).

The space of oldforms is defined to be the subspace of Sk
(
X1(N)

)
spanned by the

images of the maps f �→ π∗
d(f), namely

Sold
k

(
X1(N)

)
= the span of

⋃

M |N, M 
=N

⋃

d|N/M

{
π∗
d(f) where f ∈ Sk

(
X1(M)

)}
.

Analogously, the space of newforms Snew
k

(
X1(N)

)
/C

is the orthogonal complement

of Sold
k

(
X1(N)

)
/C

under the Petersson inner product, and must necessarily comprise
cusp forms of exact level N but no smaller.
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Proposition 1.25. The space of newforms has a normalised basis, consisting of
simultaneous eigenforms under the action of the whole Hecke algebra hk(N,C).

It follows that to study cusp forms, first isolate the newforms at a certain level N ,
then diagonalise under hk(N,C) so as to consider each Hecke eigenform individually.
The eigenvectors f ∈ Snew

k in Proposition 1.25 are normalised so that a1(f) = 1;
such vectors are called primitive forms.

The following result was first proved by Eichler-Shimura at weight k = 2, then
generalised by Deligne to weight k > 2 as part of his proof of the Weil conjectures.

Theorem 1.26. [De,ES] Let f be a normalised cuspidal eigenform of type (N, k, ε).
Then for every prime number p, there exists an irreducible Galois representation

ρf,p : Gal
(
Q/Q

) −→ GL2
(Kf

)
with Kf = Qp

(
an(f)

∣
∣ n ∈ N

)
,

unramified outside the support of Np and {∞}, which is uniquely determined by
the identities at every prime l � Np:

Tr
(
ρf,p

(
Frob−1

l

))
= al(f) and det

(
ρf,p

(
Frob−1

l

))
= ε(l)lk−1.

L-functions and modularity.
In the same way every elliptic curve E has a complex L-function attached to it,
a similar association works with modular forms (in fact, it works even better).
Assume f is a cusp form of level N and weight k ≥ 2, possessing the q-expansion
f(z) =

∑∞
n=1 an(f)qn with q = exp(2πiz).

Definition 1.27. The L-function of f over Q is the Dirichlet series

L(f, s) :=
∞∑

n=1

an(f).n−s which converges for Re(s) >
k + 2

2
.

Provided f is a simultaneous eigenform for the whole Hecke algebra, its L-function
further admits an Euler product expansion in the same right half-plane.

Theorem 1.28. (Hecke) If f is a primitive form of level N and weight k ≥ 2,
then the completed L-function

Λ(f, s) := Ns/2(2π)−sΓ(s) L(f, s)

has an analytic continuation to all of C, and satisfies the functional equation

Λ
(
f, s

)
= ik Λ

(
f
∣
∣WN , k − s

)
.

Note that f
∣
∣WN = i−kw∞f∗ where the dual cusp form f∗ has the q-expansion

f∗(z) =
∑∞
n=1 an(f)qn, and the complex sign w∞ ∈ {±1}.
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Remark: In order to describe the link between modular forms and elliptic curves,
it is first necessary to introduce the modular curves X0(N) for an integer N ≥ 1.
The R-points of X0(N) are pairs (E,C) where E is a (generalised) elliptic curve
defined over Spec(R), and C ⊂ E[N ] is a cyclic subgroup scheme of exact order N .
More specifically, if R = C then the complex points of X0(N) have the structure of
a Riemann surface, isomorphic to the extended upper half-plane H∗ = H ∪ P

1(Q)
quotiented by the Möbius action of Γ0(N).

One says that an elliptic curve E defined over Q having conductor NE is modular,
if one of the following equivalent conditions hold:

(a) There exists a newform fE of type (NE , 2,1) such that L(E, s) = L(fE , s);

(b) There exists a non-constant Q-rational morphism X0(NE) � E;

(c) For every prime p, the Galois representation ρE,p : GQ −→ AutZp

(
Tap(E)

)

is equivalent to the contragredient ρ∨
f,p for some newform f of type (NE , 2,1).

The next result is arguably the most celebrated from last century in number theory.
Before the theorem’s final proof it was known as the Shimura-Taniyama conjecture,
and was subsequently also attributed to Weil who was a great believer in it.

Theorem 1.29. [Wi1,TW,BCDT] Every elliptic curve E over Q is modular.

One cannot emphasize enough the beauty and complexity encapsulated in this single
statement. For an account of the principal ingredients in its proof – together with
the famous connection with ‘Fermat’s Last Theorem’ – the conference proceedings
[CSS] are extremely readable.

That’s more or less all the background we should require for the rest of the book.
As was discussed at the end of §1.2, the theory of complex multiplication provides
us with a whole bestiary of elliptic curves whose L-values one can study in detail.
However, we shall instead work in the context of elliptic curves E over Q, which
by Theorem 1.29 are necessarily modular. The main reason is that their universal
deformation rings at p have an extra structure as Hecke algebras; our ultimate goal
is to understand the arithmetic of E over its p-ordinary deformations . . .



CHAPTER II

p-Adic L-functions and Zeta Elements

One of the most fruitful developments in the last couple of decades, has been the
use of K-theory in the study of special values of L-functions of modular forms.
This link is manifested in several ways. The first is through the work of Beilinson,
who constructed zeta-elements living in K2 of a modular curve. He managed to
prove that their image under the regulator map yielded the residue of the L-series
at s = 0. In an orthogonal direction, Coates and Wiles found a non-archimedean
approach to relating the L-function of a CM elliptic curve at s = 1, with a certain
Euler system of elliptic units. They were then able to prove the first concrete
theorems in the direction of the Birch and Swinnerton-Dyer conjecture.

It was Kato who realised the approach of Beilinson and that of Coates-Wiles
could be combined, with spectacular results. He noticed that the zeta-elements
considered by Beilinson satisfied norm-compatibility relations, reminiscent of those
satisfied by elliptic units. Moreover, he devised a purely p-adic method whereby
these elements could be used to study L-values. Underlying his discoveries was the
ground-breaking work of Perrin-Riou in the early nineties, which extended the local
Iwasawa theory used by Coates and Wiles to a very general framework (required for
modular forms and non-CM elliptic curves). We shall review some of the highlights
of their work, and in Chapters III, V and VI we will generalise it to modular symbols
and Λ-adic families of modular forms.

It is natural to ask whether BSD conjectures have non-archimedean counterparts.
In order to phrase such questions, we need to replace the complex L-function with
a p-adic avatar. For newforms of weight k ≥ 2, there are analytic constructions
due to various authors [MSD,Mn,MTT]. Perhaps the most elegant way to introduce
these p-adic L-functions is through the language of measure theory, and it is the
viewpoint we adopt at the start of this chapter.

2.1 The p-adic Birch and Swinnerton-Dyer conjecture

Let R be a commutative ring with identity, and X some compact topological space.
An R-valued distribution µ ∈ Dist(X,R) is a finitely additive function on the
compact open subsets of X, taking values in R. Most commonly, we will consider
spaces X which are p-adic Lie groups of dimension ≤ 2, and rings R which are
complete, Noetherian and local (CNL’s for short).

For simplicity, assume that X = Zp and R is the integer ring of the Tate field,
although later on we shall consider measures in more general situations than this.
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If g ∈ Step(X,R) is a locally constant function and providing the sums converge,
we employ the integral notation

∫

x∈Zp

g(x).dµ(x) := lim
j→∞






∑

X=
⋃
dj

i=1
X

(j)
i

g
∣
∣
X

(j)
i

× µ
(
X

(j)
i

)





where the above limit ranges through ever finer disjoint covers
{
X

(j)
i

}

1≤i≤dj
of X.

We say that µ is supported on Z
×
p , if µ(U) = 0 for every compact open set U ⊂ pZp.

Let r be a positive number.

Definition 2.1. (a) One calls µ an ‘r-admissible distribution’ on Z
×
p if for all

integers j ∈ [0, r − 1], the moments
∣
∣
∣
∣
∣

∫

x∈a+pnZp

(x− a)j .dµ(x)

∣
∣
∣
∣
∣
p

are of type o
(
pn(r−j)) where (n, a) ∈ N× Z

×
p .

(b) Furthermore, µ is a ‘bounded measure’ if the values
∣
∣
∣
∣
∣

∫

x∈a+pnZp

dµ(x)

∣
∣
∣
∣
∣
p

are bounded above, for every pair (n, a) ∈ N× Z
×
p .

When µ is supported on Z
×
p , there are two sorts of function which we will integrate.

The first of these arises by considering a Dirichlet character ψ of conductor pn.
Under our embedding ιp : Q ↪→ Cp, we obtain a homomorphism

Z
×
p

mod pn

� (Zp/pnZp)
× ∼−→ (Z/pnZ)× ψ−→ Q

× ιp
↪→ C

×
p

which is locally constant, denoted once more by ψ(x). The second type of function
is defined by a power series expansion

< x >s := expp
(
s logp(x)

)
which converges provided

∣
∣s
∣
∣
p
< p(p−2)/(p−1).

Bearing in mind these notions, we can now describe the method of Mazur, Tate and
Teitelbaum, which associates a p-adic measure to a cusp form f of weight k ≥ 2.
The initial step is to set

hp := ordp(αp) where αp is a root of X2 − ap(f)X + ε(p)pk−1

satisfying ordp(αp) < k − 1. In particular, if ap(f) is a p-adic unit then so is αp.
Furthermore, we must fix a choice of periods Ω± ∈ C

× so that the special values

L(f, ψ, j + 1)

(2πi)j Ωsign
(
ψ(−1)(−1)j

) with j ∈ {0, . . . , k − 2}

are algebraic numbers, at all twists by Dirichlet characters ψ.
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Theorem 2.2. ( [MTT, Sect.1]) There exists a unique hp-admissible distribution
µf,αp supported on Z

×
p , such that

∫

x∈Z
×
p

ψ−1(x)xj .dµf,αp(x) =
j! pnj

αnp

(
1− ψ−1(p)

pj

αp

)(
1− ψ(p)ε(p)

pk−2−j

αp

)

×
(

pn∑

m=1

ψ−1(m)e2πim/p
n

)

× L(f, ψ, j + 1)
(2πi)jΩ±

for all j ∈ {0, . . . , k− 2} and characters ψ of conductor pn, with ± = ψ(−1)(−1)j.
Furthermore, if ap(f) is a p-adic unit then µf,αp is a bounded measure.

To manufacture a p-adic L-function from an admissible distribution, we make a
choice of root αp. If ap(f) is a p-adic unit, this choice is forced upon us anyway.
By integration, one can then define

Lp(f, ψ, s) = Lp,αp,Ω±(f, ψ, s) :=
∫

x∈Z
×
p

ψ−1(x) < x >s−1 .dµf,αp(x)

which is a p-adic analytic function of s ∈ Zp. If ordp(αp) = 0 i.e. the ordinary case,
then in fact Lp(f, ψ, s) is an Iwasawa function (a continuous function on the unit
disk with bounded sup-norm).

A special case
For the time being, we concern ourselves exclusively with modular elliptic curves.

Let E be an elliptic curve over Q, and fE its associated newform of weight two. In
this situation there is only one critical point. Consequently, the p-adic L-function
should interpolate Dirichlet twists of the algebraic part of the L-value at s = 1.
Put Lp(E,ψ, s) = Lp,αp,Ω±

E
(fE , ψ, s), so

Lp(E,ψ, 1) =
1
αnp
×

(
pn∑

m=1

ψ−1(m)e2πim/p
n

)

× L(E,ψ, j + 1)

Ωsign(ψ)
E

whilst at trivial ψ = 1,

Lp(E, 1) =






(
1− 1

αp

)2
× L(E,1)

Ω+
E

if p does not divide NE
(
1− 1

ap(E)

)
× L(E,1)

Ω+
E

if p exactly divides NE .

Remark: The reader will notice that when E/Qp has split multiplicative reduction

the coefficient ap(E) = +1, hence
(
1− 1

ap(E)

)
= 0. Thus Lp(E, 1) = 0 regardless

of whether the complex L-function vanishes at s = 1. This is commonly called the
exceptional zero phenomenon, and can sometimes occur at weight k > 2 as well.

The following are p-adic analogues of Conjecture 1.16(a),(b) over the field F = Q.
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Conjecture 2.3. (i) In the non-exceptional zero situation,

orders=1Lp(E, s)
?= rankZE(Q);

(ii) In the exceptional zero situation i.e. p||NE and ap(E) = +1,

orders=1Lp(E, s)
?= 1 + rankZE(Q).

Kato and Rubin [Ka1,Ru1] have proven that Conjecture 2.3 is true when the ‘=’
is replaced with a ‘≥’ sign. In other words, the order of Lp(E, s) at s = 1 gives
an upper bound on the Mordell-Weil rank of E. The demonstration requires the
theory of Euler systems, which we shall rely on heavily in due course.

Conjecture 2.4. (i) The leading term of Lp(E, s) at s = 1, should equal

det
(〈−,−〉cy

Q,p

)
×∏

l≤∞
[
E(Ql) : E0(Ql)

]×#IIIQ(E)[p∞]

#E(Q)[p∞]2
modulo Z

×
p ,

where det
(
〈· · · 〉cyQ,p

)
denotes the p-adic regulator of Schneider et al. [Sn1,Sn2];

(ii) In the exceptional zero situation, the above formula holds with the additional
factor logp(qE)

ordp(qE) , where qE denotes the Tate period of the elliptic curve.

In contrast to its archimedean cousin, the non-degeneracy or otherwise of the p-adic
height pairing 〈−,−〉cyK,p : E(K) × E(K) −→ Qp

is still an open question. We will return to this pairing in the final two chapters,
where we examine its behaviour within an analytically varying family.

We should point out that both conjectures rely on the finiteness of the p-primary
part of the Tate-Shafarevich group. For the heretics who disbelieve this, one should
then replace the Mordell-Weil rank by the Zp-corank of the p∞-Selmer group of E.
The adjustments required in 2.3(ii) and 2.4(ii) are caused by the trivial zero in the
p-adic multiplier term. The quantity logp(qE)

ordp(qE) is usually called an L-invariant, and
it has a purely local description in this instance.

2.2 Perrin-Riou’s local Iwasawa theory

In order to study these conjectures, the first step is to replace the analytic p-adic
L-function with a more algebraic object. In the early part of the 90’s, Perrin-Riou
[PR1,PR2,PR3] developed a general machine for precisely this purpose, building
on some earlier works of Coates, Wiles and Coleman. Her theory is phrased in the
language of p-adic representations, and we will introduce it gradually. We start
with some preliminaries on Fontaine’s mysterious rings BdR and Bcris.
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Rings of p-adic periods
Let Ẽ denote the set of sequences of the form x =

(
x(0), x(1), . . .

)
where each

x(n) ∈ Cp satisfies
(
x(n+1)

)p = x(n). If x, y ∈ Ẽ, one defines x+ y :=
(
s(0), s(1), ...

)

where
s(n) = lim

m→∞

(
x(n+m) + y(n+m)

)pm
,

the multiplication in Ẽ being defined componentwise. This endows Ẽ with the
structure of a field of characteristic p, complete with respect to the valuation
val

Ẽ
(x) = valCp(x

(0)). For example, if ε =
(
1, ζp, ζp2 , ...

)
then val

Ẽ
(ε− 1) = p

p−1 ; in

particular, ε− 1 lies in the maximal ideal of the ring of integers Ẽ
+

so Fp((ε− 1))
is a subfield of Ẽ.

Remark: Let Ainf denote the Witt ring W (Ẽ
+
) of Ẽ

+
, and [ ] : Ẽ

+ →W (Ẽ
+

) the
Teichmüller lift to characteristic zero. The homomorphism θ : Ainf → OCp sending
a Witt expansion

∑∞
n=0 p

n[xn] to
∑∞
n=0 p

nx
(0)
n is surjective; moreover θ linearly

extends to a map from B+
inf = Ainf[ 1p ] onto Cp.

One defines the topological ring B+
dR to be the adic completion lim←−nB+

inf

/
Ker(θ)n.

The Gal
(
Qp/Qp

)
-action on B+

inf extends continuously to B+
dR. Also, the power series

log[ε] =
∞∑

n=1

(−1)n−1
(
[ε]− 1

)n

n
converges in B+

dR

to an element t which generates Ker(θ). It is a straightforward exercise to check
that the action of every σ ∈ GQp on t, is described by the formula tσ = χcy(σ)t.
The filtration on the topological field BdR = B+

dR[t−1] is then taken to be tmB+
dR,

which is clearly Galois stable (many people regard t as the p-adic analogue of 2πi).

Lastly, we write Acris for the collection of elements x ∈ B+
dR for which there exist

sequences {an}n≥0 inside Ainf tending to 0, with the property that x =
∑∞

n=0 an
tn

n! .
In fact B+

cris := Acris[ 1p ] is a GQp -stable subring of B+
dR containing the element t.

Further, raising to pth-powers in Ẽ
+

will induce a Frobenius operator ϕ on each
of Ainf, B+

inf, Acris and B+
cris (however the Frobenius ϕ does not extend to B+

dR).
It follows immediately from the definition of t that ϕ(t) = p t, and henceforth we
denote by Bcris the subring B+

cris[t
−1] of BdR.

The exponential map and its dual
Armed with these slightly bizarre topological constructions, one can study the

local representation theory of modular forms. In particular, it is possible to define
quite general analogues of the classical Lie group exponentials occurring in nature.
Let K be a finite algebraic extension of Qp and write Hi(K, − ) for the continuous
Galois cohomology group H i

cont
(
Gal(K/K), − )

.

Suppose that V is a finite dimensional p-adic representation of Gal
(
K/K

)
.
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Fontaine and Messing [FM] devised a fundamental exact sequence

0 −→ Qp −→ Bϕ=1
cris −→ BdR/B

+
dR −→ 0,

the right-hand map being reduction modulo B+
dR. Tensoring this over Qp by V

yields a long exact sequence in Galois cohomology

0 −→ V Gal(K/K) −→
(
V⊗QpB

ϕ=1
cris

)Gal(K/K)
−→

(
V ⊗Qp BdR/B

+
dR

)Gal(K/K)

∂−→ H1(K,V
) −→ H1

(
K,V ⊗Qp B

ϕ=1
cris

)
−→ · · · .

The boundary map ∂ is more commonly referred to as the ‘exponential’.
Let us denote by DdR(V ) the K-vector space H0(K,V ⊗Qp BdR), and write

Fil0DdR(V ) for the submoduleH0(K,V ⊗QpB
+
dR). If V is a de Rham representation

so that dimKDdR(V ) = dimQpV , then

expK,V : tang(V/K) ∼=
(
V ⊗Qp BdR/B

+
dR

)Gal(K/K) ∂−→ H1(K,V
)

N.B. the tangent space is the quotient of DdR(V ) by the subspace Fil0DdR(V ).
The image of expK,V is usually abbreviated as H1

e (K,V ).

Example 2.5 Consider the special case when A is an abelian variety over K, and
V = Tap(A) ⊗ Q is the p-adic representation associated to the Tate module of A.
Bloch and Kato [BK, Sect.3] proved the commutativity of the square

tangK(A)
Lie group exponential−→ A(K)⊗̂Qp

∼=


# Hodge theory ∼=



# Kummer map

DdR(V )
/
Fil0

expK,V−→ H1
e

(
K,V

)
.

Here the Kummer map on A(K)
/
pn sends a point P ( mod pn) to the class of the

one-cochain σ �→ Qσ −Q, where Q ∈ A(K)
is any local point satisfying pnQ = P .

On an integral level, this identifies the image of the completed points A(K)⊗̂Zp

with the exact kernel of H1
(
K,Tap(A)

) −→ H1
(
K,Tap(A)⊗Zp B

ϕ=1
cris

)
.

Since the target of the exponentials is Galois cohomology, if we want to measure
cohomology we should examine their duals instead. The invariant map of local class
field theory relates the pn-torsion in the Brauer group H2(K,µpn) with p−n

Zp

/
Zp.

Upon passage to the limit, one obtains an isomorphism invK : H2
(
K,Zp(1)

) ∼→ Zp.
The dual exponential map exp∗

K,V is defined by the commutativity of the diagram

cotang(V/K) × tang(V ∗(1)/K)
∪dR−→ DdR(Qp(1)) ∼= K

TrK/Qp−→ Qp

exp∗
K,V

$





# expK,V ∗(1)

∣
∣
∣
∣
∣
∣

H1(K,V ) × H1(K,V ∗(1)) ∪−→ H2(K,Qp(1)) invK−→ Qp

where cotang(V ) is identified with Fil0DdR(V ).
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Equivalently,

TrK/Qp

(
exp∗

K,V (x) ∪dR v mod Fil0
)

= invK
(
x ∪ expK,V ∗(1)(v)

)

which is a formula we shall make good use of in later chapters.

Behaviour of exp∗ in cyclotomic towers
Essentially deforming the dual exponential maps in the cyclotomic direction

yields the first of the two variables in our p-adic interpolation. Let µp∞ denote the
group of p-power roots of unity inside K. We set G∞,K equal to Gal(K(µp∞)/K);
in particular, the pth-cyclotomic character χcy exhibits an isomorphism between
G∞,K and an open subgroup of Z

×
p . As the prime p > 2, we have the decomposition

G∞,K
∼= ΓK ×∆K , where ΓK is the Galois group of the cyclotomic Zp-extension

of K, and ∆K is a finite cyclic group of order dividing p− 1.
To study the dual maps exp∗

K(µpn ),V as n ∈ N varies, we begin with a short
discussion of Iwasawa modules. Here the cyclotomic Iwasawa algebra is taken to
be the completed group algebra

Λ := Zp

[[
G∞,Qp

]]
= lim←−

n
Zp

[
Gal(Qp(µpn)/Qp)

]
.

We say that a Λ-module has rank r if each eigenspace under the action of ∆ has
rank r over Zp[[Γ]]. Note that Zp[[Γ]] can be identified with the power series ring
Zp[[X]] by sending a topological generator γ0 of Γ to 1 +X.

Definition 2.6. (a) We define H1
Iw(K,V ) := H1

cont(K,V ⊗Zp Λ), in fact for any
Galois-stable lattice T in V

H1
Iw(K,V ) ∼= lim←−

n
H1(K(µpn),T)⊗Zp Qp

the isomorphism arising by application of Shapiro’s lemma.

(b) We shall write H1
#(K(µpm),T) for the projection to the mth-layer of the limit

lim←−nH1(K(µpn),T); analogously H1
#(K(µpm), V ) is the projection of H1

Iw(K,V ).

Assume now that K is unramified over Qp. Consequently H1
Iw(K,V ) becomes a

Λ-module, as the action of G∞,Qp
∼= lim←−nGal

(
K(µpn)/K

)
on lim←−nH1

(
K(µpn),T

)

extends linearly and continuously to the whole Iwasawa algebra.
For all j ∈ Z, there is a natural Λ-isomorphism

H1
Iw(K,V ) ∼→ H1

Iw(K,V (j))

(xpn)n �→ (xpn)n ⊗ ε⊗j

which depends upon fixing some generator ε = (ζpn)n of the Tate module Zp(1).
To be totally consistent, we assume the exact same ζpn ’s are chosen which define
the uniformiser t = log[ε] of BdR.
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Warning: Throughout the remainder of this book, we adopt the non-standard
convention that

“ xpm ⊗ ζ⊗j
pm ” refers to the mth-layer term

(
(xpn)n ⊗ ε⊗j

)

m

whenever the elements xpn live in a norm-compatible family. The justification for
this change is pretty shallow – by abbreviating the projection in this manner, our
formulae shorten dramatically.

Perrin-Riou [PR1] showed that the Λ-rank of lim←−nH1(K(µpn),T) is equal to the
quantity [K : Qp]dimQpV . For example, when V = V ∗

f is the (dual of the) Deligne
representation attached to any p-stabilised eigenform f ∈ Sk(Γ0(Npr), ε), we have

rankQ⊗Λf

(
H1

Iw
(
K,V ∗

f

))
= 2[K : Qp] where Λf = Λ⊗Zp Of .

In general, one requires a larger ring than Λ to capture all the p-adic L-functions
arising from Perrin-Riou’s theory. Let K be a local field of residue characteristic p.
The ring of tempered K-valued functions on Γ, is defined to be

H(Γ) :=






∑

n≥0

hn(γ0 − 1)n with hn ∈ K, lim
n→∞

|hn|p
nr

= 0 for some r > 0






and we also set H(G∞) := H(Γ) ⊗Zp[[Γ]] Λ. The p-adic L-functions mentioned in
§2.1 lie inside H(G∞) but not OK[[G∞]], when the cusp form is non-ordinary at p.

For any local Galois character ψ modulo pn, let us define its Gauss sum by

G(ψ, ζpn) =
∑

σ∈Gal
(
K(µpn)/K

)
ψ(σ)× ζσpn .

Assume V is a de Rham Gal(K/K)-representation with underlying field K. The
following deep result was first proved by Perrin-Riou for crystalline representations,
and extended by Kato et al [KKT,Cz] in the non-crystalline case. As before, K is
assumed to be absolutely unramified.

Theorem 2.7. (Perrin-Riou [PR2]) There is a unique OK[[G∞,K ]]-homomorphism

PR : H1
Iw(K,V ∗)⊗K Dcris(V ) −→ H(G∞,K)⊗K DdR(K)

such that for all primitive characters ψ :Gal
(
K(µpn)/K

)→ Q
×
p and j ≥ 0, we have

ψχjcy

(
PR(x⊗v)

)
= j! pnjG(ψ−1, ζpn)

∑

σ∈Gal
(
K(µpn )/K

)
ψ(σ)

(
exp∗

V ∗(−j)
(
xpn ⊗ ζ⊗−j

pn

)σ
∪ ϕ−nv

)

whilst at trivial ψ

χjcy

(
PR(x⊗ v)

)
= j! exp∗

V ∗(−j) (x1) ∪ (1− pjϕ−1)(1− p−j−1ϕ)−1v.



Integrality and (ϕ, Γ)-modules 39

2.3 Integrality and (ϕ,Γ)-modules

Whilst the preceding result works well with any pseudo-geometric representation,
for our purposes it is just a starting point. Let’s focus first on what this local theory
means for modular forms on GL2. As will shortly become evident, in the ordinary
case one can refine Theorem 2.7 somewhat, so that the image of the interpolation
lies in an Iwasawa algebra.

Fix a prime p = 2 and a positive integer N coprime to p. Let f ∈ Sk(Γ0(Npr), ε)
be a p-ordinary normalised eigenform (for the Hecke algebra) of positive weight k,
nebentypus ε and level Npr; in particular if f(z) =

∑
n≥1 an(f)qn with q = e2πiz

then ap(f) is a p-adic unit.

Notation: We say that f is a p-stabilised ordinary newform if either

(i) f is a newform of conductor Npr; or

(ii) f(z) = g(z)− βpg(pz) where g is a newform of conductor N
and βp is the non-unit root of Frobenius for g.

As always, Kf is the finite extension of Qp obtained by adjoining all the an(f)’s.
Recall also from Chapter I that for weight k ≥ 2, Deligne [De] attached a continuous
representation

ρf : GQ → Aut(Vf ) with dimKfVf = 2

of the absolute Galois group GQ := Gal(Q/Q). This p-adic representation was
unramified outside of Np, and characterised by the identity

det
(
1− ρf

∣
∣
GQl

(Frob−1
l )X

)
= 1− al(f)X + ε(l)lk−1X2 for all primes l � Np.

Now as Galois representations we have V ∗
f := Hom(Vf ,Kf ) ∼= Vf∗ ⊗Zp Zp(k − 1)

where f∗(z) :=
∑

n≥1 an(f)qn denotes the dual cusp form to f . For reasons of
normalisation, it will be more convenient to work with V ∗

f rather than Vf .

Let M be a positive integer coprime to p. The tensor product Q(µM )⊗Q Qp of
fields decomposes into a direct product

∏
p Q(µM )p over the completions at primes

p ∈ Spec Z[µM ] lying over p. Each completion is isomorphic to the extension
obtained by adjoining M

√
1 to the p-adics.

Hypothesis. Assume that our field K is one of these component Q(µM )p’s.

We can then view the cup product

exp∗
K(µpn ),V ∗

f
(−j)

(
xpn ⊗ ζ⊗−j

pn

)σ
∪ ϕ−nv (c.f. Theorem 2.7)

as lying in a copy of the field Kf (µpnM ), via the sequence

Fil0DdR,n(V ∗
f (−j)) × Dcris(Vf )

∪dR−→ DdR,n(Kf (−j)) ∼= DdR,n(Kf ) = Kf (µpnM )

where the isomorphism shifts the filtration j places.
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Remark: If 0 ≤ j ≤ k− 2 thenFil0DdR,n(V ∗
f (−j)) ∼= Filk−1−jDdR,n(Vf∗) is known

to be one-dimensional over Kf (µpnM ), generated by the dual cusp form f∗.

Let vk,ε be the element of Dcris,Qp(Vf )ϕ=ap(f) satisfying f∗∪vk,ε = 1 in DdR,Qp(Kf ).
Note that the ϕ-eigenspace of Dcris,Qp(Vf ) with eigenvalue ap(f) is non-empty, by
monodromy theorems of Saito [Sa]. The operator (1 − p−j−1ϕ) acting on vk,ε is
always invertible, whilst (1−pjϕ−1) fails to be invertible when j = 0 and ap(f) = 1,
i.e. the exceptional zero condition mentioned in §2.1.

Definition 2.8. To simplify notation, for any x ∈ H1
(
K(µpn), V ∗

f (−j)) we shall
write ‘exp∗

j (x)’ for the unique scalar satisfying

exp∗
j (x) = exp∗

K(µpn ),V ∗
f

(−j)(x) ∪
(
1− δn=0p

−j−1ϕ
)−1

vk,ε

where δn=0 equals one if n = 0, and δn=0 equals zero if n > 0.

The proof of the following result will be given at the end of this section.

Lemma 2.9. There exists a constant θT ∈ Z depending on a choice of lattice
T ⊂ V ∗

f and on the integer M , such that for 0 ≤ j ≤ k − 2

exp∗
j

(
H1

#

(
K(µpn),T(−j))

)
is contained in pθT−n(j+1)OKf [µMpn ].

Corollary 2.10. Defining PRk,ε,K(x) := PR (x⊗ vk,ε) at all x ∈ H1
Iw(K,V ∗

f ),
then

PRk,ε,K : H1
Iw(K,V ∗

f ) −→ Q⊗Of [[G∞,K ]][µM ]

is a homomorphism of finitely generated Q⊗ Λf -modules.

Proof: It suffices to show that PRk,ε,K
(

lim←−nH1
(
K(µpn),T

))
is contained in the

module pθT−1Λcy
f [µM ]. Let us abbreviate Gal

(
K(µpn)/K

)
with the shorter Gpn,K .

Writing out the special value formulae in full, then for all primitive ψ : Gpn,K → Q
×
p

and 0 ≤ j ≤ k − 2, we find that ψχjcy
(
PRk,ε,K(x)

)
equals

j!pnj
(
1− δψ=1p

j/ap(f)
)

ap(f)n
G(ψ−1, ζpn)

∑

σ∈Gpn,K
ψ(σ) exp∗

j

(
xpn ⊗ ζ⊗−j

pn

)σ

where δψ=1 equals 1 if ψ is trivial, and 0 if ψ is non-trivial. Here we used the fact
that ϕvk,ε = ap(f)vk,ε in tandem with the interpolation Theorem 2.7.

Now ap(f) is a p-adic unit since f is a p-ordinary eigenform, and it follows that∣
∣
∣
∣
∣
j!pnj(1−δψ=1p

j/ap(f))
ap(f)n

∣
∣
∣
∣
∣
p

is bounded above by p−nj . On the other hand,

G(ψ−1, ζpn)
∑

σ∈Gpn,K
ψ(σ) exp∗

j (...)
σ = ψ




∑

τ∈Gpn,K
τ−1.ζτpn

∑

σ∈Gpn,K
σ. exp∗

j (...)
σ





= ψ



Tr Gpn,K



ζpn
∑

σ∈Gpn,K
σ. exp∗

j (...)
σ
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and we know from Lemma 2.9 that pn(j+1)−θT exp∗
j (...)

σ is a p-integral element.
However TrGpn,K

(OKf [µMpn ]
)

is contained in #Gpn,K .OKf [µM ] = pn−1OKf [µM ],
from which we may deduce

G(ψ−1, ζpn)
∑

σ∈Gpn,K
ψ(σ) exp∗

j (...)
σ lies in pθT−n(j+1)+(n−1)OKf [µMpn ] .

Since p−nj ×
∣
∣
∣pθT−n(j+1)+(n−1)

∣
∣
∣
p

= p1−θT , the nth-level of p1−θTPRk,ε,K(x) in the

group ring must be p-integral for every n. The coefficients in the power series
expansion of PRk,ε,K(x) must therefore be p-bounded, and the result follows.

�
In the non-ordinary case the corollary is false, scuppered by the fact that the
eigenvalue ap(f) is no longer a p-adic unit. Nevertheless, there is a nice trick of
Kobayashi and Pollack [Ky,Po] which allows one to split PR2,1,Qp into a ±-part.
This produces two p-adic L-functions living in the Iwasawa algebra, for modular
elliptic curves with good supersingular reduction at p ≥ 5.

The following argument is rather unenlightening, and could easily be skipped on
a first reading.

The Proof of Lemma 2.9
Recall that we are searching for a constant θT ∈ Z dependent on the Galois

stable lattice T ⊂ V ∗
f and on the integer M , such that

exp∗
V ∗
f

(−j)
(
H1

#
(
K(µpn),T(−j))

)
∪ (1− δn=0p

−j−1ϕ)−1vk,ε

is contained within pθT−n(j+1)OKf [µMpn ] for all integers n ≥ 0 and 0 ≤ j ≤ k − 2.
The notation H1

# denoted the group of universal traces

⋂

m≥n
coresK(µpm )/K(µpn )H

1(K(µpn), − )

for the cyclotomic p-extension of K(µpn). If n ≥ 1, this is equivalent to showing

exp∗
V ∗
f

(−j)
(
H1

#
(
K(µpn),T(−j))

)
⊂ pθT−n(j+1)OKf [µMpn ].tjf∗

as tjf∗∪vk,ε = 1 viewed inside DdR,n
(Kf (−j)

)
. To prove our lemma, we exploit the

fact that H1
Iw can be computed in terms of (ϕ,Γ)-modules introduced by Fontaine.

If π = [ε] − 1 we write AQp for the topological closure of Zp[π, 1
π ] in the ring

W (Ẽ), whose topology is then given by neighborhoods πaW (Ẽ
+
)+pb+1W (Ẽ) of 0.

Note that AQp is a complete discrete valuation ring with residue field Fp((ε − 1)).
The Frobenius ϕ : π �→ (1 + π)p− 1 on AQp extends uniquely to B, the completion
of the maximal unramified extension of AQp

[ 1
p

]
.
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Definition 2.11. Let V be any de Rham representation, and for simplicity set
Ln = K(µpn) with L∞ =

⋃
n≥0 Ln. The ‘(ϕ,Γ)-module associated to V ’ is given

by the invariant vectors

D(V ) :=
(
V ⊗Qp B

)Gal(Qp/L∞)

and upon which the operator ϕ commutes with the diagonal action of Gal(L∞/L0).

The advantage of studying D(V ) in the context of Iwasawa theory, is justified by
the existence of an isomorphism

Log∗
V ∗(1) : D(V )ϕ=p−1TrB/ϕ(B) ∼−→ H1

Iw(L0, V )

which was constructed by Fontaine in never published work – an explicit description
for Log∗

V ∗(1) will not be needed in the proof.
If x = (xpn)n ∈ H1

Iw(L0, V ) we may define

Exp∗
Ln(x) :=

∑

j∈Z

exp∗
Ln,V (−j)

(
xpn ⊗ ζ⊗−j

pn
)
,

which converges to an element of Ln((t))⊗L0 DdR(V ) since exp∗
V (−j) ≡ 0 for j � 0.

Remark: By [CC, Théorème IV.2.1(iii)] there exists a positive integer m(V ) such
that for all integers n ≥ m(V ),

Exp∗
Ln

(x) = p−nϕ−n
(
Log∗ −1

V ∗(1)(x)
)
.

The proof of Cherbonnier and Colmez’ result is heavily based on overconvergent
representation theory, together with an explicit formula of Kato’s calculating exp∗.

In our situation V = V ∗
f , we can even say that Exp∗

Ln
(x) ∈ Ln[[t]] ⊗L0 DdR(V )

because Fil0
(
tjDdR,n(V ∗

f )
)

= 0 for j < 0. Restricting Exp∗
Ln

yields a factorisation

Exp∗
Ln : lim←−

m
H1(Lm,T)

projn−→ H1
#(Ln,T)

∑
j≥0

exp∗
V ∗
f

(−j)
−→ Ln[[t]]⊗L0 DdR(V ∗

f )

and as H1
#(Ln,T) is a compact, finitely-generated Zp-module, so is its image under

the homomorphism Exp∗
Ln

. It follows that there exist constants θn ∈ Z depending
on n, T and L0, such that

Exp∗
Ln

(
lim←−
m
H1(Lm,T)

)
⊂ pθn

k−2∑

j=0

tjOKf [µMpn ].f∗ + tk−1Ln[[t]]⊗L0 DdR(V ∗
f ).
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To ease congestion we write mf in place of m(V ∗
f ). By the above remark, for all

integers n ≥ mf one deduces that

Exp∗
Ln

(
lim←−
m
H1(Lm,T)

)
= (p ϕ)−n

(
Log∗ −1

Vf (1)

(
lim←−
m
H1(Lm,T)

))

= (p ϕ)−(n−mf )
(

Exp∗
Lmf

(
lim←−
m
H1(Lm,T)

))

⊂ (p ϕ)−(n−mf )



pθmf
k−2∑

j=0

tjOKf [µMp∞ ].f∗ + tk−1L∞[[t]]⊗L0 DdR(V ∗
f )





= pmf+θmf
k−2∑

j=0

p−n(j+1)+jmf tjOKf [µMp∞ ].f∗ + tk−1L∞[[t]]⊗L0 DdR(V ∗
f ).

Focussing only on the powers tj for j ∈ {0, . . . , k − 2},

exp∗
V ∗
f

(−j)
(
H1

#
(
Ln,T(−j))

)
⊂ p(j+1)mf+θmf−n(j+1)OKf [µMpn ].tjf∗

at every integer n ≥ mf .
Conversely, there are only finitely many (n, j) with 0 ≤ j ≤ k−2 and 0 ≤ n < mf .

At these values there must exist a θ̃ ∈ Z for which

exp∗
V ∗
f

(−j)
(
H1

#
(
Ln,T(−j))

)
∪ (1− δn=0p

−j−1ϕ)−1vk,ε

is properly contained within pθ̃ OKf [µMpn ]. Picking the constant θT = min{θmf
, θ̃}

ensures that each of the images pn(j+1)−θT exp∗
j

(
H1

#

(
Ln,T(−j))

)
will be p-integral

for all integer pairs n ≥ 0 and 0 ≤ j ≤ k − 2, as desired.

2.4 Norm relations in K-theory

In the first section we defined the p-adic L-function, and recalled some well-known
conjectures about its behaviour at critical points. The explicit local machinery of
Perrin-Riou then allowed the conversion of norm-compatible cocycles into power
series, convergent on the open unit disk.

Question. What is the correct input into this machine, such that the output is the
p-adic L-function attached to a Hecke eigenform?

The answer was provided by Kato [Ka1], who proved the norm-compatibility of
zeta-elements lying in K2 of modular curves. Roughly speaking, we’re heading for
the following scenario:

{
Galois cohomology

}
Perrin-Riou’s theory−→

{
Iwasawa algebras

}

Kato’s zeta-elements �→ the p-adic L-function.
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We start by outlining how Beilinson [Be] originally constructed these elements out
of Siegel units, although we will be more concerned with their p-adic properties
rather than their archimedean ones.

Let Euniv denote the universal elliptic curve with Γ(L)-structure, at level L ≥ 3.
The modular curve Y (L)/Q without cusps, represents the functor S �→ (E, e1, e2)
classifying isomorphism classes of triples where E is an elliptic curve over S, and
(e1, e2) is a pair of sections for E over the scheme S generating the torsion E[L].

For each (α, β) =
(
a
L
, bL

) = (0, 0) lying in
(

1
L

Z/Z
)2

, there is a torsion section

ια,β = ae1 + be2 : Y (L) −→ Euniv
∖
Ker[×c]

where c is a prescribed integer prime to 6 and the orders of α, β, and (e1, e2) forms
a Z-basis of Ker (×L : Euniv → Euniv). Henceforth assume that gcd(c, 6L) = 1.

If we choose
(
a
L
, bL

) ∈ ( 1
L

Z/Z
)2 \{(0, 0)

}
, then there exists a unique Siegel unit

cg a
L ,

b
L
∈ O(Y (L)

)× which is the pullback along ι a
L ,

b
L

of the complex function

cϑ(τ, z) = q
c2−1
12 (−t) c−c2

2

∏
n≥0(1− qnt)c

2 ∏
n≥1(1− qnt−1)c

2

∏
n≥0(1− qntc)

∏
n≥1(1− qnt−c)

on Euniv – here q = exp(2πiτ), τ ∈ H and t = exp(2πiz) with z ∈ C\c−1(τZ + Z).

Remark: Alternatively, one can define cϑ more algebraically as being the unique
function on Euniv with divisor c2.OEuniv −Ker(×c), invariant under all norm maps
Na : O(Ker(×c))× → O(Ker(×ac))×. However, we prefer to write down a good
old-fashioned q-expansion.

Now fix integers A,B such that A + B ≥ 5 and A|L, B|L. The affine modular
curve Y (A,B) can be defined as the quotient of Y (L) by the matrix group
{(

x y
z t

)
∈ GL2

(
Z/LZ

)
∣
∣
∣
∣
∣
x ≡ 1, y ≡ 0( mod A) and z ≡ 0, t ≡ 1( mod B)

}

.

The above description induces a canonical morphism of curves Y (L)→ Y (A,B), so
we may regard cg 1

A ,0
∈O(Y (A, 1)

)×and dg0, 1
B
∈O(Y (1, B)

)×for gcd(cd, 6AB) = 1.

Definition 2.12. Taking the symbol of these two functions yields the K2-element

c,dzA,B =
{
cg1/A,0, dg0,1/B

} ∈ K2

(
Y (A,B)

)

whose properties are described at great length in [Be] and [Ka1, §2].

If c, d = ±1 then we also have the (possibly) non-integral elements

zA,B =
{

cg1/A,0 ⊗ 1
c2 − 1

, dg0,1/B ⊗ 1
d2 − 1

}
∈ K2

(
Y (A,B)

)
⊗Q

which may at least be shown to be independent of the initial choice of c, d ∈ Z.
They are related to the integral ones via the formula

c,dzA,B =
(
c2 −

(
c 0
0 1

)∗ )(
d2 −

(
1 0
0 d

)∗ )
zA,B .
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Proposition 2.13. [Ka1, Sect.2.4] The norm homomorphism

K2

(
Y (A′, B′)

)
−→ K2

(
Y (A,B)

)
sends c,dzA′,B′ �→ c,dzA,B ,

provided that both supp(A′) = supp(A) and supp(B′) = supp(B).

Similarly, the element zA′,B′ is sent to zA,B under the Q-linear extension of this
mapping. It follows from the above result, that we obtain a compatible family

(
c,dzApn,Bpn

)

n
∈ lim←−

n
K2

(
Y (Apn, Bpn)

)

where the projective limit of K-groups is again taken with respect to these norms.
In order to utilise Kato’s zeta-elements in arithmetic applications, they first need
to be converted into one-cocycles. The major reason for this conversion is that the
various Selmer groups, Tate-Shafarevich groups, etc... are best described in terms
of the Galois cohomology of the underlying p-adic representations. In view of this
we now describe the two-step construction of the realisation map.

Consider the smooth Zp-sheaf H1
p on Y (Apn, Bpn)ét defined to be R

1δ
(n)
∗ (Zp),

where the morphism δ(n) : Euniv → Y (Apn, Bpn). Regarding the Tate module of
the universal elliptic curve Euniv as a smooth sheaf on the étale site of Y (Apn, Bpn),
Poincaré duality then yields a canonical isomorphism Tap (Euniv) ∼= H1

p ⊗Zp Zp(1)
whence

Symk−2
Zp

(
H1
p

) ∼= Symk−2
Zp

(
Tap (Euniv)

)
(2− k) for all k ≥ 2.

Remark: For a scheme X on which p is invertible and for functions F,G ∈ O(X )×,
the second Chern class

ch2,2 : K2
(X ) −→ H2

(
X , (Zp/pn

)
(2)

)

sends the symbol {F,G} to the cup-product ∂(F ) ∪ ∂(G), where ∂ denotes the

boundary map in the 1-cohomology of 0 −→ (
Zp/p

n
)
(1) −→ O×

X
pn−→ O×

X −→ 0.

We now fix integers j, j′ ∈ Z lying between 1 and k − 1. For each such choice,
one can write down a long sequence of compositions

lim←−
n
K2

(
Y (Apn, Bpn)

)
ch2,2−→ lim←−

n
H2

(
Y (Apn, Bpn),

(
Zp/p

n
)
(2)

)

∪e⊗j′−1
1,n ⊗e⊗k−j′−1

2,n ⊗ζ⊗−j
pn−→ lim←−

n
H2

(
Y (Apn, Bpn), Symk−2

Zp

(
Tap (Euniv)

/
pn
)
(2− j)

)

∼−→ lim←−
n
H2

(
Y (Apn, Bpn), Symk−2

Zp

(
Tap

(
H1
p

)/
pn
)
(k − j)

)

proj∗−→ lim←−
n
H2

(
Y (A,B),

(
Symk−2

Zp

(
H1
p

)/
pn
)

(k − j)
)

Hochschild-Serre−→ lim←−
n
H1

(
Q, H1

(
Y (A,B)⊗Q, Symk−2

Zp

(
H1
p

)/
pn
)
(k − j)

)

which essentially maps K-theory to the étale cohomology of the modular forms.
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The penultimate map is induced by natural projection Y (Apn, Bpn) � Y (A,B).
The final arrow arises from the edge homomorphism in the spectral sequence

Ea,b2 = Ha
(
Q, Hb

(
Y (A,B)⊗ Q, − ))

=⇒ Ha+b
ét

(
Y (A,B), − )

together with the general fact that Hb
ét

(
Y (A,B)⊗ Q, − )

= 0 for all b ≥ 2.

2.5 Kato’s p-adic zeta-elements

To complete the story, it remains to cut out the Galois representations attached
to our modular forms. Let fk be a p-ordinary eigenform of weight k ≥ 2, level N
and nebentypus ε. In particular, its dual f∗

k corresponds to a maximal ideal mf∗
k

of
the Hecke algebra hk

(
Γ1(N);Ofk

)
. We also write λf∗

k
: hk

(
Γ1(N)

) −→ Ofk for the
homomorphism that mf∗

k
induces.

Let m, a,a ≥ 1 be chosen so that ma|A. Assume further that the conditions
N |B, A|B, supp(A) = supp(ma) and supp(B) = supp(ma) ∪ supp(N) all hold.
The mapping τ �→ τ+a

a on H induces a unique finite, flat morphism of schemes

Ψa,a : Y (A,B) −→ Y1(N)⊗Q(µm).

For example, it is shown in [Ka1, §5.1] that (Ψa,a)∗ ( c,dzA,B) ∈ K2

(
Y1(N)⊗Q(µm)

)

depends only on the class of a mod a. In Chapter VI we shall lift these constructions
to a two-variable setting, and there we choose (a, a) = (1, 0) throughout. However
this choice sometimes causes problems, e.g. at weight two in the p-adic setting.

Note that we can pass to twists of the Galois representation attached to fk, via

H1
(
Q, H1

(
Y (A,B)⊗Q, Symk−2

Zp

(
H1
p

))
(k − j)

)



# (Ψa,a)∗

H1
(
Q, H1

(
Y1(N)⊗Q(µm)⊗Q, Symk−2

Zp

(
H1
p

))
(k − j)

)



# ∼=

H1
(
Q(µm), H1

(
Y1(N)⊗Q, Symk−2

Zp

(
H1
p

))
(k − j)

)



# ⊗λf∗

k

Ofk

H1
(
Q(µm), H1

(
Y1(N)⊗Q, Symk−2

Zp

(
H1
p

))
(k − j)

)
mod mf∗

k
.

The maximal ideal mf∗
k

is generated by primitive tensors Th⊗1 − 1⊗ah(fk), h ∈ N.

It follows the final cohomology group is none other than H1
(
Q(µm),T′(k − j)

)
,

where T′ is a lattice in the p-adic Galois representation ρf∗
k

: GQ → Aut
(
Vf∗

k

)

associated to the dual cusp form f∗
k ∈ Sk

(
Γ0(N), ε−1

)
.
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Remark: It is worthwhile to take stock, and to summarise where this has reached.
Previously, the composition

(
H-S

) ◦proj∗ ◦
(
− ∪ e⊗j′−1

1,n ⊗ e⊗k−j′−1
2,n ⊗ ζ⊗−j

pn

)
◦ ch2,2

yielded a map

lim←−
n
K2

(
Y (Apn, Bpn)

)
−→ lim←−

n
H1

(
Q, H1

(
Y (A,B)⊗Q,Symk−2

Zp

(
H1
p

)/
pn
)
(k − j)

)

(*)
depending on an original choice of integers (j, j′) ∈ Z×Z, lying between 1 and k−1.
Furthermore, we have just seen how applying (Ψa,a)∗ then quotienting modulo mf∗

k
,

allows us to pass from the latter group to the target H1
(
Q(µm),T′(k − j)

)
.

Definition 2.14. For all j, j′ ∈ {1, . . . , k − 1}, the realisation map

ck,j,j′,a(a),p : lim←−
n
K2

(
Y (Apn, Bpn)

)
−→ H1

(
Q(µm),T′(k − j)

)

is defined as the composition of (Ψa,a)∗ mod mf∗
k

with the homomorphism (*).

To make life simpler, we write z(N)
m for the image of (zApn,Bpn)n under ck,1,j′,a(a),p.

In particular, each zeta-element z(N)
m lives in the cohomology group

Q⊗H1
(
Q(µm), T′(k − 1)

) ∼= H1
(
Q(µm), V ∗

fk

)
.

Let F(k) denote the (k − 2)-nd symmetric power of the pullback of a local system
H1 on Euniv → Y1(N). For each pair a,a ≥ 1 as above, Kato [Ka1, §5.5] considered
certain distinguished elements δ1,N

(
k, j′, a(a)

)
lying inside H1

(
Y1(N)(C), F(k)

)
.

To define these elements, let β1, β2 be global sections of φ∗
a(a)Symk−2

Z

(
H1) where

φa(a) : (0,∞) → Y1(N) by sending y �→ pr
(
(yi + a)/a

)
– the stalk of β1 at y is

yi, and the stalk of β2 at y is 1. Then δ1,N
(
k, j′, a(a)

)
is the image of the class of(

φa(a), β
j′−1
1 βk−j′−1

2

)
under the homomorphisms

H1

(
X1(N)(C), {cusps}, Symk−2

Z

(
H1)

) ∼= H1
(
Y1(N)(C), Symk−2

Z

(
H1)

)



# trace

H1
(
Y1(N)(C), F(k)

)
.

To state the main result over Q, we now assume:

Hypothesis. The congruence class a( mod a) is chosen so δ1,N
(
k, j′, a(a)

)± = 0.

Let Ω±
a(a) denote the real and imaginary periods associated to δ1,N

(
k, j′, a(a)

)±.
Equivalently, the period map sends the dual form f∗

k to the path vector

(2πi)k−2 Ω+
a(a) × δ1,N

(
k, j′, a(a)

)+ + (2πi)k−2 Ω−
a(a) × δ1,N

(
k, j′, a(a)

)−

the equality taking place inside the f∗
k -isotypic part of H1

(
Y1(N)(C), F(k)

)
.
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Theorem 2.15. (Kato [Ka1, §12])
(i) The elements

(
z
(N)
pm

)

m
live inside the limit Q⊗ lim←−mH1

(
Q(µpm),T′(k − 1)

)
;

(ii) At non-trivial characters ψ : Gpn,Qp → Q
×
p and integers j ∈ {0, . . . , k − 2},

ψχjcy ◦ PRk,ε,Qp
(
locp

(
z
(N)
pm

)

m

)
=

j! pnj

αnp

(
pn∑

m=1

ψ−1(m)ζmpn

)
L{N}(fk, ψ, j + 1)

(2πi)jΩ±
a(a)

;

(iii) At trivial ψ and for each j ∈ {0, . . . , k − 2},

χjcy ◦ PRk,ε,Qp
(
locp

(
z
(N)
pm

)

m

)
=

(
1− pj

αp

)(
1− ε(p)p

k−2−j

αp

)
L{N}(fk, j + 1)

(2πi)jΩ±
a(a)

.

As a consequence, the norm-compatible zeta-elements
(
z
(N)
pm

)

m
are transformed

into the p-adic L-function Lp,αp,Ω±
a(a)

(fk, s) albeit without its Euler factors at primes

dividing N . Of course, the choice of periods Ω+
a(a), Ω−

a(a) was intrinsic to the
definition of the zeta-elements, and therefore the p-adic L-function they interpolate.
One of the aims of Chapter VI is to show how in the two-variable setting, there is a
unique choice compatible with the analytic theory of Greenberg and Stevens [GS].

Proof: The papers [Ka1,Ka2] are of about 300 pages in length, so at best we will
only sketch the argument here. In fact, provided one is perfectly willing to believe
that ‘the zeta-element encodes the L-value’, all the other work has already been
mentioned in this chapter. However, the most difficult and beautiful parts of the
proof are encapsulated in this one statement. Let’s start by explaining 2.15(i).

Firstly, it follows from the norm-compatibility of the c,dzA,B ’s originating in

K2

(
Y (A,B)

)
and the functoriality of the realisation map, that at least the integral

elements c,dz
(N)
pm := ck,1,j′,a(a),p

(
c,dzApn,Bpn

)

n
must be vertically compatible.

They are related to the non-integral ones, via the formula

(
c,dz

(N)
pm

)

m
=

(
c2 − ck+1−j′

σc

)(
d2 − dj′+1σd

)
.
(
z
(N)
pm

)

m
.

This means
(
z
(N)
pm

)

m
is an element of Q ⊗ lim←−mH1

(
Q(µpm),T′(k − 1)

)
up to

possible simple poles, where the factors
(
c2−ck+1−j′

σc

)
and

(
d2−dj′+1σd

)
vanish.

That these poles are purely hypothetical is justified in Appendix A, using technical
arguments from Iwasawa theory.

We now shift our attention to the special value formulae predicted in 2.15(ii),(iii).
We write f (0)

k for the p-stabilisation of the form fk, in particular f (0)
k |Up = αpf

(0)
k .

Similarly, the ϕ-operator has eigenvalue αp = ap

(
f

(0)
k

)
acting on the vector vk,ε.
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Applying Corollary 2.10, the image PRk,ε,Qp
(
locp

(
z
(N)
pm

)

m

)
lies in Q⊗Ofk [[G∞,Qp ]].

In fact Theorem 2.7 implies that ψχjcy ◦ PRk,ε,Qp
(
locp

(
z
(N)
pm

)

m

)
takes the value

j!pnj

αnp

(
1− δψ=1

pj

αp

)
G(ψ−1, ζpn)

∑

σ∈Gpn,Qp
ψ(σ) exp∗

j

(
z
(N)
pn ⊗ ζ⊗−j

pn

)σ

where exp∗
j (−) denoted the cup-product exp∗

V ∗
fk

(−j)(−) ∪ (
1− δn=0p

−j−1ϕ
)−1

vk,ε.

If n = 0 then
(
1− δn=0p

−j−1ϕ
)−1

vk,ε is equal to
(
1− p−j−1αp

)−1
vk,ε, otherwise

it is just the vector vk,ε when n > 0.

Key Fact:
∑

σ∈Gpn,Qp
ψ(σ) exp∗

V ∗
fk

(−j)
(
z
(N)
pn ⊗ ζ⊗−j

pn

)σ
∪vk,ε =

L{Np}(fk, ψ, j + 1)
(2πi)jΩ±

a(a)

.

We cannot emphasise enough just how difficult this single statement is to prove.
At its heart lies an explicit reciprocity law which is itself a vast generalisation of
the reciprocity laws of Artin, Iwasawa and many others. The details of Kato’s
argument are well beyond the scope of this book!

However, incorporating this Key Fact into the above equation for the special
value at the character ψχjcy, we arrive at the same formulae described in 2.15(ii),(iii).
This completes the proof.

�

The missing Euler factors at the primes dividing N can be restored, however the
Euler factor at p is unrecoverable. We should also point out that there are extra
sideways compatibility relations, in addition to the vertical ones already mentioned.
For those who are familiar with the proof of the classical Iwasawa Main Conjecture,
zeta-elements play an analogous rôle in bounding Selmer groups, that the Euler
system of cyclotomic units plays in bounding the class group of Q(µpn).

The main work of Kato is contained in the articles [Ka1,Ka2,KKT], although
these might be too hard to follow for someone completely new to number theory.
For a far more down-to-earth account there is the excellent survey of Scholl [Sch]
which treats the case of primitive cusp forms of weight two and trivial character.
The exceptional zero conjecture was first stated by Mazur, Tate and Teitelbaum
in [MTT], and two markedly different proofs of it can be found inside [GS,KKT].
Finally, for a thorough introduction to the theory of Euler systems there is Rubin’s
book on the subject [Ru2], and also the papers of Kato and Perrin-Riou [Ka3,PR4].



CHAPTER III

Cyclotomic Deformations of Modular Symbols

The algebraic methods converting norm-compatible families into p-adic L-functions,
have profound consequences in arithmetic. However, they also contain a number
of unfortunate drawbacks. First of all, the cohomological zeta-elements satisfy
some beautiful Euler system relations, yet these relations are lost once the zeta-
elements have been converted into Iwasawa functions. Another disadvantage is the
choice of periods occurring in the denominator of the interpolation is somewhat
arbitrary. Whilst this isn’t too much of a problem p-adically, in a two-variable
setting it is potentially disastrous. The control theorems of Hida et al are phrased
in terms of the parabolic cohomology, and ideally we would like to work with
these objects, instead of cruder power series rings. These power series rings don’t
see the action of the Hecke algebra, and thus cannot satisfy multiplicity one-type
results.

The first half of this book proposes a workable solution to each of these prob-
lems. Our approach is motivated by the simple observation that the Kato-Beilinson
Euler system encodes L-values of a primitive eigenform, over all abelian exten-
sions of the rationals. With a bit of care, one can utilise this huge amount of
data to write down explicit symbols, which will then end up as elements inside
Betti cohomology. All these notions generalise seamlessly to the setting of two-
variable deformation theory. Furthermore, they permit the formulation of a Tam-
agawa Number Conjecture for the universal nearly-ordinary Galois representation
(the second half of this book). For instance at weight two and trivial character,
this conjecture is more or less equivalent to the p-adic BSD conjecture mentioned
in §2.1.

As a warm-up to the two-variable case, we interpret the machinery of the previous
chapter in terms of cyclotomic deformations of modular symbols. One by-product
of this point of view, is that we can think of certain Hecke eigenspaces as being
generated by the module of zeta-elements. We begin by recalling some standard
facts from Shimura’s book [Sh].

3.1 Q-continuity

Let divP
1(Q) denote the free abelian group generated on the set Q ∪ {∞}, and we

also write div0
P

1(Q) for the subgroup consisting of those divisors of degree zero. It
is easy to check the Möbius action of GL2(Q) on divP

1(Q) leaves div0
P

1(Q) stable.
Functions on div0

P
1(Q) with values in some GL2(Q)-module will be called symbols,

and if they are invariant under a congruence modular subgroup of SL2(Z) they will
be termed modular symbols.

50



Q-continuity 51

Fix an integer k ≥ 2. Let us write Symk−2(A) for the space of homogeneous
polynomials in two variables X,Y of degree k− 2, with coefficients in some ring A.

We shall adopt the convention that a matrix
(
a b
c d

)
∈ GL2(A) operates on the

polynomial P ∈ Symk−2(A) via the right action

P
∣
∣
∣
(
a b
c d

)
(X,Y ) := P(dX − cY, aY − bX).

In particular, we have carefully normalised so that it’s the contravariant action
corresponding to the anti-involution γ �→ det(γ)γ−1.

The main interest in studying symbols with values in Symk−2 is given by the
following example of Eichler and Shimura. Let f be a cusp form in Sk

(
Γ1(Npr)

)
.

Definition 3.1. We define ξf ∈ HomZ

(
div0

P
1(Q),Symk−2(C)

)
by its values

(
ξf
)
(a)−(b) := 2πi

∫ a

b

f(z)(zX + Y )k−2dz

at all a, b ∈ P
1(Q), integrating along a geodesic joining b to a.

A straightforward calculation shows that ξf
∣
∣γ = ξf |γ for all γ ∈ GL+

2 (Q), hence ξf
must be Γ1(Npr)-invariant. If f has Fourier coefficients lying in a number field F,
by duality there corresponds a homomorphism

λf : hk(Npr;F) −→ F, λf : Tn �→ an(f)

of the Hecke algebra hk(Npr;F) acting on weight k ≥ 2 cuspidal forms for Γ1(Npr).
It follows that the action of hk(Npr;F) on ξf must factor through λf , whence

ξf ∈ HomΓ1(Npr)

(
div0

P
1(Q), Symk−2(C)

)
[λf ].

We shall use the notationMS(Npr; Symk−2(A)
)

as a shorthand for the A-module

HomΓ1(Npr)

(
div0

P
1(Q),Symk−2(A)

)
of modular symbols of weight k, level Npr.

In fact the f -isotypic part of these modular symbols satisfies multiplicity one.

Proposition 3.2. (Shimura [Sh]) For f and λf as above,

dimFMS
(
Npr; Symk−2(F)

)±
[λf ] = 1

where the ±-eigenspace is taken with respect to the matrix action of τ =
(

1 0
0 −1

)
.

FurthermoreMS
(
Npr; Symk−2(OF)

)±
[λf ] are both free of rank one, over the ring

of integers OF.
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One can now fix generators η±
f of these ±-eigenspaces. Since

MS
(
Npr; Symk−2(C)

)±
[λf ] = MS

(
Npr; Symk−2(OF)

)±
[λf ]⊗OF C

there must exist complex periods Ω±
f ∈ C

× such that ξ±
f = Ω±

f η
±
f . It is customary

to call the modular symbol ηf = η+
f + η−

f the algebraic part of ξf .

Remark: Our task then is to see how the maps PRk,ε behave as f ∈ Sk
(
Γ0(Npr), ε

)

varies in an analytic family. There are two naive approaches. The first is to work
in the power series rings Q⊗Λf but these have no action of the Hecke operator Up.
Alternatively we could work instead with algebraic modular symbols, but these
have no Λ-action. The compromise is to introduce a cyclotomic deformation of
the classical modular symbols, where Hida’s control theory can be considered as
coexisting side-by-side with Iwasawa theory.

Let B be any p-adic Banach module, and assume it comes with a right GL2-action.
Ideally we would like to give HomZ

(
div0

P
1(Q),B) the structure of a Λ-module, but

in reality the only such action that exists is the trivial one. In the context of this
book, it makes far more sense to introduce the notion of Q-continuous symbols
(defined directly below) and then write down an explicit Λ-action on these.

First we partition the rationals. Let p be any prime number (even p = 2 works).
For integers M and c satisfying M ∈ N, p � M , 0 < c ≤M and gcd(c,M) = 1, set

ΣM,c :=
{

a

pnM
∈ Q such that n ≥ 0, gcd(pnM,a) = 1 and a ≡ c mod M

}
∪{0}.

Lemma 3.3. (i) The rational numbers may be written as the disjoint union

Q =
{
0
} ∪

⋃

p�M

⋃

0<c≤M
ΣM,c\{0}.

(ii) Each set ΣM,c is dense inside Q under the p-adic topology.

Proof: Part (i) is totally obvious.
To show part (ii) is true, let x ∈ Q, x 
= 0 and write x = pordpxu where u ∈ Z

×
p .

If x ∈ Zp, we need an integer am satisfying am ≡ c mod M , amM ≡ pordpxu mod pm.
If x 
∈ Zp, we need an integer am satisfying am ≡ c mod M , amM ≡ u mod pm−ordpx.
By the Chinese remainder theorem, such approximations exist. It follows that

am

pmax{0,−ordpx}M
∈ ΣM,c and

∣
∣
∣
∣
∣
x − am

pmax{0,−ordpx}M

∣
∣
∣
∣
∣
p

≤ p−m;

letting m→∞, the p-adic density of ΣM,c within the rationals is clear.
�
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Definition 3.4. A symbol Ξ ∈ HomZ

(
div0

P
1(Q),B) is said to be Q-continuous if

for each M, c ∈ N as above, the function QΞ,M,c : ΣM,c → B defined by

QΞ,M,c(r) := Ξ(r)−(∞)

∣
∣
∣
(

1 r
0 1

)
for all r ∈ ΣM,c

extends to a continuous function on Qp.

Each function QΞ,M,c should be thought of as encoding the special values of Ξ
corresponding to the tame denominator M and the congruence class c mod M .
For example, if M = 1 then c = 1 and Σ1,1 = Z[1/p]. However, for an arbitrary
Q-continuous symbol Ξ the continuous functions extending QΞ,M,c and QΞ,M ′,c′

should disagree in general whenever (M, c) 
= (M ′, c′).

Notation: The subspace of Q-continuous symbols with values in B will be denoted
by HomQcts

(
div0

P
1(Q),B), and we shall frequently refer to this as the Q-part of

the B-valued symbols.

Of course, we may replace div0
P

1(Q) in the above definitions with div0
(
S ∪ {∞})

for any set S ⊂ Q, with appropriate modifications. In a similar vein, we also write
Homp-adic

Z

(
div0

P
1(Qp),B

)
for the subspace of symbols Ξ′ ∈ HomZ

(
div0

P
1(Qp),B

)

with the property that Ξ′
(r)−(∞)

∣
∣
∣
(

1 r
0 1

)
is continuous in r ∈ Qp.

The next result follows immediately from the p-adic density of S = ΣM,c in Qp.

Corollary 3.5. The inclusion βM,c : ΣM,c ↪→ Qp induces an isomorphism

(βM,c)∗ : Homp-adic
Z

(
div0

P
1(Qp),B

) ∼−→ HomQcts

(
div0(ΣM,c ∪ {∞}

)
,B
)
.

One major advantage of this isomorphism is that Homp-adic
Z

(
div0

P
1(Qp),B

)
comes

with a natural action of the completed group ring Λcy = Zp

[[
Gal

(
Q(µp∞)/Q

)]]
.

This can be pushed forward via (βM,c)∗ to act on HomQcts

(
div0

(
ΣM,c ∪{∞}

)
,B
)
,

and then taking the union over (M, c) endows the Q-part of HomZ

(
div0

P
1(Q),B)

with the same Iwasawa action.
To see how this works in detail, first abbreviate Gal

(
Q(µp∞)/Q

)
simply by G∞.

If Ξ is a Q-continuous B-valued symbol, then

ΞM,c = Ξ
∣
∣
∣
div0

(
ΣM,c∪{∞}

) ∈ HomQcts

(
div0(ΣM,c ∪ {∞}

)
,B
)
;

let’s write Ξ′ =
(
(βM,c)∗)−1

(
ΞM,c

)
for its pre-image in Homp-adic

Z

(
div0

P
1(Qp),B

)
.

For any element g ∈ G∞ the map (Ξ′)g : div0
P

1(Qp) → B, which is the linear
extension to div0

P
1(Qp) of

(Ξ′)g(r)−(∞) := (Ξ′)(
rχcy(g)−1

)
−
(
∞
)
∣
∣
∣
(

1 r
(
χcy(g)−1 − 1

)

0 1

)
for every r ∈ Qp
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also belongs to Homp-adic
Z

(
div0

P
1(Qp),B

)
. In fact, we have the equality

(Ξ′)g(r)−(∞)

∣
∣
∣
(

1 r
0 1

)
= (Ξ′)(

rχcy(g)−1
)
−
(
∞
)
∣
∣
∣
(

1 rχcy(g)−1

0 1

)

therefore the p-adic behaviour of (Ξ′)g is governed entirely by the continuity of Ξ′.
Pulling things back to div0

P
1(Q), we then write (g ◦ Ξ) ∈ HomQcts

(
div0

P
1(Q),B)

for the unique symbol satisfying

(g ◦ Ξ)
∣
∣
∣
div0

(
ΣM,c∪{∞}

)= (βM,c)∗
((

(βM,c)∗)−1
(
ΞM,c

)g)
at all (M, c) as before.

Remark The unipotent action Ξ �→ (g ◦ Ξ) of g ∈ G∞ extends by linearity and
continuity to an action of the whole of Λcy. Note that it makes good sense to speak
of HomQcts

(
div0

(
ΣM,c ∪ {∞}

)
,B
)

as a Λcy-module. At the end of the chapter we
will exploit this extra structure, in order to calculate the Λcy-ranks of the cyclotomic
deformation of the space of modular symbols.

Recall that the contravariant action of a matrix γ ∈ GL2(Q) on a symbol Ξ
produces a symbol γ◦Ξ, taking values

(
γ◦Ξ)

D
=
(
ΞγD

)∣∣γ at every D ∈ div0
P

1(Q).
Exploiting the fact that the Hecke operator at p extends in aQ-continuous direction,
we now explain how to attach distributions to the Q-part of a symbol.

Proposition 3.6. Define Up ∈ End
(
HomZ

(
div0

P
1(Q),B)

)
by

Up ◦ Ξ :=
p−1∑

b=0

(
1 b
0 p

)
◦ Ξ for all B-valued symbols Ξ.

(i) If the diagonal part of GL2 acts continuously on B, then the operator Up leaves
the subspace HomQcts

(
div0

P
1(Q),B) stable.

(ii) Let Ξ ∈ HomQcts
(
div0

P
1(Q),B) be any symbol fixed by

(
1 1
0 1

)
, and assume

that Up acts invertibly on Ξ. Then there is a B-valued distribution µΞ on the
Lie group Z

×
p,M :=

(
lim←−n Z/pnMZ

)× satisfying

µΞ
(
a+ (pnM)

)
= QU−n

p ◦Ξ,M,c

(
a

pnM

) ∣∣
∣
∣
∣

(
1 0
0 p

)n

for all n ≥ 0, a ∈ Z ∩ Z
×
p,M with 0 < c ≤M , c ≡ a mod M .

Proof: We start by showing that if Ξ is Q-continuous, then so is the symbol Up◦Ξ.
By the definition of Up,

(Up ◦ Ξ)(r)−(∞) =
p−1∑

b=0

((
1 b
0 p

)
◦ Ξ

)

(r)−(∞)
=

p−1∑

b=0

Ξ( r+bp )−(∞)

∣
∣
∣
∣
∣

(
1 b
0 p

)
.
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If r = a
pnM

lies in a partition ΣM,c then r+b
p

will lie in the set ΣM,cr,b where
cr,b ≡ a+bM

gcd(p,a+bM) mod M if n = 0, and cr,b ≡ a+ bpnM ≡ c mod M if n > 0.
It follows that

QUp◦Ξ,M,c(r) =

(
p−1∑

b=0

Ξ( r+bp )−(∞)

∣
∣
∣
∣
∣

(
1 b
0 p

)) ∣∣
∣
∣
∣

(
1 r
0 1

)

=
p−1∑

b=0

QΞ,M,cr,b

(
r + b

p

) ∣∣
∣
∣
∣

(
1 −

(
r+b
p

)

0 1

)(
1 b
0 p

)(
1 r
0 1

)

which equals
∑p−1

b=0 QΞ,M,cr,b

(
r+b
p

) ∣∣
∣
(

1 0
0 p

)
. The functions QΞ,M,cr,b

(
r+b
p

)
vary

continuously in r, and by assumption
(

1 0
0 p

)
acts continuously on the space B.

Thus QUp◦Ξ,M,c extends to a continuous function on Qp, which proves (i).

Remark: In particular, observe thatQUp◦Ξ,M,c(r) =
∑p−1
b=0 QΞ,M,c

(
r+b
p

)∣∣
∣
(

1 0
0 p

)

whenever r = a
pnM ∈ ΣM,c with n > 0.

To see why part (ii) is true, we must show that µΞ satisfies distribution relations.
We begin by evaluating

(
1 1
0 1

)
◦ (Up ◦ Ξ) =

p−1∑

b=0

(
1 1
0 1

)(
1 b
0 p

)
◦ Ξ =

p−1∑

b=0

(
1 b
0 p

)(
1 1
0 1

)p
◦ Ξ

which equals Up ◦ Ξ because
(

1 1
0 1

)
◦ Ξ = Ξ. Consequently Ump ◦ Ξ is also

translation invariant, for all m ∈ Z. It follows directly from Definition 3.4 that

QU−n
p ◦Ξ,M,c(r) = QU−n

p ◦Ξ,M,c(r + 1) at every r ∈ ΣM,c.

Choosing a′ ∈ Z such that a′ ≡ a mod pnM , we have

µΞ
(
a+ (pnM)

)
= QU−n

p ◦Ξ,M,c

(
a′

pnM
+ d

) ∣∣
∣
∣
∣

(
1 0
0 p

)n
where d =

a− a′

pnM
∈ Z

= QU−n
p ◦Ξ,M,c

(
a′

pnM

) ∣∣
∣
∣
∣

(
1 0
0 p

)n
= µΞ

(
a′ + (pnM)

)

so at least µΞ is well-defined. Furthermore

p−1∑

b=0

µΞ
(
a+ bpnM + (pn+1M)

)
=

p−1∑

b=0

Q
U

−(n+1)
p ◦Ξ,M,c

(
a+ bpnM

pn+1M

) ∣∣
∣
∣
∣

(
1 0
0 p

)n+1

=
p−1∑

b=0

QU−1
p ◦(U−n

p ◦Ξ),M,c

( a
pnM + b

p

) ∣∣
∣
∣
∣

(
1 0
0 p

)(
1 0
0 p

)n
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and by our remark, we know that
∑p−1
b=0 QU−1

p ◦...,M,c

(
r+b
p

) ∣∣
∣
(

1 0
0 p

)
= Q...,M,c(r)

at any r ∈ ΣM,c with ordp(r) < 0. Therefore, the above equation becomes

p−1∑

b=0

µΞ
(
a+bpnM+(pn+1M)

)
= QU−n

p ◦Ξ,M,c

(
a

pnM

) ∣∣
∣
∣
∣

(
1 0
0 p

)n
= µΞ

(
a+(pnM)

)

which means that µΞ is finitely additive on the compact open subsets of Z
×
p,M .

The proof of the proposition is complete.
�

3.2 Cohomological subspaces of Euler systems

We have two main examples in mind. The first is when our Banach space B is taken
to be the homogenous polynomial ring Symk−2(Kf ), for some p-stabilised ordinary
newform f ∈ Sk

(
Γ0(Npr), ε

)
. The second is when B is the rigid analytic image of

a modular deformation ring. The latter situation is considered in Chapters V–VI,
whilst the former occupies the remainder of this chapter.

Before subjecting the reader to the vagaries of the full N -primitive zeta-element
Euler system, it makes good sense to review the classical cyclotomic situation first.
Throughout we fix primitive mth-roots of unity ζm satsifying the compatibilities
(ζm′)m

′/m = ζm. For example, ζm = exp(2πim) would be an acceptable choice.

The Euler system of cyclotomic units
Let m 
≡ 2 mod 4 be a positive integer, and Em the group of units of Z[µm]. The

subgroup of cyclotomic units is defined to be the intersection Cm = Vm∩Em, where
Vm is generated by the set of numbers

{± ζm, 1− ζam such that 1 ≤ a ≤ m− 1
}
.

It was Euler in the mid-eighteenth century, who found the remarkable connection
between cyclotomic units, and special values of the classical Riemann zeta-function.
For even Dirichlet characters ψ 
= 1, he proved the formula

L(1, ψ) = − 1
fψ
×



fψ∑

a=1

ψ(a)ζafψ



 ×



fψ∑

b=1

ψ(b) log
∣
∣
∣1− ζbfψ

∣
∣
∣



 .

At twists by odd characters, L(1, ψ) is related to the ψ-twisted Bernoulli numbers.
Let l be a prime number not dividing m, and write σl ∈ Gal

(
Q(µm)/Q

)
for the

Frobenius element sending ζm �→ ζlm. From Euclid’s algorithm there exist integers
u, v satisfying 1 = ul + vm, and a basic calculation reveals

Norm(µml)/(µm)
(
1− ζml

)
= Norm(µml)/(µm)

(
1− ζumζvl

)
=

l−1∏

j=1

(
1− ζumζjl

)

=

∏l−1
j=0

(
1− ζumζjl

)

1− ζum
=

1− ζulm
1− ζum

=
1− ζm

1− ζσ
−1
l

m

=
(
1− σ−1

l

)
.
(
1− ζm

)
.
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Conversely, if the prime l does divide m, then

Norm(µml)/(µm)
(
1− ζml

)
=

l−1∏

j=0

(
1− ζmlζjl

)
= 1− ζlml = 1− ζm.

The formula obtained when we remove a prime from the level ml is commonly
called a sideways relation, and the formula obtained when the support ofml doesn’t
change is called a vertical relation. The total collection of elements

⋃
m�≡2( mod 4)Cm

is known as the Euler system of cyclotomic units.
Coleman proved that for every u =

(
upn

)
n≥1 ∈ lim←−n Zp[µpn ]×, there is a unique

power series Colu(X) ∈ Zp[[X]]× such that Colu(ζpn − 1) = upn for all n ∈ N.

Moreover, if one makes a choice of u =
(

1−ζcpn
1−ζpn

)

n≥1
with p � c, then at every

non-positive critical point

U ◦ log ◦ Colu
(
(1 + p)j − 1

)
=

(
cj − 1

)(
1− pj−1)ζ(1− j)

where U ∈ End
(
Zp[[X]]

)
is the idempotent Ug(X) = g(X)−∑p−1

j=0 g
(
ζjp(1+X)−1

)
.

In other words, the image of a norm-compatible system of cyclotomic units under
Coleman’s homomorphism, yields the special values of the Riemann zeta-function.

Theorem 3.7. [Co] Defining the mapping L̃og as the composition U ◦ log ◦Col,
then there is a 4-term exact sequence of Gal

(
Qp(µp∞)/Qp

)
-modules

0 −→ µp−1 × lim←−
n
µpn −→ lim←−

n
Un

L̃og−→ Zp[[X]]U=0 −→ Zp(1) −→ 0

where Un is the unit group Zp

[
µpn

]×, and the right-hand map is g �→
(
ζ
D log g(0)
pn

)

n
.

This long exact sequence gives a highly satisfactory description of the Iwasawa
structure of the local units. In Chapter VI we give a two-variable generalisation
of this theorem, to encompass the universal nearly-ordinary Galois representation
(c.f. Theorem 6.11). For the present time, we return to our original discussion of
p-stabilised Hecke eigenforms, in order to write down a natural analogue H

1
Eul of

the collection of cyclotomic Euler systems
⋃
m�≡2( mod 4) Cm mentioned above.

The Euler system of N -primitive zeta-elements
Let us start by mentioning some extra properties satisfied by the zeta-elements

constructed by Kato in [Ka1]. As in the previous chapter, the sheaf F(k) denotes the
(k − 2)-nd symmetric power of the pullback of a local system H1, on the universal
elliptic curve Euniv over Y1(Npr). Similarly, the p-adic sheaf F

(k)
p was the pullback

of Symk−2
Zp

(
H1 ⊗ Zp

)
to Y1(Npr). Several results in p-adic Hodge theory due to

Faltings, Kato and Hyodo [Fa,Ka4,Hy], allow the identification

Filk−1DdR

(
H1

(
Y1(Npr)⊗Qp, F(k)

p

))
= Mk

(
X1(Npr)

)⊗Qp

where Mk

(
X1(Npr)

)
is the space of modular formsH0

(
X1(Npr), coLie(Euniv)⊗k

)
.
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This is how we considered Fil0DdR(V ∗
f ) ∼= Filk−1H1

dR

(
X1(Npr)/Qp,F

(k)
p

)⊗λf∗ Kf
previously as being generated by the dual cusp form f∗. The period mapping sends

per∞ : Mk

(
X1(Npr)

)⊗Q −→ H1
(
Y1(Npr)(C), F(k)

)
⊗ C

and the image of the subspace of cusp forms will be the compactly supported
cohomology. Since the Betti realisation has an additional action of the complex

conjugation τ , we can fix generators γ± of H1
(
Y1(Npr)(C), F(k)

)±
[λf∗ ] satisfying

(2πi)2−kper∞
(
f∗) = Ω+

f γ
+ + Ω−

f γ
−.

Remark: In order to evaluate the dual exponential of Kato’s zeta-elements, we
pass from global to semi-local cohomology via

H1(
Q(µm), − ) locp−→ H1(

Q(µm)⊗ Zp, −
) ∼−→

∏

Pm|p
H1(DPm

, − )

with each DPm
– the absolute Galois group of Q(µm)Pm

– clearly dependent upon
the choice of prime ideal Pm ∈ Spec Z[µm] lying over p. In this manner

exp∗ : H1 (
Q(µm)⊗ Zp, V

∗
f

) −→ Mk

(
X1(Npr)

)
[λf∗ ]⊗Q(µm)⊗ Zp

and we shall frequently abuse notation by writing ‘exp∗ ’ without first mentioning
the semi-localisation map at p.

Let T be the GQ-stable lattice generated by the image of H1
(
Y1(Npr)(C), F

(k)
p

)

inside the vector space V ∗
f . The following zeta-elements are slight modifications of

those described in [Ka1, Thm 6.6 and Prop 8.12].

Theorem 3.8. For all integers n ≥ 0 and every integer M ≥ 1 coprime to p, there
exist modified zeta-elements zMpn ∈ H1

ét

(
Z
[
ζMpn , 1/p

]
, V ∗

f

)
satisfying:

(i) If m = Mpn and l is any prime number, then

cores(µml)/(µm)zml =

{ (
1− al(f)(lσl)−1 + ε(l)lk−1(lσl)−2

)
. zm if l � pm

zm if l|pm;

(ii) For each index m = Mpn, there exists a constant νM ≥ 0 depending on the
support of M , such that zMpn ∈ H1

ét

(
Z
[
ζMpn , 1/p

]
, p−νMT

)
;

(iii) For any primitive character ψ modulo Mpn and integer j ∈ {0, . . . , k − 2},
choosing ± to be the sign of ψ(−1)(−1)j we have

per∞




∑

b∈(Z/MpnZ)×
ψ(b) exp∗

(
zMpn ⊗ ζ⊗−j

pn

)σb




±

= (2πi)k−2−jL{p}
(
f, ψ, 1 + j

)
γ±.
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The principal difference between the zMpn ’s and the elements constructed in [Ka1]
is that the Euler factors at primes dividing N are present in the above L-values.
In this sense, our zeta-elements could be viewed as N -primitive versions of Kato’s.
Unfortunately, what we gain in primitivity we lose in integrality, because the lattices
p−νMT enlarge with the support of M . Thus the N -primitive zeta-elements won’t
give finer bounds in the direction of the p-adic Birch, Swinnerton-Dyer Conjecture.
The technical details of this modification are written up in Appendix A.

The one-cocycles zm themselves should be thought of as the incarnation of the
L-function within Galois cohomology. In this chapter, we exploit Theorem 3.8(iii)
to reconstruct the algebraic modular symbol ηf associated to each cusp form f .
Clearly it is worthwhile to first describe the subspace of étale cohomology where
Euler systems naturally reside. Picking primes PpnM ∈ Spec Z[µpnM ] which form
a compatible sequence of ideals lying over p, we obtain restriction maps

lim←−
n
H1

ét

(
Z
[
ζMpn , 1/p

]
, p−νMT

)
locp−→

∏

PM |p
H1

Iw
(
DPM

, V ∗
f

)

N.B. the PM ’s never split in the totally ramified extension Q(µMp∞)/Q(µM ).

Definition 3.9. We write H
1
Eul(V

∗
f ) for the submodule of elements

�x =
(
. . . , (xMpn)n, . . .

) ∈
∏

M∈N−pN

Qp ⊗Zp

(
lim←−
n
H1

ét

(
Z
[
ζMpn , 1/p

]
, T

))

satisfying for all n ≥ 0, p � M and primes l

cores(µMpnl)/(µMpn )
(
xMpnl

)

=

{(
1− al(f)(lσl)−1 + ε(l)lk−1(lσl)−2

)
. xMpn if l � pM

xMpn if l|pM .

Similarly, we write H
1
Eul,p(V

∗
f ) for the subspace of

∏
M∈N−pN H

1
Iw

(
Q(µM )⊗Zp, V

∗
f

)

which is the exact image of H
1
Eul(V

∗
f ) under locp.

Thus candidate Euler systems correspond to infinite products of global cocycles,
satisfying stringent corestriction conditions. It follows directly from Theorem 3.8(i),
we can consider

�z = �zk,ε :=
(
. . . , (zMpn)n, . . .

)
as an element of H

1
Eul
(
V ∗
f

)

and then applying restriction at the primes over p, means it also lies in H
1
Eul,p

(
V ∗
f

)
.

The cohomology classes in the vector �z simultaneously encode the special val-
ues

{
L{p}

(
f/Q(µm), 1

)
, . . . , L{p}

(
f/Q(µm), k−1

)}
at all cyclotomic fields Q(µm).

Therefore it is not unreasonable to expect that most of the symbol ηf can be
recovered, just by computing the image of �z under dual exponential maps.
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3.3 The one-variable interpolation

The strategy we adopt is as follows. We define a map Ek,ε converting cohomol-
ogy classes into Q-continuous symbols. In particular, the N -primitive zeta-element
Euler system is converted into the algebraic modular symbol ηf discussed in §3.1.
It turns out that the distributions associated to these symbols in Proposition 3.6(ii)
are p-bounded measures, and thus correspond to elements of the Iwasawa algebra.
We subsequently show in §3.4 that the Euler system dominates the image of Ek,ε
as a Λcy

f -module. This means the behaviour of the interpolating maps as we vary
f in an analytic family of eigenforms, should be determined by the variation in ηf .

Previously we fixed primitive mth-roots of unity ζm such that (ζm′)m
′/m = ζm.

Theorem 3.10. We write Ek,ε : H
1
Eul,p

(
V ∗
f

) → HomZ

(
div0

P
1(Q),Symk−2

(Kf
))

to denote the map with special values

Ek,ε(�x)( a
pnM )−(∞) :=

k−2∑

j=0

Γ(k − 1)
Γ(k − 1− j) (−X)j

(
Y +

a

pnM
X

)k−2−j

×
∑

b∈(Z/pnMZ)×

(
ζapnM exp∗

j

(
xMpn ⊗ ζ⊗−j

pn
))σb

for all �x =
(
. . . , (xMpn)n, . . .

) ∈ H
1
Eul,p

(
V ∗
f

)
and a

pnM
∈ Q with gcd(a,M) = 1.

Then

(i) The image of Ek,ε is Q-continuous, fixed by
(

1 1
0 1

)
and free of Λcy

f -torsion;

(ii) Ek,ε is a Λcy
f -homomorphism sending �z = �zk,ε to the modular symbol ηf ;

(iii) The symbol ηf is dense in the image, that is

Frac
(
Λcy
f

)
. ηf

∣
∣
∣
∣
∣
div0

(
ΣM,c∪{∞}

)= Frac
(
Λcy
f

)⊗Λcy
f

Im
(Ek,ε

)
∣
∣
∣
∣
∣
div0

(
ΣM,c∪{∞}

)

for every pair (M, c) such that M is coprime to p and gcd(c,M) = 1.

An immediate corollary of 3.10(ii) is that the ±-part of the image of Ek,ε contains
MS(Npr; Symk−2(Kf )

)
[λf ]±, as the M -symbol η±

f generates these eigenspaces.
In fact Im(Ek,ε) should be viewed as the Λcy-deformation of MS(Npr; Symk−2

)
.

We shall use an identical approach in Chapter VI, in order to deform the I-adic
analogue of the modular symbol ηf along the cyclotomic direction.

It should also be pointed out that in 3.10(iii), it is necessary to restrict to each
of the cuspidal partitions ΣM,c to make a meaningful statement about the density.
The reason why we cannot consider the whole of div0

P
1(Q) is that both Λcy

f .ηf
and Im(Ek,ε) have infinite rank over Λcy

f . Fortunately, we know from §3.1 that

HomQcts

(
div0

(
ΣM,c ∪{∞}

)
, −

)
is naturally an Iwasawa module, which allows us

to make a precise statement about the rank locally.
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Proof of 3.10(i),(ii): Let Ξ = Ek,ε(�x) for some product of cohomology classes
�x =

(
. . . , (xMpn)n, . . .

) ∈ H
1
Eul,p(V

∗
f ), and without loss of generality assume

that (xMpn)n ∈ lim←−nH1
(
Q(µMpn)⊗Zp,T

)
is p-integral, in terms of the lattice T.

From the Definition 3.4, if a
pnM ∈ ΣM,c then

QΞ,M,c

(
a

pnM

)
=
k−2∑

j=0

Γ(k − 1)(−X)jY k−2−j

Γ(k − 1− j)
∑

b∈(Z/pnMZ)×

(
ζapnM exp∗

j

(
xMpn ⊗ ζ⊗−j

pn
))σb

and the second summation
∑
b∈(Z/pnMZ)×(...)σb only depends on the congruence

class of a mod pnM . In particular, QΞ,M,c

(
a

pnM + 1
)

= QΞ,M,c

(
a

pnM

)
which is

precisely equivalent to the assertion that Ξ( a
pnM

+1)−(∞)

∣
∣
∣
(

1 1
0 1

)
= Ξ( a

pnM )−(∞).

Because the divisors
(

a
pnM

)
−(∞) generate div0

P
1(Q) over Z, this is strong enough

to imply that our symbol is
(

1 1
0 1

)
-invariant.

Furthermore, if we choose any a′

pn′M ∈ ΣM,c p-adically close to a
pnM then clearly

n′ = n and a ≡ a′ mod pC for some C � 0. If C ≥ n then ζapnM equals ζa
′

pn
′
M

as

a ≡ a′ ≡ c mod M , and it follows we must have QΞ,M,c

(
a

pnM

)
= QΞ,M,c

(
a′

pn′M

)
.

In this way QΞ,M,c extends to a continuous function on Qp, which implies the
Q-continuity of Ξ = Ek,ε(�x).
Remark: We can now invoke Proposition 3.6(i), to verify that the operator Up
exists on the image of Ek,ε. By definition its action coincides with that of the usual
Hecke operator Up on H

1
Eul,p(V

∗
f ), i.e. via the scalar element λf (Up) = ap(f) ∈ O×

Kf .
Therefore, we deduce that Up is actually invertible on Im(Ek,ε).

This is actually the crux of the argument. Applying 3.6(ii), for each M ∈ N, p � M
there is a map

Im(Ek,ε) −→ Dist
(
Z

×
p,M , Symk−2(Kf

))
, Ξ = Ek,ε(�x) �→ µΞ

satisfying for all n ≥ 0 and a ∈ (Z/pnMZ)×

µΞ

(
a+

(
pnM

))
= QU−n

p ◦Ξ,M,a

(
a

pnM

) ∣∣
∣
∣
∣

(
1 0
0 p

)n

=
k−2∑

j=0

Γ(k − 1)(−pnX)jY k−2−j

Γ(k − 1− j) ap(f)n
∑

b∈(Z/pnMZ)×

(
ζapnM exp∗

j

(
xMpn ⊗ ζ⊗−j

pn
))σb

whilst µΞ

(
Z

×
p,M

)
= Ξ(0)−(∞) − U−1

p ◦ Ξ(0)−(∞)

∣
∣
∣
(

1 0
0 p

)

=
k−2∑

j=0

Γ(k − 1)(−X)jY k−2−j

Γ(k − 1− j)
(
1− pj/ap(f)

) ∑

b∈(Z/MZ)×
exp∗

j

(
xM

)σb .
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For stupid reasons of normalisation, we are forced to consider the contragredient
distribution µ•

Ξ defined by µ•
Ξ (z) := µΞ

(
z−1

)
for every group element z ∈ Z

×
p,M .

In terms of multiplicative characters ψ mod pnM ,
∫

Z
×
p,M

ψdµ•
Ξ :=

∑

a mod pnM

ψ(a)µ•
Ξ

(
a+

(
pnM

))
=

∑

a mod pnM

ψ−1(a)µΞ

(
a+

(
pnM

))

then plugging in the definition of µΞ, we obtain the special values

∫

Z
×
p,M

ψdµ•
Ξ =

k−2∑

j=0

(
k−2
j

)
XjY k−2−j (−1)jj! pnj

ap(f)n
(
1− δψ=1p

j/ap(f)
)

× G(ψ−1, ζpnM )
∑

b∈(Z/pnMZ)×
ψ(b) exp∗

j

(
xMpn ⊗ ζ⊗−j

pn
)σb .

Significantly, this is none other than the p-adic interpolation formula encountered
in the proof of Corollary 2.10, albeit without the restriction that ψ had p-power
conductor. By an identical argument to the demonstration of 2.10, the right-hand
side lies in pθT−1OKf [µMpn ][X,Y ] and so must be p-bounded.

To summarise so far, the association �x �→ Ek,ε(�x) �→ µ•
Ξ defined a sequence of

homomorphisms

H
1
Eul,p

(
V ∗
f

) Ek,ε−→ HomQcts

(
div0

P
1(Q),Symk−2(Kf

))



! µ•

Dist
(
Z

×
p,M , Symk−2(Kf )

)

at every integer M coprime to p. Perrin-Riou’s Theorem 2.7 then tells us that the
composition µ• ◦ Ek,ε is a Λcy

f -homomorphism. It is an easy exercise to verify that

the Λcy
f -action on HomQcts

(
div0

(
ΣM,c ∪ {∞}

)
, Symk−2

(Kf
))

is compatible with
the maps Ek,ε and µ• (note that g ∈ G∞ sends a bounded measure ν(z) to its
translate ν

(
χcy(g)z

)
).

Taking the direct sum of the µ•’s at each M , we obtain a Λcy
f -homomorphism

Im(Ek,ε) ⊕µ•
−→

⊕

M∈N−pN

Meas
(
Z

×
p,M , Symk−2(Kf )

)
.

The right-hand side is Λcy-free, because each space Meas
(
Z

×
p,M , Symk−2(Kf )

)
is

isomorphic to φ(pM) copies of the power series ring Symk−2(OKf )
[[
T
]]

[p−1]. Also

⊕µ• is injective, as any symbol which maps to zero in Meas
(
Z

×
p,M ,Symk−2(Kf )

)

simultaneously vanishes at all divisors
(

a
pnM

)
− (∞), hence must itself be zero.

Consequently Ek,ε is a Λcy
f -homomorphism, and its image is torsion-free.
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Remark: To complete the proof of 3.10(i),(ii) it remains to check that Ek,ε
(
�z
)

= ηf .
Greenberg and Stevens [GS, §4.10] introduced the twist operator on symbols

Twψ ◦ Ξ :=
Cψ−1∑

a=0

ψ(a)
(

1 a
0 Cψ

)
◦ Ξ

for multiplicative characters ψ of conductor Cψ. For example, the special values of
the algebraic modular symbol twisted by ψ, are given by

(
Twψ ◦ ηf

)

(0)−(∞)
=

k−2∑

j=0

(
k−2
j

)
XjY k−2−j(−1)jj!Cjψ

G(ψ, ζCψ ) L(f, ψ−1, j+1)
(2πi)j Ω±

f

according to [GS, 4.12 and Thm 4.14].

To demonstrate why the symbols Ek,ε
(
�z
)

and ηf are the same, we simply show
that they possess identical special values under all Dirichlet twists by characters ψ.
Writing Cψ = pnM where the integer n = ordpCψ, one discovers that

(
Twψ ◦ Ek,ε

(
�z
))

(0)−(∞)
=

pnM−1∑

a=0

ψ(a) Ek,ε
(
�z
)
( a
pnM )−(∞)

∣
∣
∣
∣
∣

(
1 a
0 pnM

)

=
k−2∑

j=0

(
k−2
j

)
XjY k−2−j(−1)jj! Cjψ

∑

a,b∈(Z/pnMZ)×
ψ(a)ζabpnM exp∗

j

(
zpnM ⊗ ζ⊗−j

pn
)σb .

The inner summation term
∑
a,b above equals

G
(
ψ, ζCψ

)∑

b

ψ−1(b) exp∗
V ∗
f

(−j)
(
zpnM ⊗ ζ⊗−j

pn
)σb ∪ (

1− δn=0p
−j−1ϕ

)−1
vk,ε

i.e.
G
(
ψ, ζCψ

)
L{p}

(
f, ψ−1, j + 1

)

(2πi)j Ω±
f

(
1− δn=0p−j−1ap(f)

) upon applying Theorem 3.8(iii)

(recall that the sign ± was chosen so that ψ(−1)(−1)j = ±1). Moreover, the Euler
factor

(
1−δn=0p

−j−1ap(f)
)

is precisely the missing L-factor in L{p}
(
f, ψ−1, j+1

)
.

It follows directly from these computations, that

(
Twψ ◦ Ek,ε(�z)

)

(0)−(∞)
=

k−2∑

j=0

(
k−2
j

)
XjY k−2−j(−1)jj!Cjψ

G(ψ, ζCψ ) L
(
f, ψ−1, j+1

)

(2πi)j Ω±
f

which coincides with
(
Twψ ◦ ηf

)

(0)−(∞)
by its very definition. In other words

pnM−1∑

a=0

ψ(a)Ek,ε(�z)( a
pnM )−(∞)

∣
∣
∣
∣
∣

(
1 a
0 pnM

)
=
pnM−1∑

a=0

ψ(a)
(
ηf

)

( a
pnM )−(∞)

∣
∣
∣
∣
∣

(
1 a
0 pnM

)
.

Lastly, applying the Fourier inversion formula for the characters ψ of the finite group
(Z/pnMZ)×, we deduce that Ek,ε(�z) coincides with ηf at all divisors

(
a

pnM

)
− (∞).

Fortunately this is enough to show the general equality Ek,ε
(
�z
)

= ηf , and we are
done.

�
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3.4 Local freeness of the image

In order to complete the proof of Theorem 3.10, we had better study the image of
Ek,ε as a module over the Iwasawa algebra. The basic idea is to obtain upper bounds
on its Λcy-ranks by applying ideas from [PR1, §2.3]. We then get lower bounds by
using the fact that the Euler system is not torsion, which can be readily deduced
from non-vanishing results of Jacquet-Shalika and Rohrlich [JS,Ro]. Luckily the
upper and lower bounds coincide, which interestingly enough does not occur when
considering non-ordinary cusp forms.

Before embarking on the demonstration, we need to recall some notations from
[BK] which have since become standard fare in the literature. If V is an arbitrary
p-adic representation of GK , the group H1(K,V ) classifies isomorphism classes of
extensions of Qp by V . The cohomological subspace which classifies the de Rham
(resp. crystalline) extension classes will be written as H1

g (K,V ) (resp. H1
f (K,V )).

Under the local duality

H1(K,V ) × H1(K,V ∗(1)) ∪−→ H2(K,Qp(1)
) ∼= Qp

the orthogonal complement of H1
g (K,V ) is H1

e

(
K,V ∗(1)

)
, where H1

e (K,V ) denotes
the image of the exponential map expV . Similarly, the orthogonal complement of
H1
f (K,V ) is the subgroup H1

f

(
K,V ∗(1)

)
, so in this sense the H1

f ’s are self-dual.
For a lattice T ⊂ V , we shall write H1

g (K,T) for the inverse image of H1
g (K,V )

under the natural map H1(K,T) → H1(K,V ), with an analogous definition for
H1
f (K,T) and H1

e (K,T).

Proof of 3.10(iii): We begin with some very general comments about Λ-modules.
Let Y denote a finitely-generated, compact module over the algebra Λ ∼= Zp[[X]].
One way to determine its rank is to estimate the growth in

rankZp

(
Y⊗Λ ΛΓm

)
where ‘ Γm ’ indicates the

(
(1 +X)p

m − 1
)
-coinvariants.

If rankZpYΓm ≈ λ0 × pm + O(1) for m � 0, the Λ-rank of Y is bounded by λ0.
Several times during the course of the proof, we’ll need to calculate ranks of various
inverse systems of cohomology groups, and this will prove a handy method.

Let ∆pM = (Z/pMZ)×, and assume ψ : ∆pM → Q
×

is a multiplicative character.
We write OKf ,ψ for the extension obtained by adjoining the values of ψ to OKf .
One also employs notation lim←−nH1

/g to denote the quotient of lim←−nH1 by lim←−nH1
g ,

which is not necessarily the same thing as lim←−nH1/H1
g !

Key Claim: rankOKf ,ψ[[Γ]]

(
lim←−
n
H1
/g

(
Q(µMpn)⊗ Zp,T

)(ψ)
)

= 1.

The demonstration of this assertion will occupy the rest of this section, but we first
explain how Theorem 3.10(iii) follows from it.



Local freeness of the image 65

Restricting the homomorphism Ek,ε to the component lim←−nH1
(
Q(µMpn)⊗Zp,T

)
,

there is a factorisation

lim←−
n
H1

(
Q(µMpn)⊗ Zp,T

)
−→ lim←−

n
H1
/g

(
Q(µMpn)⊗ Zp,T

)

Ek,ε−→ HomQcts

(
D0
M ,Symk−2(Kf

))

because each H1
g ⊂ Ker(exp∗), and the map Ek,ε is built out of dual exponentials;

here D0
M denotes the divisors of degree zero on the set

⋃
gcd(c,M)=1 ΣM,c ∪ {∞}.

Taking ψ-eigenspaces of the above sequence induces

lim←−
n
H1
/g

(
Q(µMpn)⊗ Zp,T

)(ψ) Ek,ε−→ the ψ-part of HomQcts

(
D0
M ,Symk−2(Kf

))

where the right-hand term consists of symbols taking values inside Symk−2(Kf,ψ).
It follows immediately from our Key Claim, that

rankOKf ,ψ[[Γ]]⊗Q

(
the ψ-eigenspace of Im (Ek,ε)

∣
∣
∣
D0
M

)
≤ 1.

On the other hand, ηf is in the image of Ek,ε and the values of the ψ-twist of the

measure µ•
ηf
∈ Meas

(
Z

×
p,M , Symk−2(Kf )

)
at characters Φ : Γ/Γp

n−1 → Q
×
p will

be given by the integral
∫

Z
×
p,M

ψΦdµ•
ηf

.

In the proof of 3.10(i),(ii) we saw that when ψΦ 
= 1, this integral equals

k−2∑

j=0

(
k−2
j

)
XjY k−2−j (−1)jj! pnj

ap(f)n
G
(
(ψΦ)−1, ζpnM

) L(f ⊗ ψ,Φ, j+1)
(2πi)j Ω±

f

.

Are these values non-zero?

Theorem 3.11. [JS] If the weight k is odd or if j + 1 
= k
2 , then the Φ-twisted

L-values L
(
f ⊗ ψ,Φ, j + 1

)
are all non-zero.

Theorem 3.12. [Ro] If the weight k is even and j + 1 = k
2 , then all bar finitely

many of the Φ-twisted L-values L
(
f ⊗ ψ,Φ, k/2) are non-zero at the central point.

It follows directly that the ψ-part of ηf
∣
∣
∣
D0
M

is not OKf ,ψ[[Γ]] ⊗ Q-torsion, so the

ψ-eigenspace of Im (Ek,ε)
∣
∣
∣
D0
M

must be (free) of rank one over this Iwasawa algebra.

In summary, we have shown that

rankOKf [[Γ]][∆pM ]⊗Q

(
Im (Ek,ε)

∣
∣
∣
D0
M

)
= 1

from which part 3.10(iii) follows readily.
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Justifying the Key Claim
All that remains is to prove our assertion. Courtesy of the Λcy-isomorphism

lim←−nH1
(
Q(µMpn) ⊗ Zp,T

) ∼−→ ∏
PM |p lim←−nH1

(
Q(µMpn)PM

,T
)
, it would be

enough to prove that

rankOKf ,ψ[[Γ]]

(
lim←−
n
H1
/g

(
Q(µMpn)PM

,T
)(ψ)

)
= 1

at each prime PM lying above p, where ψ now ranges over multiplicative characters
of the subgroup Gal

(
Q
(
µMpn

)
PM

/
Qp

) ∼= Gal
(
Qp

(
µMpn

)/
Qp

)
.

Let L∞ be the cyclotomic Zp-extension of Qp, and write Ln for the nth-layer
subfield of degree [Ln : Qp] = pn. We abbreviate the OKf ,ψ-lattice T⊗ψ−1 by Tψ.
Writing out the inflation-restriction sequence for the field extension Ln(µpM )/Ln,
we obtain the long exact sequence

0 → H1
(
Ln(µpM )/Ln,T

GLn(µpM )

ψ

)
infl−→ H1

(
Ln,Tψ

)
rest−→

H1
(
Ln(µpM ),Tψ

)Gal(Ln(µpM )/Ln)
−→ H2

(
Ln(µpM )/Ln,T

GLn(µpM )

ψ

)
−→ · · ·

Moreover, passing to the projective limit over n,

0 −→ H1
(
L∞(µpM )/L∞,T

GL∞(µpM )

ψ

)
−→ lim←−

n
H1

(
Ln,Tψ

)
−→

lim←−
n
H1

(
Q
(
µMpn

)
PM

,T
)(ψ)

−→ H2
(
L∞(µpM )/L∞,T

GL∞(µpM )

ψ

)
.

The left-hand and right-hand groups are OKf ,ψ[[Γ]]-torsion since they are killed by
the number #∆pM , hence

rankOKf ,ψ [[Γ]]

(
lim←−
n
H1

(
Q
(
µMpn

)
PM

,T
)(ψ)

)
= rankOKf ,ψ[[Γ]]

(
lim←−
n
H1

(
Ln,Tψ

))

= dimKf,ψ

(
V ∗
f ⊗ ψ−1

)
= 2.

Remark: It suffices to show that lim←−nH1
g (Ln,Tψ) has rank one over OKf ,ψ[[Γ]].

In [PR1, Prop 2.3.5] Perrin-Riou computed the Iwasawa rank of the crystalline
extensions. Because they occur in the kernel of the dual exponential, we will work
with de Rham extensions instead, though the method is identical.

Putting Γm = Gal (L∞/Lm), we have the invariants/coinvariants sequence

0 → lim←−
n
H1
g (Ln,Tψ)Γm → lim←−

n
H1 (Ln,Tψ)Γm → lim←−

n
H1
/g (Ln,Tψ)Γm

→
(

lim←−
n
H1
g (Ln,Tψ)

)

Γm

→
(

lim←−
n
H1 (Ln,Tψ)

)

Γm

→
(

lim←−
n
H1
/g (Ln,Tψ)

)

Γm

→ 0
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and as the Γm-coinvariants of lim←−nH1 (Ln,Tψ) are contained within H1 (Lm,Tψ),
we obtain a short exact sequence

lim←−
n
H1
/g (Ln,Tψ)Γm −→

(
lim←−
n
H1
g (Ln,Tψ)

)

Γm

−→ H1
g (Lm,Tψ).

The left-most group has bounded OKf ,ψ-rank ρ1 say, as m varies, so

rankOKf ,ψ

(
lim←−
n
H1
g (Ln,Tψ)

)

Γm

≤ rankOKf ,ψ
(
H1
g (Lm,Tψ)

)
+ ρ1.

On the other hand, if Vψ = V ∗
f ⊗ ψ−1 then

dimKf,ψH
1
g (Lm, Vψ) = dim tang(Vψ/Lm) + dimV GLmψ + dim Dcris,Lm

(
V ∗
ψ (1)

)ϕ=1

≤ [Lm : Qp].dim tang(Vψ/Qp) + ρ2 say.

Thus we may deduce that the OKf,ψ -rank of
(

lim←−nH1
g (Ln,Tψ)

)

Γm
is bounded

above by pm. dimKf,ψ tang(Vψ/Qp)+ρ1 +ρ2 (recall Dcris was Fontaine’s crystalline
functor, equipped with Frobenius endomorphism ϕ).

By the compact version of Nakayama’s lemma,

rankOKf ,ψ[[Γ]]

(
lim←−
n
H1
g (Ln,Tψ)

)
≤ dimKf,ψ tang(Vψ/Qp) = 1.

To obtain an equality, we shall exploit the fact that V ∗
f is a nearly-ordinary Galois

representation. There is a one-dimensional GQp -stable subspace F+V ∗
f such that

the quotient V ∗
f /F

+V ∗
f is unramified, and inertia acts on F+V ∗

f through χk−1
cy ε.

Remark: Since any ordinary representation is automatically semistable [Bu, §IV],
V ∗
f will certainly become semistable over the fields Q

(
µMpn

)
PM

for n ≥ ordp (Cε).
Work of Nekovár̃ in [Ne1, Sect.6] implies the exactness of

0 → T
GQ(µMpn )PM → (

T/F+T
)GQ(µMpn )PM → H1

g

(
Q
(
µMpn

)
PM

, F+T
)
→

H1
g

(
Q
(
µMpn

)
PM

, T
)
→ H1

g

(
Q
(
µMpn

)
PM

, T/F+T
)
−→ (a finite group)

where F+T := F+V ∗
f ∩T.

Taking ψ-eigenspaces and passing to the inverse limit over n, yields (yet another)
long exact sequence

0 = lim←−
n

(
T/F+T

)GQ(µMpn )PM −→ lim←−
n
H1
g

(
Q
(
µMpn

)
PM

, F+T
)(ψ)

−→ lim←−
n
H1
g

(
Q
(
µMpn

)
PM

, T
)(ψ)

−→ lim←−
n
H1
g

(
Q
(
µMpn

)
PM

, T/F+T
)(ψ)

.



68 Cyclotomic Deformations of Modular Symbols

In fact both lim←−nH1
g

(
Q
(
µMpn

)
PM

,T
)(ψ)

and lim←−nH1
g

(
Ln,Tψ

)
differ by a group

of order dividing #∆pM , and the same is true replacing T with F+T or T/F+T.
We may therefore rewrite the above (up to finite groups) as

0 −→ lim←−
n
H1
g

(
Ln,F+Tψ

) −→ lim←−
n
H1
g (Ln,Tψ) −→ lim←−

n
H1
g

(
Ln,Tψ/F+) .

The right-hand group is OKf ,ψ[[Γ]]-torsion, because its rank is bounded above by
dimKf,ψ tang(Vψ/F+) which is zero. Thus our problem of verifying whether

rankOKf ,ψ[[Γ]]

(
lim←−
n
H1
g (Ln,Tψ)

)
??= dimKf,ψ tang(Vψ/Qp) = 1

reduces to showing that lim←−nH1
g (Ln,F+Tψ) has rank one.

The natural dualities H1
(
Ln,F+Tψ

) × H1
(
Ln,F+T∗

ψ(1)
) −→ OKf ,ψ induced

by the cup-product, give rise to

0 −→ lim←−
n
H1
g

(
Ln,F+Tψ

)
−→ lim←−

n
H1

(
Ln,F+Tψ

)

−→ HomZp

(
H1
e

(
L∞,F+T∗

ψ(1)
)
, OKf ,ψ

)

because H1
g

(
Ln,F+Tψ

)⊥ coincides with H1
e

(
Ln,F+T∗

ψ(1)
)

up to OKf ,ψ-torsion.
However, the right-hand term in this sequence must be torsion over the Iwasawa
algebra OKf ,ψ[[Γ]], since H1

e

(
L∞,F+T∗

ψ(1)
)
⊗Zp Qp is a finite-dimensional vector

space. Finally, we have shown that

rankOKf ,ψ[[Γ]]

(
lim←−
n
H1
g (Ln,Tψ)

)
= rankOKf ,ψ [[Γ]]

(
lim←−
n
H1 (Ln,F+Tψ

)
)

= dimKf,ψ

(
F+V ∗

f ⊗ ψ−1
)

= 1

and the proof of Theorem 3.10 is thankfully over.
�

Lemma 3.13. If we write ∇k−2 for the forgetful map

HomZ

(
div0

P
1(Q),Symk−2(Kf

)) −→ HomZ

(
div0

P
1(Q),Kf

)

sending a symbol to its evaluation at (X,Y ) = (0, 1), then the restriction of ∇k−2
to the image of Ek,ε is a Kf -linear isomorphism.

Proof: Clearly this restriction
(
the image of Ek,ε

) ∇k−2−→
(
the image of Ek,ε

)

X=0,Y=1

is surjective, the question we must now address is whether it is invertible or not.
Equivalently, can one reconstruct a symbol Ξ = Ek,ε(�x) simply by knowing the
values ΞD at divisors D ∈ div0

P
1(Q), exclusively at the monomial term Y k−2?
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Recall that for each M ≥ 1 coprime to p, we associated a bounded measure
µΞ(z) ∈ Meas

(
Z

×
p,M , Symk−2(Kf )

)
satisfying

µΞ
(
a+ (pnM)

)
= ap(f)−n Ξ( a

pnM )−(∞)

∣
∣
∣
∣
∣

(
1 a

pnM

0 1

)(
1 0
0 p

)n
.

Writing this equation backwards means that

Ξ( a
pnM )−(∞) = ap(f)n

(∫

a+(pnM)
dµΞ(z)

)∣∣
∣
∣
∣

(
1 − a

pnM

0 p−n

)

and it is an elementary fact that dµΞ(z) =
(
Y − M−1zpX

)k−2
. dµΞ(z)X=0,Y=1

where zp : Z
×
p,M � Z

×
p is the canonical projection. Applying the binomial theorem,

(
Y −M−1zpX

)k−2 =
k−2∑

j=0

Γ(k − 1)M−j(−X)jY k−2−j

Γ(k − 1− j)Γ(j + 1)
× zjp

whence at the divisor D =
(

a
pnM

)
− (∞), the symbol Ξ must equal

ap(f)n
(
k−2∑

j=0

Γ(k − 1)M−j(−X)jY k−2−j

Γ(k − 1− j)Γ(j + 1)

∫

a+(pnM)
zjpdµΞ(z)X=0,Y=1

)∣∣
∣
∣
∣

(
1 − a

pnM

0 p−n

)

.

The above is an expression involving only zjp dµΞ(z)X=0,Y=1 ∈ Meas
(
Z

×
p,M , Kf

)

within the range 0 ≤ j ≤ k − 2.
The terms zjp dµΞ(z)X=0,Y=1 are bounded measures, and themselves are uniquely

determined by values of all integrals
∫

a′+(pn′M)
dµΞ(z)X=0,Y=1 with gcd(a′, pM) = 1 and n′ ≥ 0.

These latter integrals equal ap(f)−n′



Ξ(
a′

pn
′
M

)
−(∞)





X=0,Y=1

from the definition of dµΞ.

Consequently, the value of our symbol Ξ = Ek,ε(�x) at every D =
(

a
pnM

)
− (∞) can

be expressed entirely in terms of the special values of ∇k−2
(
Ξ
)

on div0
P

1(Q).
�

Remark: This lemma turns out to be a valuable control theorem in disguise, for
the cyclotomic deformation of ηf . Be careful, it is not true that the restriction

HomQcts

(
div0

P
1(Q),Symk−2(Kf

)) ∇k−2−→ HomQcts

(
div0

P
1(Q),Kf

)

is an isomorphism; whilst it is surjective, its kernel is absolutely massive.



CHAPTER IV

A User’s Guide to Hida Theory

The philosophy behind deformation theory is straightforward. One starts off with
a mathematical problem about an object fk0 say, which may be too hard to solve.
The idea is to view this object fk0 as a single member of a family of objects

{
fk
}

parametrised by the variable k. With a bit of luck, the variation in k should be
analytic (in a suitable sense). One then translates the original problem regarding
fk0 into an even bigger question concerning the whole family

{
fk
}
.

At this point the reader might well protest, surely this has made life harder? The
surprising answer – and the real magic of deformation theory – is that by deforming
the problem, we have actually made life easier. The underlying reason is that for
the analytic family

{
fk
}

we have tools and techniques at our disposal, which are
unavailable for each individual family member. If one can then solve the bigger
problem, the delicate part is to translate back in terms of the original element fk0 .
This last step requires what is known as a Control Theory.

The previous chapter saw us develop a cyclotomic control theory for M -symbols.
Over the next fifteen pages or so, we give a short (and by no means complete)
background on the control theory in the weight direction. In the ordinary case, this
theory was primarily developed by Hida in a long series of articles [Hi1,Hi2,Hi3].
The non-ordinary case has subsequently been considered by Coleman and others.
Whilst some of our theorems here will work in this more general context, the book
itself deals exclusively with p-ordinary families.

Our intention is simple – we want to lift the whole of Chapter III to a sit-
uation where the principal objects vary in a bounded analytic family. Under
this approach classical modular forms will be replaced by Λ-adic modular forms,
modular symbols by I-adic modular symbols, and Deligne’s representations will
be interpolated by the universal Galois representation whose properties we now
describe.

4.1 The universal ordinary Galois representation

Fix a positive integer N such that p � N . For each r ∈ N, let X1(Npr) be the
compactified modular curve associated to the congruence modular group Γ1(Npr);
then X1(Npr) has a canonical Q-structure in which the cusp ∞ is rational [Sh].
We set

Jr := Jac X1(Npr) and Tap(J∞) := lim←−
m,r

Jr[pm]

where the inverse limit is induced by the projection maps X1(Npr+1) � X1(Npr),
and [pm] denotes the kernel of multiplication by pm.

70
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Since each individual Jr is defined over Q, the Tate module Tap(J∞) has a
natural action of the absolute Galois group GQ. Also, the Hecke operators

Tl :=
{

Γ1(Npr)
(

1 0
0 l

)
Γ1(Npr)

}
at each prime number l

operate on the completed curves X1(Npr) covariantly, and this is compatible with
the projection maps. It follows Tn is an endomorphism of Tap(J∞) for all n ∈ N.
We shall allow (Z/NprZ)× to act on the Tate module Tap(Jr) through the scaled
diamond operators

〈
l
〉

:= l2
{

Γ1(Npr) lγl Γ1(Npr)
}

with γl ≡
( ∗ ∗

0 l

)
mod Npr, l � Np.

By linearity and continuity, this extends to an action of the completed group algebra
Zp[[Z×

p,N ]] := lim←−r Zp

[
(Z/NprZ)×] on the whole of Tap(J∞).

Definition 4.1. The abstract Hecke ring HNp∞ is given by

HNp∞ := Zp

[[
Z

×
p,N

]][
Tn; n ∈ N

]

hence HNp∞ will be generated over the weight algebra Λwt := Zp

[[
1 + pZp

]]
by

(
Z/NpZ

)× and the Tn’s.

The Galois action and Hecke correspondences commute with each other on the
modular curves X1(Npr) for all r ∈ N, consequently one can consider Tap(J∞) as
an HNp∞ [GQ]-module.

Unfortunately Tap(J∞) is way too big for practical purposes, as it simultaneously
encodes information about all cusp forms of non-negative slope at p. Hida [Hi1] first
described the piece corresponding to slope zero modular forms, using the ordinary
idempotent e := limn→∞ Un!

p living in the abstract ring HNp∞ (by convention, we
shall write Ul for the Hecke operator at primes l|Np, and Tl for primes l � Np).
If the superscript ord denotes the component cut out by e, then there is a natural
decomposition

Tap(J∞) = Tap(J∞)ord ⊕ (1− e).Tap(J∞)

where Up acts on the complement (1− e).Tap(J∞) topologically nilpotently.

The representation Tap(J∞)ord is still a little too large, so one considers instead

T∞ := Tap(J∞)ord ∩ eprim.
(
Tap(J∞)⊗Λwt Frac

(
Λwt)

)

with eprim denoting the idempotent in HNp∞ ⊗Λwt Frac
(
Λwt
)

corresponding to the
N -primitive part.
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Definition 4.2. The pro-artinian algebra HNp∞ decomposes into a direct sum of
local rings, and we denote by R the local factor through which Hord

Np∞ = e.HNp∞

acts on T∞.

The deformation ring R is a complete local noetherian ring, finite and flat over Λwt

with finite residue field. One can associate a universal character ΨR : GQp → R×

via the sequence of compositions

ΨR : GQp � Gab
Qp

C.F.T.� Z
×
p,N ↪→ Zp

[[
Z

×
p,N

]]× → H×
Np∞

proj
� R×

where the arrow ‘C.F.T.’ arises from the reciprocity map of local class field theory.
The following important result describing the structure of T∞, might be thought
of as a deformation theory analogue of the statement that the Tate module of an
abelian variety has Zp-rank equal to twice its dimension.

Theorem 4.3. [Hi1,Hi2,MW] Assume that p � 6N . Then
(i) T∞ has rank 2 over R, i.e. dimF (T∞ ⊗R F) = 2 where F = Frac(R);

(ii) As a GQ-representation T∞ is unramified outside of Np, and for l � Np the
characteristic polynomial of Frobl in R[X] is given by 1− TlX + l−1

〈
l
〉
X2;

(iii) If ρ∞ : GQ → AutR(T∞) gives the Galois action on T∞, then

ρ∞
∣
∣
∣
GQp

∼
(
χcyΨRφ−1

R ∗
0 φR

)
where ΨR is the universal character,

and φR : GQp � GQp/Ip → R× is the unramified character which sends Frobp
to the image of Up in R.

In particular, T∞ contains a one-dimensional GQp-submodule F+
T∞ such that

T∞/F+
T∞ is unramified. Whilst F+

T∞ is clearly free of R-torsion, whether or not
the quotient T∞/F+

T∞ is also R-free is a very delicate question [Hi1,MW,Ti,TW].
In the next section, we indicate how T∞ can be specialised at certain height one
prime ideals, to recover the representations associated to classical eigenforms.

4.2 Λ-adic modular forms

The natural dualities between modular forms and Hecke algebras work best in the
Λ-adic setting, when we pass to a suitable finite extension of the weight algebra.
Let K denote a finite extension of Qp. The Banach space of p-adic cusp forms with
coefficients in the ring of integers OK, is the p-adic completion S(Np∞;OK) of

S(Np∞;OK) := lim−→
j,r

(
j⊕

k=2

Sk
(
Γ1(Npr);OK

)
)

viewed inside the q-expansions OK
[[
q
]]

. The norm that is used here is the sup-norm∥
∥f
∥
∥ = supn∈N

∣
∣an(f)

∣
∣
p

where f =
∑∞
n=1 an(f)qn.
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By continuity, the p-adic Hecke algebra h(Np∞;OK) := lim←−j,r hj(Npr;OK) acts
faithfully on S(Np∞;OK), and the association (f, T ) �→ a1(f |T ) yields a perfect
pairing

S(Np∞;OK) × h(Np∞;OK) −→ OK.

Cutting out using the ordinary idempotent e means we can identify Sord
(Np∞;OK)

with the OK-dual of hord(Np∞;OK), which is known to be free of finite rank over
OK[[1 + pZp]] by [Hi2,Wi2]. To avoid ambiguity we write Λwt

K = OK[[1 + pZp]] for
the weight algebra, not to be confused with the cyclotomic Iwasawa algebra Λcy!

Let L′ be some finite algebraic extension of LK = Frac
(
Λwt

K
)
, and write I for

the normal closure of Λwt
K in L′. By enlarging K if necessary, we may assume that

I ∩Qp = OK. We further suppose that I satisfies:

Hypothesis(Diag). The space of ordinary I-adic cusp forms

S
ord
I := Sord

(Np∞;OK)⊗Λwt
K

I

has a normalised basis consisting of common eigenforms for all Hecke operators.

As the components of hord(Np∞;OK)⊗Λwt
K
LK are finite algebraic extensions of LK

we can always achieve this condition, by ensuring L′ contains the union of all the
isomorphic images of these components.

Question. How does one pass from I-adic to classical modular forms?

Let ε : 1 + pZp → Q
×
p be a character of finite order, so it yields a corresponding

homomorphism Λwt
K

ε→ Qp of algebras. Pick an integer k ≥ 2 which is the weight.
We call an element P = Pk,ε of Spec I(Qp) an algebraic point of type (k, ε), if the
restriction of Pk,ε to Λwt

K is induced by the map

u0 �→ uk0ε(u0) where u0 generates 1 + pZp topologically.

Henceforth we shall write Spec I(Qp)alg for the set of all algebraic specialisations.
Alternatively, we can identify these specialisations with height one prime ideals of
the integral domain I, and frequently interchange these two viewpoints without
further comment.

Once more enlarging K (if necessary), we make:

Hypothesis(Arith). Spec I(OK)alg is Zariski dense in Spec I(Qp).

Theorem 4.4. [Hi2] For any point P ∈ Spec I(OK)alg algebraic of type (k, ε),
there is a canonical isomorphism

hord(Np∞;OK
)⊗Λwt

K
I/P ∼= e.hk

(
Φr, ε;OK

)

where Φr = Γ0(Npr) ∩ Γ1(Np), with r ≥ 1 chosen so that Ker(ε) = (1 + pZp)p
r−1

.
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Results of this sort are called ‘control theorems’ as they relate specialisations of
objects over deformation rings, with the objects these deformations interpolate.
Throughout the remainder of this book we will encounter numerous theorems of
this type, be they for eigenforms, modular symbols, Euler systems or Selmer groups.
We begin by restating the above result in terms of cusp forms.

Suppose we are given an I-adic cusp form f ∈ S
ord
I , and assume that (Diag) holds.

In particular, its q-expansion
∑

n≥1 an(f)q
n can be viewed as lying inside of I

[[
q
]]

.
Let P ∈ Spec I(OK)alg be algebraic of type (k, ε). If we denote by

λ : hord(Np∞;OK)⊗Λwt
K

I −→ I

the corresponding I-algebra homomorphism satisfying λ(Tn) = an(f) for all n ∈ N,
then the composition

λP := P ◦ λ : hord(Np∞;OK)⊗Λwt
K

I −→ OK

factors through hk
(
Φr, ε;OK

)
by Hida’s control theorem.

Remark: The dual hk
(
Φr, ε;OK

)∗ is identified with Sk
(
Φr, ε;OK

)
, and it follows

that there must exist a cusp form fP ∈ Sk
(
Φr, ε;OK

)
whose q-coefficients satisfy

an(fP ) = λP (Tn) at every positive integer n. The an(fP )’s are themselves algebraic
numbers, which implies fP is indeed a classical modular form.

Recalling that hord(Np∞;OK) is an OK
[[

Z
×
p,N

]]
-algebra, we have a sequence

(
Z/NpZ

)× −→ Z
×
p,N ↪→ OK

[[
Z

×
p,N

]]× −→ hord(Np∞;OK
)× P◦λ−→ O×

K

and ξ :
(
Z/NpZ

)× −→ O×
K will denote the multiplicative character obtained by

taking the composition of all these maps.

Definition 4.5. The homomorphism λ : hord(Np∞;OK) ⊗Λwt
K

I → I is called
primitive, if either of the following two equivalent conditions are met:

(i) There is a point P ∈ Spec I(OK)alg of type (k, ε) such that fP is a primitive
form of conductor Npr with Ker(ε) = (1 + pZp)p

r−1
;

(ii) At every point P ∈ Spec I(OK)alg of type (k, ε) such that ordp
(
Cεξω−k

) �= 0,
we have that fP is a primitive form of conductor Npr.

What implications does this algebraic control theory have for T∞, the universal
ordinary Galois representation? To find a suitable answer, we are naturally led to
consider correspondences:

Big Galois representations
specialising←−−→ Deligne’s Galois representations

ρ∞ : GQ → Aut
(
T∞
)

ρf : GQ → Aut
(
Vf
)

where the cuspidal eigenforms f are varying analytically in the ordinary family f.
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Let’s fix an algebraic point P = Pk0,ε ∈ Spec I(OK)alg of type (k0, ε) with k0 ≥ 2.
For any t ∈ Z

×
p , the power series representing the map s �→ ε(t)ωk0(t)ts is clearly

convergent on the unit disk. Its associated Mellin transform

Mellk0,ε : OK[[1 + pZp]] −→ OK[[s− k0]]

is an analytic homomorphism, between Λwt
K and the affinoid K-algebra of the disk.

Since the localisation IPk0,ε is a discrete valuation ring which is unramified over
the weight algebra [Hi1, Corr 1.4], Hensel’s lemma implies the transform extends
uniquely to M̃ellk0,ε : IPk0,ε → K[[s− k0]]. This gives rise to a Λwt

K -homomorphism

M̃ellk0,ε : L′ −→ K((s− k0))

upon passing to the field of fractions. Let Uk0 be the intersection of the domains
of convergence of M̃ellk0,ε(x) as x ranges over all elements of I.

Remark: Because I is of finite type over the weight algebra Λwt
K , it follows that Uk0

must be an open p-adic disk centred on k0. We conclude that the Mellin transform
maps the ring I to the space of rigid analytic functions, convergent on the disk Uk0 .
Somewhat abusively, the notation KUk0

〈〈s〉〉 will denote the latter rigid space.

For a primitive λ : hord
(
Np∞;OK

)⊗Λwt
K

I→ I corresponding to the family f ∈ S
ord
I ,

let us define the rank two I-module

T∞[λ] :=
{
w ∈ T∞ ⊗Λwt I such that TD

h w = λ(Th)w for all h ≥ 1
}
.

Here TD
h denotes the dual Hecke operator to Th, e.g. on Tap

(
Jr
)

we have

TD
l = Tl ◦

(
l 0
0 l−1

)∗
for all primes l � Npr.

Clearly T∞[λ] is Galois stable, as both the Hecke algebra and GQ-actions commute.
Furthermore, evaluating the transform M̃ellk0,ε at an integral weight k ≥ 2 in Uk0

induces homomorphisms from I to K, whence

GQ

ρ∞[λ]−→ AutI
(
T∞[λ]

)
= GL2(I)

(
M̃ellk0,ε

)
s=k−→ GL2(K).

In this GQ-representation, each Frobenius element at l � Np has trace al(fPk,ε) and
determinant εξωk0−k(l)lk−1 by Theorem 4.3(ii). It follows that Frobl has the same
characteristic polynomial as given by its action on (the contragredient of) Deligne’s
representation, associated to the eigenform fPk,ε ∈ Sk

(
Γ0
(
Npr

)
, εξωk0−k

)
.

By the Chebotarev density theorem these two Galois representations must be
equivalent, so in the notation of §2.3

(
M̃ellk0,ε

)

s=k
◦ ρ∞[λ] ∼

(
ρfPk,ε

)∨
for all k ∈ Uk0 .

In other words, we may consider each specialisation ‘T∞[λ] mod Pk,ε’ as a Galois
stable lattice in the dual space V ∗

fPk,ε
.
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Remark: The action of TD
h on V ∗

fPk,ε
is through the scalar ah(fPk,ε) = Pk,ε ◦λ(Th).

It follows that the Hecke action on T∞[λ] is compatible with specialisation at Pk,ε,
which explains our slightly counter-intuitive definition of T∞[λ] above.

This is just what was needed – we now have at our disposal, a universal object
which the Euler systems should lift to, namely the first Galois cohomology of T∞.
Moreover, for triples (λ, k0, ε) and positive integers k ∈ Uk0 , there is a plentiful
supply of specialisation maps to the cohomology of Deligne’s p-adic representations,
where zeta-elements habitually reside.

4.3 Multiplicity one for I-adic modular symbols

We have already seen in Theorem 3.10, that Kato’s Euler systems can be mapped
to the algebraic modular symbol associated to a cusp form. It is natural to ask if a
Λ-adic Euler system (whatever that is) can be converted into something analogous.
Basically at all arithmetic points Pk,ε, we are aiming to complete the diagram

Λ-adic zeta-elements ��� ???


� mod Pk,ε



� mod Pk,ε

p-adic zeta-elements
Ek,ε−→ algebraic modular symbol.

In unpublished work, Mazur showed (under suitable hypotheses) that there is a
universal I-adic modular symbol, governing the behaviour of the L-values

L
(
fPk,ε , s

)

period
for every (s, k) ∈ Z× Z with k ∈ Uk0 , 1 ≤ s ≤ k − 1.

Such an object would seem to be a good candidate for the rôle of the ??? above.
Moreover, these L-values are themselves interpolated by the two-variable functions
of Kitagawa and Greenberg-Stevens, which will be introduced in the next section.
Most of the proofs may be found in Kitagawa’s PhD thesis, and we won’t bother
reproducing them here.

We begin by mimicking the constructions of S(Np∞;OK) and S(Np∞;OK).

Definition 4.6. For any integer k ≥ 2, the space MS (Np∞; Symk−2(OK)
)

of
p-adic modular symbols denotes the completion of

MS (Np∞; Symk−2(OK)
)

:= lim−→
r
MS (Npr; Symk−2(OK)

)

with respect to the p-adic metric.

The abstract Hecke algebra HNp∞ acts on both these spaces, and one may cut out
their ordinary parts via the idempotent e. After doing this the dependence on the
weight k becomes superfluous, because from [Ki, Thm 5.3] there is an isomorphism

∇k−2 :MSord (
Np∞; Symk−2(OK)

) ∼−→ MSord
(Np∞;OK)⊗Xk−2
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where the right-hand space has had its matrix action twisted by the character

Xk−2 :
(
a b
c d

)
�→ dk−2.

Definition 4.7.
(i) The module UM(OK) is defined to be the OK-Banach dual of MS (Np∞;OK)

viewed with the dual Hecke action to the latter space.

(ii) If we let UMord(OK) = e.UM(OK), then

MSord(I) := HomΛwt
K

(
UMord(OK

)
, I
)

denotes the space of I-adic modular symbols.

It is perhaps more common to introduce the universal p-adic modular symbols
UM(OK) as an inverse limit of relative homology groups

lim←−
r
H1

(
X1(Npr), {cusps}, OK

)
.

Our definition is equivalent, however we should really use the superscript D to
indicate that the Hecke action on UM(OK) has been inverted.

Remark: The natural pairing

〈〈
,
〉〉

I :MSord(I) × UMord(OK)⊗Λwt
K

I −→ I

is perfect, because the ordinary part UMord(OK) is free of finite rank over Λwt
K

[Ki, Prop 5.7]. We should also bear in mind Proposition 3.2, which stated that the
f -isotypic part of MS(Npr; Symk−2(Kf )

)
is always two-dimensional over Kf .

It is then pertinent to ask:

Question. What rank has the f-isotypic part of MSord(I) as a module over I?

Recall that λ : hord(Np∞;OK) ⊗Λwt
K

I −→ I was the I-algebra homomorphism
corresponding to f ∈ S

ord
I . Let’s make more precise the word isotypic in this context.

One defines UMord(OK)±[λ] as the projection of UMord(OK)± ⊗Λwt
K

I to the first
factor in the decomposition

UMord(OK)± ⊗Λwt
K
L′

= UMord(OK)± ⊗Λwt
K
L′[λ] ⊕ Ker

(
λ′

L′
)UMord(OK)± ⊗Λwt

K
L′

where λ′
L′ : Hord(Np∞;OK)⊗Λwt

K
L′ → L′ is the homomorphism induced by λ.
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Hypothesis(Rk1). UMord(OK)±[λ] are free of rank one over I.

Hypothesis(UF). The domain I has unique factorisation.

The advantage of assuming either one of (Rk1) or (UF) holds is that

MSord(I)±[λ] :=
{

Ξ ∈MSord(I)± such that Ξ|T = λ′
L′(T )Ξ

for every T ∈ Hord(Np∞;OK)⊗Λwt
K

I
}

has no option but to be free of rank one over I. In other words, there is a generating
I-adic modular symbol in each ±-eigenspace of the f-isotypic component.

The proof of this fact in [Ki, Lemma 5.11] uses Hida’s control theory to establish
that MSord(L′)±[λ] is one-dimensional. Thus we may regard MSord(I)±[λ] as
a lattice in an L′-line. Since it is the dual of a finitely-generated I-module it is
reflexive, and either hypothesis will then imply it is free of the desired rank.

Corollary 4.8. Under either (Rk1) or (UF), MSord(I)±[λ] is free of rank one.

Are these reasonable hypotheses to make, i.e. do they occur frequently in nature?
If there is a unique p-stabilised ordinary newform of tame conductor N then

I = Λwt, and condition (UF) will certainly be satisfied as Λwt is a factorial ring.
Alternatively, if λ is primitive and there exists no congruence between f and the
space of Eisenstein series, then condition (Rk1) has been verified in numerous cases.
Recall that ξ :

(
Z/NpZ

)× −→ O×
K denoted the character of the homomorphism λ.

Then condition (Rk1) is known to be true when:

(i) ξ
∣
∣
∣
(Z/pZ)×

= ωn provided n �= 1, 2 [MW,Ti];

(ii) ξ
∣
∣
∣
(Z/pZ)×

= ω [Hi1];

(iii) ξ
∣
∣
∣
(Z/pZ)×

= ω2 and N = 1 [Mz1].

N.B. All three results above require that the local component through which λ
factorises is Gorenstein.

Henceforth we shall assume that at least one of (Rk1) or (UF) is true.

Notation: Let Ξλ = Ξ+
λ +Ξ−

λ where Ξ±
λ generate the ±-eigenspaceMSord(I)±[λ];

in particular, both Ξ+
λ and Ξ−

λ are well-defined up to units in I×.

The element Ξλ is usually termed the universal I-adic modular symbol, yet this
is a slight misnomer since it clearly depends on the initial choice of primitive λ.
Nevertheless, it is the elusive object ??? alluded to at the very start of this section.
In what way do these universal elements influence the arithmetic of each f ∈ S

ord
I ?
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Definition 4.9. For any algebraic point P = Pk,ε ∈ Spec I(OK)alg of type (k, ε),
the periods Per ±

I,λP ∈ OK are the p-adic numbers satisfying the equation

∇−1
k−2

( (
P ◦ Ξ±

λ

)⊗Xk−2

)
= Per ±

I,λP × η±
fP .

The equality itself is viewed inside MS(Npr; Symk−2)±[λfP ], with ηfP being the
algebraic modular symbol associated to the eigenform fP back in §3.1.
We shall shortly see how these I-adic periods turn up in both the L-functions of
Kitagawa and Greenberg-Stevens, measuring the failure of Ξλ to specialise exactly
to a generator of the eigenspaceMS(Npr; Symk−2)[λfP ]. The following result from
[Ki, 5.12] confirms that under either hypothesis, these error terms are well behaved.

Proposition 4.10. (i) Under condition (Rk1), the Per ±
I,λP ’s are p-adic units;

(ii) If (UF) holds, the function P �→ ∣∣Per ±
I,λP

∣
∣
p

is locally constant of finite range.

Proof: For a fixed choice of sign ± , let E±
λ denote the ideals of I defined by

E±
λ :=

〈〈MSord(I)±[λ], UMord(OK)⊗Λwt
K

I
〉〉

I.

If P ∈ Spec I(OK)alg is algebraic of type (k, ε), it follows that

P ◦ E±
λ =

〈
P ◦ Ξ±

λ , UMord(OK)±
〉

are non-zero ideals of OK

where P ◦Ξ±
λ lie inMSord

(Np∞;OK)± [λP ], and
〈
,
〉

is the pairing betweenMSord

and its OK-dual.
We now observe that the ±-part of ηfP is an OK-base for

MS (Npr; Symk−2(OK)
)±

[λfP ] = MSord (
Np∞; Symk−2(OK)

)±
[λP ]

whence the modular symbol ∇k−2
(
ηfP
)± must generate MSord

(Np∞;OK)± [λP ].
As a direct consequence,

〈
MSord

(Np∞;OK)± [λP ], UMord(OK)±
〉

= OK.

It follows that in our equality P ◦Ξ±
λ = Per ±

I,λP ×∇k−2
(
ηfP
)± above, the numbers

Per ±
I,λP are principal generators of the ideal P ◦ E±

λ .

If condition (Rk1) is true then E±
λ = I, and therefore the periods Per ±

I,λP ∈ O×
K .

If condition (UF) holds, then I/E±
λ is a pseudo-null I-module and hence is finite;

the order of the map P �→ #
(
OK
/
Per ±

I,λPOK
)

must be bounded by #
(
I/E±

λ

)
.

�
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4.4 Two-variable p-adic L-functions

The plan of this section is as follows. We begin by introducing the two-variable
L-function in terms of p-adic measures. We next explain its relationship with an
‘improved p-adic L-function’ constructed by Stevens. This connection lies at the
heart of the proof of the trivial zero formula, and we briefly sketch the argument.
Finally, we reinterpret these concepts in terms of the arithmetic of an abelian field
and then make some conjectures in the non-abelian case.

Note the hypotheses and notations are kept the same as the previous section.

Theorem 4.11. [GS,Ki] For all primitive triples (λ, k0, ε), there exists a unique
measure µf on the two-dimensional Lie group Z

×
p,M × Zp satisfying

∫

Z
×
p,M

×Z
×
p

ψ−1(x) xj ε
(y
x

)
.
(y
x

)k−k0

dµf(x, y) =
j!M jpnj

(
1− ψ−1(p)pj

/
ap
(
fPk,ε

))

ap
(
fPk,ε

)n

× Perψ(−1)(−1)j

I,λPk,ε
× G(ψ−1, ζpnM )L

(
fPk,ε , ψ, j + 1

)

(2πi)j Ωψ(−1)(−1)j
fPk,ε

at arithmetic points Pk,ε ∈ Spec I(OK)alg, where the positive integers k lie in Uk0 .

Here j ∈ {0, . . . , k− 2
}
, and ψ denotes a character modulo pnM with n = ordpCψ.

Switching between measures and power series is permissible, so the distribution µf
transforms naturally into an element of the two-variable algebra KUk0

〈〈w〉〉[[Z×
p,M

]]
.

Note that the affinoid K-algebra over the closed disk Uk0 , was defined as

KUk0
〈〈w〉〉 :=

{
h(w) ∈ K[[w]] such that h converges on the whole of Uk0

}
.

In fact quite a lot more is true about these analytic distributions.
In Chapter VI we shall outline a purely algebraic construction of these elements.

Under various hypotheses, we’ll show how there exist power series inside I
[[

Z
×
p,M

]]

whose images under the transforms M̃ellk0,ε yield the above measures. One should
also point out that they are uniquely determined by these special value formulae.
The reason is that characters of the form ψxj are dense in Hom

(
Z

×
p,M ,C

×
p

)
, and

under assumption (Arith) the algebraic points Pk,ε densely populate Spec I(Qp).

Definition 4.12. [GS,Ki] For primitive triples (λ, k0, ε), the integral

LGS
p, Q(µM )

(
f, ψ, w, s

)
:=

∫

Z
×
p,M

×Z
×
p

ψ−1(x) < x >s−1 ε
(y
x

) < y >w−k0

< x >w−k0
dµf(x, y)

defines a two-variable p-adic L-function attached to the p-ordinary family.

Clearly this two-variable object also depends on the choice of character ε, as well
as the choice of base weight k0 ≥ 2. We nevertheless omit them from the notation.
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The power series LGS
p, Q(µM )

(
f, ψ, w, s

)
encodes quite a large amount of arithmetic.

Its first nice property is that it interpolates the p-adic L-functions attached to each
specialisation of the family f ∈ S

ord
I . More precisely,

LGS
p, Q(µM )

(
f, ψ, k, s

)
= Per±

I,λPk,ε
× Lp,αp,Ω±

fPk,ε

(
fPk,ε , ψ, s

)

at all integer weights k ∈ Uk0 , k ≥ 2 where ± denotes the sign of the character ψ.
This formula follows immediately from the behaviour of µf in Theorem 4.11.

Secondly, LGS
p, Q(µM ) satisfies a functional equation linking values at s with w− s.

To make life easier, one now assumes that the tame level N divides the integer M .
If k ∈ Uk0 is a positive integral weight, then by [GS, Corr 5.17]

LGS
p, Q(µM )

(
f, ψ, k, s

)
= −

√
εωk0−2(−N) ψ−1(−N) < −N >k/2−s

× LGS
p, Q(µM )

(
f, εωk0−2ψ−1, k, k − s

)

where the square root is chosen so that
√
εωk0−2(−N) < −N >k/2−1 represents

the action of the WN -operator locally about k0.

s=k/2 s=k–1s=1
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Figure 4.1 The critical triangle interpolating the L-values of f.

There are three critical lines in the (s, k)-plane of principal arithmetic importance:
the vertical line s = 1, the central line s = k/2 and the boundary line s = k − 1.
Actually that is a slight exaggeration – there are really only two, since the boundary
line can always be reflected (via the functional equation) into the vertical line s = 1.
In the arithmetic applications that are considered later on in Chapters VII, VIII,
IX, X, our main objectives are to study behaviour of Selmer groups along the line
s = 1, and of course, along the line of symmetry in the functional equation.
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Sketch of the exceptional zero formula.
In §2.1 we introduced the p-adic L-function attached to a modular elliptic curve E.
When the curve had split multiplicative reduction over Qp, then Lp(E, s) possessed
a trivial zero at s = 1, irrespective of whether the complex L-series vanished too.
Mazur, Tate and Teitelbaum [MTT] discovered a formula for L′

p(E, 1) numerically,
but did not manage to prove it back in 1986.

The eventual proof came six years later, and was due to Greenberg and Stevens.
Since their work was published there have been two other independent proofs, each
utilising markedly different techniques. However we give an outline of the original,
as it introduces the following fundamental object into the mix.

Definition 4.13. [GS] For a fixed integer s0 < k0, the improved p-adic L-series is

Limp
p, Q(µM ),s0

(
f, ψ, w

)
:=

∫

Z
×
p,M

×Zp

ψ−1(x) < x >s0−1 βw,k0,ε

(y
x

)
dµf(x, y)

where the function βw,k0,ε(z) =






ε(z) < z >w−k0 if z ∈ Z
×
p

< z >w−k0 if ε is trivial and z �∈ Z
×
p

0 otherwise.

It can be shown that the two-variable L-function admits a factorisation, into the
product of rigid analytic functions

LGS
p, Q(µM )

(
f, ψ, k, s0

)
=
(
1− ap

(
fPk,ε

)−1
ψ−1ω1−s0(p)ps0−1

)
×Limp

p, Q(µM ),s0

(
f, ψ, k

)

at all integral weights k ∈ Uk0 with k ≥ 2.

Remark: Let’s now focus exclusively on the exceptional zero situation. This means
we are considering an elliptic curve E with split multiplicative reduction at p ≥ 5.
In particular, the trace of Frobenius ap(E) = +1. Because this is a p-adic unit, the
associated newform fE must then be a member of a Hida family f at weight k0 = 2.

It follows that both ψ and ε correspond to the trivial character. Without loss of
generality, assume also that the Hasse-Weil L-series of E does not vanish at s = 1.
The two-variable functional equation then reduces to

LGS
p

(
f, k, s

)
= − < −N >k/2−s × LGS

p

(
f, k, k − s

)

as the sign in the complex functional equation equals one whenever L(E, 1) �= 0.
As an immediate corollary, the function LGS

p vanishes identically along the line of
symmetry s = k/2 in the functional equation.

Therefore, its Taylor series expansion about (s, k) = (1, 2) looks like

LGS
p

(
f, k, s

)
≈ c×

(
(s− 1)− k − 2

2

)
+ . . . (*)

where the error terms . . . are of quadratic or higher order, and c is some constant.



Two-variable p-adic L-functions 83

Conversely LGS
p splits into an Euler factor and improved L-function, namely

LGS
p

(
f, k, 1

)
=

(
1− ap

(
fPk
)−1
)
× Limp

p,1

(
f, k
)
. (**)

Differentiating (*) with respect to s along the line k = 2, one readily deduces
that L′

p(E, 1) = d
dsL

GS
p

(
f, 2, s

)
is equal to the constant c. On the other hand,

differentiating (**) with respect to k

−1
2

c = 0 +
d ap

(
fPk
)−1

dk

∣
∣
∣
∣
∣
k=2

× Limp
p,1

(
f, 2
)

= −2a′
p

(
fP2

) × L(E, 1)
Ω+
E

.

Finally, the derivative of the Hecke eigenvalue ap
(
fPk
)

at k = 2 is well known to
coincide with − 1

2 × the value of the local L-invariant of the elliptic curve at p.

Greenberg-Stevens Formula. If E has split multiplicative reduction at p ≥ 5,

L′
p(E, 1) =

logp(qE)
ordp(qE)

× L(E, 1)
Ω+
E

where qE denotes the Tate period of E/Qp .

This result is really quite astounding – the derivative (in a purely p-adic sense) of
a rigid analytic function, turns into the ratio of two transcendental numbers in C.
It is germane to mention the above equation does not represent 0 = 0 in disguise!
In fact using delicate bounds from analytic number theory, it was shown by various
people in [StÉ] that the quantity logp(qE) is always non-trivial, thus verifying an
old conjecture of Manin.

Example 4.14 Consider the elliptic curve whose Weierstrass equation is

E : y2 + y = x3 − x2 − 10x − 20

which is more commonly known as the modular curve X0(11) in the standard texts.
At p = 11 it has split multiplicative reduction, so the q-coefficient a11(E) = +1.
The space S2

(
Γ0(11)

)
is one-dimensional over C, generated by a single newform

fX0(11) = q
∏

n≥1

((
1− qn)(1− q11n)

)2
with rational coefficients.

Setting the tame level N = 1, it follows that T∞ must be rank two over Zp[[1+pZp]].
Here fX0(11) lifts to a family f ∈ Λwt[[q]] – each specialisation is the 11-stabilisation
of a newform fk at weight k ≡ 2 mod 10, unless k = 2 in which case f2 = fX0(11).
Finally, the Greenberg-Stevens formula confirms that

L′
11(E, 1) =

log11
(
qX0(11)

)

ord11
(
qX0(11)

) × L(X0(11), 1)
Ω+
X0(11)

= 10× 11 + 9× 112 + 5× 113 + 114 + 8× 115 + 3× 116 + · · ·

and consequently L11(E, s) has a simple zero at s = 1.
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Speculations over number fields.
Let F be a number field so [F : Q] <∞, and assume p ≥ 5 does not ramify in OF.
The discriminant of F is written as dF, and will thus be an integer coprime to p.
For an elliptic modular form f , its archimedean period over F is taken to be

Ω±
f(F) =

(
Ω±
f

)r1 ×
(
Ω+
f Ω−

f

)r2

where r1 is the number of real embeddings F ↪→ R, and r2 denotes the number of
conjugate pairs of complex embeddings.

We are interested in extending these notions inside a p-ordinary deformation.
Let λ : hord(Np∞;OK)⊗Λwt

K
I −→ I be the I-algebra homomorphism corresponding

to a family f ∈ S
ord
I . Assume as well that Pk,ε is an algebraic point of type (k, ε).

It seems logical and natural to define

Per±
I,λPk,ε

(F) :=
(
Per±

I,λPk,ε

)r1 ×
(
Per+I,λPk,εPer−

I,λPk,ε

)r2

bearing in mind the definition of the archimedean version above.

Remark: For simplicity, we further suppose that F is an abelian extension of Q

i.e. that the Galois group Gal
(
F/Q

)
is commutative. Its characters

XF = Hom
(
Gal
(
F/Q

)
, Gmult

)

are non-canonically isomorphic to the original group, and there are [F : Q] of them.

Definition 4.15. We define the improved p-adic L-function of f over F

Limp
p

(
f/F, w, s0

)
:=

∏

ψ∈XF

Limp
p, Q(µCψ ),s0

(
f, ψ, w

)

at the integer point s0 ≤ k0 − 1, which is an analytic function of w ∈ Uk0 .

What arithmetical data is this improved L-function interpolating?

Lemma 4.16. Pick any integral weight k ∈ Uk0 greater than 1. Then

Limp
p

(
f/F, k, s0

)
=

Γ(s0)[F:Q]
√|dF|

ir2(1−2s0) d1−s0
F

× Per±
I,λPk,ε

(F) ×
L
(
fPk,ε

/
F, s0

)

(2πi)[F:Q](s0−1) Ω±
fPk,ε

(F)

where the sign ± has the parity of (−1)s0−1.

In the abelian case we are considering, this lemma does no more than encode the
properties of each Limp

p, Q(µCψ ),s0

(
f, ψ, w

)
at an arithmetic integral weight w = k.

However it is worthwhile to pursue this point of view, because it generalises well to
non-abelian extensions of Q.
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Proof: Each conductor Cψ is prime to p. Taking the product of the ψ-twisted
functions Limp

p, Q(µCψ ),s0

(
f, ψ, w

)
’s over XF, the left-hand side becomes equal to

∏

ψ∈XF

(s0 − 1)! Cs0−1
ψ × Perψ(−1)(−1)s0−1

I,λPk,ε
× G(ψ−1, ζCψ )L

(
fPk,ε , ψ, s0

)

(2πi)s0−1 Ωψ(−1)(−1)s0−1

fPk,ε

at an arithmetic weight w = k.
By the conductor-discriminant formula, one knows that

∏
ψ∈XF

Cψ = (−1)r2dF.
Moreover, it is a standard fact from algebraic number theory

∏

ψ∈XF

G
(
ψ−1, ζCψ

)
=

{ √|dF| if F is totally real,

i[F:Q]/2
√|dF| otherwise.

Lastly, if F is totally real then r2 = 0, and the period with parity (−1)s0−1 turns
up all the time in the product. Conversely, if F is complex then r1 = 0, and both
the + and − periods will occur with equal multiplicity in the product over ψ.

The lemma follows easily.
�

Proceeding to the harder case, we now assume the extension F/Q is non-abelian.
In particular, the group Gal

(
F/Q

)
is no longer commutative. Whilst the right-hand

side of the formula in Definition 4.15 is certainly valid, it no longer gives the p-adic
L-function over F; rather it is the corresponding L-function over F ∩Q

ab.
This leaves us in something of a quandary.

Conjecture 4.17. Let F denote a non-abelian extension with finite degree over Q.
There should exist an improved p-adic L-function Limp

p

(
f/F, w, s0

)
analytic in w,

which interpolates the critical values

Γ(s0)[F:Q]
√|dF|

ir2(1−2s0) d1−s0
F

× Per±
I,λPk,ε

(F) ×
L
(
fPk,ε

/
F, s0

)

(2πi)[F:Q](s0−1) Ω±
fPk,ε

(F)

at every positive integral weight k ∈ Uk0 .

There is a liberal dose of optimism underlying this prediction.
Our main piece of evidence is that the conjecture is true in the abelian case.

However, there are a couple of situations where one can say something interesting.
If the field F is totally real, the existence should follow from properties of p-adic
families of Hilbert modular forms. Likewise if F is an imaginary quadratic extension
of a totally real field, we have the CM-theory to fall back on.

Finally, we mention that the conjecture has been proven by the author for field
extensions of the form Fn = Q

(
µln ,

ln
√

∆
)
, where l �= 2 is a prime number and

∆ is an l-power free integer coprime to Np. The method combines the fact that
these L-values are obtained via twisting by two-dimensional Artin representations
over Q, together with analyticity results from the automorphic theory.



CHAPTER V

Crystalline Weight Deformations

Our ultimate aim is to develop a two-variable interpolation theory for M -symbols.
Because this is a rather demanding objective, it turns out that we need to subdivide
the task into two distinct components. As is commonly the case in number theory
the first of these is a purely local problem, whilst the second is
essentially global (all arguments which are global in nature have been confined
to the next chapter). Here we work exclusively over finite extensions of the p-adic
numbers.

Let us begin by outlining in more detail, the local issues that need to be resolved.
If one reviews the constructions in Chapter III carefully, we discover the cornerstone
of our one-variable interpolation map Ek,ε to be the dual Bloch-Kato exponential.
Roughly speaking, the dual exponentials send

étale cohomologies
exp∗
−→ cotangent spaces

p-adic zeta-elements �→ L-values of modular forms ,

without being overly pedantic about the objects appearing in the above picture.
When transferring to the two-variable setting, there are three notions to deform:
étale cohomology, cotangent modules, and lastly the dual exponential map.

The layout of the fifth chapter is as follows. We commence by discussing how to
make proper sense of Galois cohomology, admitting coefficients inside a complete
Noetherian local ring. The obvious example is the universal deformation ring R.
For discrete modules there is no problem, however if the modules are compact then
we need to use continuous étale cohomology in the sense described by Jannsen.
Indeed the exposition closely mirrors the article [Ja].

Once the reader is happy with continuous cochains, we spend a couple of sections
deforming the above diagram along the weight-axis. This is not as easy as it sounds.
Unfortunately, the cotangent spaces behave particularly badly as vector bundles
over the weight space. This in turn causes significant problems when evaluating
the deformed exponential at arithmetic primes in R. The final solution is based
heavily upon Iovita and Stevens’ definition of an affinoid analogue of the functor
DdR(−). We also exploit some extra facts that hold for nearly-ordinary repre-
sentations.

Finally, we shall conclude by explaining how the kernel of each deformed dual
exponential, can be identified with a family of local points on a pro-jacobian var-
iety. This generalises certain duality theorems of Bloch and Kato [BK, Sect 3]
to the setting of an ordinary deformation – the proofs themselves may be found
in [DS].

86
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5.1 Cohomologies over deformation rings

Let R denote the image of the Hecke algebra inside the endomorphisms of T∞.
The only property of the deformation ring that we actually exploit, is that R is a
complete local Noetherian ring, with finite residue field Fq and maximal ideal mR.
We are interested in studying the cohomologies of modules of finite-type over R.

Suppose that G is a profinite group. If M is a free R-module of rank n with a
continuous G-action, then there is a homomorphism

ρM : G −→ GLn(R) depending upon fixing an R-basis for M .

By convention, one usually writes RepR(G) for the category of continuous R-adic
representations of the group G.

In particular if both modules M,N belong to RepR(G), so does HomR(M,N).
The G-action on HomR(M,N) is prescribed by the formula

ϑg(m) = g
(
ϑ(g−1m)

)
where ϑ ∈ HomR(M,N) and m ∈M .

One writes Hi(G,M) = Hi
cont
(
G,M

)
for the cohomology groups defined using

continuous cochains in [Ja].

Remark: Given a short exact sequence 0 → A → B → C → 0 of R[G]-modules,
we obtain a long exact sequence in G-cohomology

. . . −→ Hi(G,A) −→ Hi(G,B) −→ Hi(G,C) ∂−→ Hi+1(G,A) −→ · · · .

It is therefore important to establish sufficient conditions under which the above
groups are finitely-generated over the ring R.

There are two examples we have in mind. The first occurs if G = Gal
(
FΣ/F

)

where F is a number field, Σ is a finite set of places, and FΣ denotes the maximal
algebraic extension of F unramified outside Σ. The second example is when the
group G = Gal

(
Fν/Fν

)
, where Fν is the completion of F at some place ν ∈ Σ.

Both of these possibilities satisfy the following criterion.

Definition 5.1. The profinite group G is said to obey the ‘p-finiteness condition’
if for every open subgroup H inside G, there are only finitely many continuous
homomorphisms from H to Fp.

In fact this finiteness condition can be stated in a number of equivalent ways, but
the above is perhaps the most convenient. Assume from now on that G satisfies
the p-finiteness assumption.

Lemma 5.2. (Tate) If Y is a finitely-generated R-submodule of Hi(G,M), then
the quotient Hi(G,M)

/
Y contains no non-trivial mR-divisible submodules.
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Proposition 5.3. Each of the Hi(G,M)’s is a finitely-generated R-module.

Proof: The argument reduces easily to the p-adic case, but we include it anyway.
Assume that mR is generated over R by the minimal set of elements {e1, . . . , et}.
The maximal ideal of R/(et) is clearly equal to (e1, . . . , et−1), and by induction we
can assume the result holds for G-cohomology over the quotient R/(et).

As M has finite rank over R, there is a tautological exact sequence

0 −→ M [et] −→ M −→ M
/
M [et] −→ 0

where M [et] is the kernel of multiplication by et. Taking G-cohomology yields the
long exact sequence

Hi
(
G,M [et]

) −→ Hi
(
G,M

) −→ H i
(
G,M/M [et]

) ∂−→ Hi+1(G,M [et]
)
.

Clearly M [et] is a finitely-generated R/(et)-module. It follows from our inductive
assumption, both Hi

(
G,M [et]

)
and Hi+1

(
G,M [et]

)
are of finite-type over R/(et).

Thus it is enough to prove that Hi
(
G,M/M [et]

)
is finitely-generated.

Put Mk = M
/
M [ekt ] so there is an direct system M1 � M2 � M3 � M4 � · · ·

To show H i
(
G,M1

)
is finitely-generated over the quotient ring R/(et), by the

above argument we must show H i
(
G,M2

)
is finitely-generated over R/(e2t ), etc.

BecauseM is a NoetherianR-module, the chainM [et], M [e2t ], M [e3t ], . . . eventually
stabilises, whence Mk = Mk+1 = Mk+2 = · · · for a large enough index k � 0.
Replacing M by Mk, we may assume that M [et] is trivial.

It follows from the G-cohomology of 0 −→ M
×et−→ M −→ M/et.M −→ 0 that

there are injections

Hi
(
G,M

)

et.Hi
(
G,M

) ↪→ Hi
(
G,M

/
et.M

)
for all integers i ≥ 0.

HoweverHi
(
G,M

/
et.M

)
is of finite-type overR/(et) by our inductive assumption,

whence the quotient module Hi
(
G,M

)/
et.H

i
(
G,M

)
is too.

If the set {ṽ1, . . . , ṽr} generates this quotient of the ith-cohomology over R/(et),
then we can lift to a set of representatives {v1, . . . , vr} for which ṽj = vj mod et.
Let Y be the R-submodule generated by {v1, . . . , vr}. Then

H i
(
G,M

)
= Y + et. H

i
(
G,M

)

and consequently H i
(
G,M

)/
Y must be mR-divisible.

Finally applying Lemma 5.2, we deduce that there is an equality Hi
(
G,M

)
= Y .

The latter object is generated over R by {v1, . . . , vr} which is a finite set, and the
result follows immediately.

�
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It is sometimes convenient to describe big cohomology groups, as projective limits
of standard cohomology. If the moduleM ∈ RepR(G), let us writeMn = M/mn

RM .
By [Ja, 2.1] there is an exact sequence

0 −→ lim←−1 Hi−1(G,Mn

) −→ Hi
(
G,M

) −→ lim←−Hi
(
G,Mn

) −→ 0.

BecauseG satisfies the p-finiteness assumption, theHi−1
(
G,Mn

)
’s are finite groups.

Consequently the projective system
{
H i
(
G,Mn

)}

n
will fulfill the Mittag-Leffler

condition, where of course Mn is viewed with the discrete topology.

Corollary 5.4. There are isomorphisms Hi
(
G,M

) ∼= lim←−nHi
(
G,Mn

)
for all i ≥ 0.

It is worthwhile mentioning a useful tool from commutative algebra, that we shall
continually employ throughout the text.

Let P be a non-zero prime ideal in Spec(R). The quotient ring R/P will also
be a complete Noetherian local ring (CNL for short), with residue characteristic p.
If M ∈ RepR(G) is an R-module of finite rank, then taking the specialisation at P
supplies us with a functor

RepR(G) −→ RepR/P(G), M �→M/PM.

Moreover, it induces homomorphisms from Hi
(
G,M

)
to the group Hi

(
G,M/PM).

In this way, we are able to compare the behaviour of objects defined over the
deformation ring R, with their p-adic specialisations over discrete valuation rings.
At arithmetic points P ∈ Spec(R) the latter cohomologies should be related to
familiar household objects, such as the Selmer groups and Tate-Shafarevich groups
attached to abelian varieties, modular forms, etc . . .

Dualities: compact and discrete.
In the sequel, there are basically three sorts of dual that we shall need to consider.
The first of these is the standard dual. Let M be an R-module of finite rank d.
Then we define

M∗ := HomR
(
M,R)

which is also an R-module of rank d. If M is compact, then so too is M∗.
The Pontrjagin dual of M is the group of continuous homomorphisms

M∨ := Homcont
(
M,Qp/Zp

)

where Qp/Zp is endowed with the discrete topology. In particular, the module M∨

is discrete rather than compact. Furthermore, there is a canonical isomorphism
between M and its double dual M∨∨.

Finally, the Kummer dual of M is taken to be χcy-twisted group of continuous
homomorphisms

AM := Homcont
(
M,µp∞

)

where the roots of unity µp∞ are viewed as a G-module with the discrete topology.
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Question. How are these three notions of duality related, and what pairings do
they induce on the G-cohomology of the module M?

Let us first recall that R is Gorenstein if it is a CNL with finite injective dimension,
or equivalently its Ext-groups trivialise via

ExtiR
(
Fq,R

) ∼=
{

0 if i < inj.dim(R)
Fq if i = inj.dim(R).

Lemma 5.5. If R is a Gorenstein ring, then AM ∼= M∗(1)⊗Zp Qp/Zp.

Proof: By its very definition,

AM = Homcont
(
M,µp∞

)
= HomZp

(
M,Zp(1)

)⊗Zp Qp/Zp.

However, there is an isomorphism

HomR
(
M,R)⊗R HomZp

(R,Zp
) ∼= HomZp

(
M,Zp

)
, x⊗ y �→ y ◦ x.

Therefore the result is true provided the dual HomZp

(R,Zp
)

is free of rank one.
This is certainly the case whenever R is Gorenstein.

�
As we have already discussed in Chapter IV, the deformation rings that arise from
the local components of p-adic Hecke algebras tend to be complete intersections,
and the utility of the above result becomes obvious. Nevertheless, it’s not always
necessary to automatically assume R possesses the Gorenstein property.

Suppose now that N ∈ Rep
Zp

(G), whence the product N ⊗Zp R ∈ RepR(G).
There is a natural map

Hi
(
G,N

)⊗R −⊗1−→ Hi
(
G,N ⊗R)

which is an isomorphism when R is flat over Zp, and the group G satisfies the
p-finiteness hypothesis.

If N = Zp(1) and G = GK denotes the Galois group of a local field K, then
class field theory produces a canonical isomorphism invK : H2

(
GK ,R(1)

) ∼−→ R.
For any M ∈ RepR(G), the duality M ×M∗(1) −→ R(1) induces a cup-product
pairing on local cohomology

H1(GK ,M
) × H1(GK ,M∗(1)

) −→ R

which in general, is not perfect (the left-hand and right-hand kernels comprise the
R-torsion submodules).

Unfortunately, there is no satisfactory analogue of this pairing when G is the
absolute Galois group of a global field. The best available substitute is due to
Poitou and Tate, which is something we shall touch on in forthcoming chapters.
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Proposition 5.6. The groups H i(G,AM ) are cofinitely generated over the ring R
if either G = Gal

(
FΣ/F

)
, or alternatively G = Gal

(
Fν/Fν

)
for some place ν ∈ Σ.

Proof: If G = Gal
(
Fν/Fν

)
, the result follows immediately from the perfect pairing

H i(G,M) × H2−i(G,AM ) −→ Qp/Zp with i = 0, 1, 2

in tandem with Proposition 5.3.
On the other hand, if G = Gal

(
FΣ/F

)
then define

HiΣ(X) := Ker

(

Hi
(
FΣ/F, X

) ⊕resν−→
⊕

ν∈Σ

Hi
(
Fν/Fν , X

)
)

where the coefficients X = M or AM . When i ≥ 3 these objects are all zero anyway.
However if i = 1 or 2, there is a perfect pairing of R-modules

H3−i
Σ

(
M
) × HiΣ

(
AM
) −→ Qp/Zp

between the compact and discrete versions.
By definitionH i

(
FΣ/F, AM

)
fits into an exact sequence, sandwiched between the

groups HiΣ
(
AM
)

and
⊕

ν∈ΣH
i
(
Fν/Fν , AM

)
. The former is cofinitely generated by

the above pairing, and the latter is cofinitely generated via our previous argument.
�

Remarks: (a) Let λ : hord(Np∞;OK) ⊗Λwt
K

I → I be a primitive homomorphism
and consider the eigenspace T∞[λ], which is a rank two GQ-representation over I.
One can ask identical questions about the finite generation of its G-cohomology.
Fortunately all the results we have stated over the deformation ring R work equally
well over the algebra I, with minimal adjustments.

Hint: Exploit the fact both R and I are of finite-type over the weight algebra.

(b) There is no reason to restrict solely to considering CNL’s such as those above.
For example, the one-variable Tate algebra K〈〈s〉〉 whilst not actually a local ring,
is a Banach algebra complete with respect to the sup-norm. Analogous results
affirming that the G-cohomology of objects in RepK〈〈s〉〉(G) are finitely-generated,
can then be found in the PhD thesis [Sm, Sect 2.3] of P. Smith.

(c) More generally, recall that the analytic transform M̃ellk0,ε : I −→ KUk0
〈〈s〉〉 takes

values in the affinoid K-algebra of power series convergent on the disk Uk0 . To
deduce similar sorts of finite generation results for objects inside RepKUk0

〈〈s〉〉(G),

it is simply a matter of reducing to part (b). This is achieved by performing a
transformation of affine space which sends k0 to 0, and scales the radii suitably.



92 Crystalline Weight Deformations

5.2 p-Ordinary deformations of Bcris and Dcris

After this exposition on coefficient rings, let’s focus instead on crystalline matters.
Most of Chapter III was devoted to a parametrisation of cohomology via symbols.
For a p-stabilised ordinary newform f ∈ Sk

(
Γ0(Npr), ε

)
, we defined interpolations

Ek,ε : H
1
Eul,p

(
V ∗
f

) −→ HomQcts

(
div0

P
1(Q), Symk−2(Kf

))

which depended fundamentally on a choice of base vector vk,ε ∈ Dcris,Qp(Vf )
ϕ=ap(f).

For example, changing vk,ε by an element of Kf scales Ek,ε by the same factor.

We now further assume that our eigenforms lie in a Hida family f ∈ S
ord
I , which

must correspond to some primitive homomorphism λ : hord(Np∞;OK)⊗Λwt
K

I→ I.
In this section, we will address the following problem.

Question. Is there a universal element ‘vI,λ’ which specialises at algebraic points
Pk,ε of type (k, ε), to the element vk,ε associated to each form fPk,ε?

To find such an element, we are led to consider the family of Frac (I/P )-vector
spaces Dcris,Qp(VfP )ϕ=ap(f), and to study how these vary with P ∈ Spec I.

Remember the weight algebra is homomorphic to the affinoid algebra of the disk,
via the transform Λwt = Zp[[1+pZp]] −→ Zp〈〈s〉〉 associating to any u ∈ 1+pZp the
power series representing s �→ us.

Definition 5.7.
(i) We define A

wt
cris by the completed tensor product

A
wt
cris := lim←−

m

(
Acris/p

mAcris ⊗Z/pmZ Z/pmZ
[
s
])
,

analogously B
+,wt
cris := A

wt
cris[1/p] and B

wt
cris := B

+,wt
cris [t−1].

(ii) If Ω is a finite étale extension of Λwt, then set

A
Ω
cris := A

wt
cris ⊗Zp[[1+pZp]] Ω, B

+,Ω
cris := A

Ω
cris[1/p] and B

Ω
cris := B

+,Ω
cris [t−1]

which all have the structure of topological
(
ϕ,GQp , Acris,Ω

)
-modules.

In fact, we may interpret B
wt
cris as the space of power series of the form

∑∞
n=0 ans

n

with an ∈ Bcris tending to 0 as n→∞. The Frobenius action is then described by

ϕ

( ∞∑

n=0

ans
n

)

=
∞∑

n=0

ϕ(an)sn for all
∞∑

n=0

ans
n ∈ B

wt
cris.
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Proposition 5.8. Under Hypothesis(Diag) of §4.2, if we define

D
I
cris(T

∗
∞) := H0

cont

(
GQp , T

∗
∞ ⊗Λwt B

I
cris

)ϕ=Up
with T

∗
∞ = HomR(T∞,R)

then D
I
cris(T

∗
∞)[λ] is a rank one I[1/p]-module, on which ϕ acts through λ(Up) ∈ I×.

Furthermore, if R is Gorenstein then D
I
cris(T

∗
∞)[λ] will be free of I[1/p]-torsion.

The answer to the question posed before, must therefore be in the affirmative.
Given a fixed base weight k0 ≥ 2 and character ε, evaluating the Mellin transform
at an integer k ∈ Uk0 yields a specialisation

(
M̃ellk0,ε

)

s=k
: D

I
cris
(
T

∗
∞
)
[λ] −→ Dcris,Qp

(
VfPk,ε

)ϕ=Up
.

Because vI,λ generates an I[1/p]-line inside the eigenspace D
I
cris(T

∗
∞)[λ], it follows

directly that vI,λ mod P must be equal to vk,ε, up to a scalar.
Notice that the dimension of Dcris,Qp(VfP ) is either 2 or 1 depending on whether

VfP is crystalline or not, whilst the rank of D
I
cris(T

∗
∞)[λ] is always 1 no matter what.

Equivalently, the crystalline part of the representation associated to the Λwt-adic
family is generically one-dimensional. This appears to be a common phenomenon
i.e. the rank of a family of objects on the whole tends to be smaller than the
dimensions of the individual objects themselves.

Proof: Fix a primitive triple (λ, k0, ε). We shall commence by treating the case
where the local component through which Hord

Np∞ operates on T∞[λ] is Gorenstein.

In §4.2 we saw that as a GQp -representation,
(
M̃ellk0,ε

)

s=k
◦ ρ∞[λ] has the form

(
χ̃ <χcy>

k φ−1
k ∗

0 φk

)
at every integer k ∈ Uk0 , k ≥ 2

where χ̃ = χ−1
cy ξε, and φk is the unramified character sending Frobp to ap

(
fPk,ε

)
.

Tensoring the contragredient representation ρ∨
∞[λ] by the topological ring B

wt
cris

and taking its GQp-invariants, we obtain the exact sequence

0 →
(
B

wt
cris⊗Λwt I(Φ)

)GQp J−−→
(
B

wt
cris⊗Λwt T

∗
∞[λ]

)GQp J+−→
(
B

wt
cris⊗Λwt I(ΘΦ−1)

)GQp

.

Here Φ : GQp/Ip → I× denotes the unramified character sending Frob−1
p to λ(Up).

Also Θ := χ̃−1Ψ−1 where the universal cyclotomic character Ψ has the expansion

Ψ = exp
(
s log(< χcy >)

)
=

∞∑

n=0

logn(< χcy >)
Γ(n+ 1)

sn at all s ∈ Zp.

Lastly we have written J− above to denote the dual of quotienting modulo F+
T∞,

and similarly J+ for the dual map to the natural inclusion F+
T∞ ↪→ T∞.



94 Crystalline Weight Deformations

Remark: We once more observe how the Mellin transform maps the ring I to
the space of power series with coefficients in K, convergent on the closed disk Uk0 .
Performing the affine transformation s �→ k0 + s × radius(Uk0), without loss of
generality we’ll assume that M̃ellk0,ε takes values inside the affinoid algebra K〈〈s〉〉
of the unit disk over the valuation field K.

We make the following three assertions:

(a)
(
B

wt
cris ⊗Λwt I(Φ)

)GQp

is isomorphic to
(
Q̂

nr
p 〈〈s〉〉 ⊗Zp〈〈s〉〉 I(Φ)

)Frobp=1
;

(b)
(
Q̂

nr
p 〈〈s〉〉 ⊗Zp〈〈s〉〉 I(Φ)

)Frobp=1
is a free I[1/p]-module of rank one;

(c)
(
B

wt
cris ⊗Λwt I(ΘΦ−1)

)GQp

is zero.

Taking (a),(b),(c) on trust for the moment, it follows from our exact sequence

above that D
I
cris(T

∗
∞)[λ] =

((
B

wt
cris ⊗Λwt T

∗
∞[λ]

)GQp

)ϕ=Up

must be free of rank one

in the Gorenstein situation. In the case where the local component through which
Hord
Np∞ acts on T∞[λ] is not Gorenstein, the whole argument works fine except(
T∞/F+

T∞
)
[λ] will no longer be I-free, which means that D

I
cris(T

∗
∞)[λ] may inherit

some non-trivial I[1/p]-torsion.
The filtration on B

wt
cris is a little unforgiving, instead we prefer to use the Λwt-adic

period rings introduced by Iovita and Stevens [IS].

Definition 5.9. If Dn is the integral structure W (Ẽ
+
)
/
Ker(θ)n on B+

dR

/
tnB+

dR,

B
+,wt
dR := lim←−

n

(
lim←−
m

(
Dn/p

mDn ⊗Z/pmZ Z/pmZ
[
s
])⊗Zp Qp

)

and similarly B
wt
dR := B

+,wt
dR [t−1] is the affinoid analogue of BdR.

Let us start by establishing the truth of assertion (a). Since the character Φ is

unramified,
(
B

wt
cris⊗Λwt I(Φ)

)GQp

is exactly the same thing as
(
B

+,wt
cris ⊗Λwt I(Φ)

)GQp

.
When viewed as homomorphisms at the level of power series coefficients, the natural
injections Q̂

nr
p ↪→ B+

cris ↪→ B+
dR induce containments

(
Q̂

nr
p 〈〈s〉〉 ⊗Λwt I(Φ)

)GQp

↪→
(
B

+,wt
cris ⊗Λwt I(Φ)

)GQp

↪→
(
B

+,wt
dR ⊗Λwt I(Φ)

)GQp

.

Tensoring the sequence 0→ Fil1B+,wt
dR → B

+,wt
dR → Cp〈〈s〉〉 → 0 by I(Φ) and taking

GQp -invariants, we have an inclusion

(
B

+,wt
dR ⊗Λwt I(Φ)

)GQp

↪→
(
Cp〈〈s〉〉⊗Zp〈〈s〉〉I(Φ)

)GQp

=
(
Q̂

nr
p 〈〈s〉〉⊗Zp〈〈s〉〉I(Φ)

)GQp/Ip

because
(
Fil1B+,wt

dR ⊗Λwt I(Φ)
)GQp

is zero. Thus the module
(
B

+,wt
cris ⊗Λwt I(Φ)

)GQp

coincides with
(
Q̂

nr
p 〈〈s〉〉 ⊗Zp〈〈s〉〉 I(Φ)

)GQp/Ip
, which in turn proves (a).
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Statement (b) is shown in far greater generality in the preprint [IS]. For the sake
of completeness we include a short proof, which was pointed out to us by Iovita.
Assume that Φ(Frobp) ∈ OK〈〈s〉〉× has the power series expansion

∑∞
n=0 ans

n.
We need to find a series GΦ ∈ Q̂

nr
p 〈〈s〉〉 with Taylor expansion GΦ =

∑∞
n=0 cns

n

satisfying
∑∞
n=0 cns

n = Φ(Frobp)
∑∞

n=0 c
Frobp
n sn.

This amounts to solving the system of equations




cm =

∑

i+j=m

c
Frobp
i aj for all m ≥ 0





where cm ∈ Q̂

nr
p and lim

m→∞ cm = 0.

We can use induction. If m = 0 then we need to find a c0 ∈
(
Q̂

nr
p

)×
such that

c0 = c
Frobp
0 a0, and its existence follows immediately from the surjectivity of the

map
(
Q̂

nr
p

)×
�
(
Q̂

nr
p

)×
, x �→ x

xFrobp .

Let’s now hypothesise we have determined scalars c0, c1, ... , cm ∈ Q̂
nr
p satisfying

the first m equations above, and in addition val(ci) ≥ minb+d=i,d>0
{
val(cbad)

}
.

We must search for a cm+1 which solves the (m+ 1)st equation

cm+1 = c
Frobp
m+1 a0 +

∑

i+j=m+1,i�=m+1

c
Frobp
i aj .

Since a0 = c0
/
c
Frobp
0 one can rewrite this as

cm+1

c0
−
(
cm+1

c0

)Frobp

=
1
c0

∑

i+j=m+1,i�=m+1

c
Frobp
i aj .

Because the homomorphism Q̂
nr
p � Q̂

nr
p , x �→ x − xFrobp is surjective, we can

certainly find such a solution cm+1. Moreover, adjusting cm+1/c0 by an element
of Qp if necessary, one may then assume that val(cm+1) = val(cm+1/c0) equals

val
(
cm+1
c0
−
(
cm+1
c0

)Frobp
)

. As an immediate corollary,

val(cm+1) = val




∑

i+j=m+1,j>0

c
Frobp
i aj



 ≥ min
i+j=m+1,j>0

{
val(ciaj)

}
.

The fact that val(an) > 0 for all n ≥ 1 and limn→∞ an = 0, together with our
inductive hypothesis, implies that limn→∞ cn = 0 too.

This procedure supplies us a unit GΦ =
∑∞
n=0 cns

n ∈ Q̂
nr
p 〈〈s〉〉× living inside of

(
Q̂

nr
p 〈〈s〉〉⊗Zp〈〈s〉〉I(Φ)

)Frobp=1
. For an arbitraryHΦ ∈

(
Q̂

nr
p 〈〈s〉〉⊗Zp〈〈s〉〉I(Φ)

)Frobp=1

the quotient seriesHΦ/GΦ belongs to
(
Q̂

nr
p 〈〈s〉〉⊗Zp〈〈s〉〉I

)Frobp=1
= Qp〈〈s〉〉⊗Zp〈〈s〉〉I,

which is of rank one over I[1/p]. The rank of
(
Q̂

nr
p 〈〈s〉〉 ⊗Zp〈〈s〉〉 I(Φ)

)Frobp=1
must

therefore also be one, and the proof of (b) is complete.
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It remains to justify claim (c). We remark that multiplication by the element
t.GΦ ∈ B

+,wt
cris yields an isomorphism

(
B

wt
cris ⊗Λwt I(ΘΦ−1)

)GQp ∼=
(
B

wt
cris ⊗Λwt I

(
(ξε)−1Ψ−1)

)GQp

.

If L′ = Q
Ker(ξε)
p is the field cut out by the finite character ξε, clearly the right-hand

space lies inside of H0
cont
(
GL′ ,Bwt

cris(Ψ
−1)
) ⊗Λwt I. We claim that the larger space

H0
cont
(
GL′ ,Bwt

dR(Ψ−1)
)⊗Λwt I is trivial.

Assume α is an element of H0
cont
(
GL′ ,Bwt

dR(Ψ−1)
)

whence α ∈(FiljBwt
dR(Ψ−1)

)GL′

for some sufficiently small j ∈ Z. As FiljBwt
dR/Filj+1

B
wt
dR
∼= Cp〈〈s〉〉(j), the sequence

0 →
(
Filj+1

B
wt
dR(Ψ−1)

)GL′→
(
FiljBwt

dR(Ψ−1)
)GL′→

(
Cp〈〈s〉〉 ⊗

(
χjcyΨ

−1)
)GL′

is exact. The right-hand space is zero by a calculation of P. Smith [Sm, Prop 2.22].
Consequently α actually lay inside of

(
Filj+1

B
wt
dR(Ψ−1)

)GL′ . Repeating the process
ad infinitum and shrewdly observing that

⋂
i≥j FiliBwt

dR = {0}, we conclude that
our original element α was 0. It follows H0

cont
(
GL′ ,Bwt

dR(Ψ−1)
)

must itself be trivial,
and we are done.

�

5.3 Constructing big dual exponentials

The algebraic interpolations Ek,ε were built out of Bloch-Kato exponentials maps,
or more precisely their dual versions. To attempt the same approach within an
analytically varying family, it is therefore natural to seek out an I-adic analogue of
these homomorphisms. We are very grateful to Iovita and Stevens for revealing the
following result to us, which is the key to defining the big dual exponential.

Proposition 5.10. [IS, §3.1] There exists a fundamental exact sequence

0 −→ Qp〈〈s〉〉 −→
(
B

wt
cris
)ϕ=1 −→ B

wt
dR
/
B

+,wt
dR −→ 0

generalising the usual p-adic sequence of Fontaine-Messing [FM].

Actually their sequence involves the rigid deformation of the period ring Bmax

instead of Bcris, but the two proofs are absolutely identical because Bϕ=1
max = Bϕ=1

cris .
Unfortunately we cannot apply their algebraic Fourier transforms directly to

T∞[λ], because the Galois representations they consider are the contragredients of
those occuring in this book. For technical reasons, the resulting dual exponential

EXP∗ : H1(G,T∞[λ]
) −→

(
T∞[λ]⊗ B

+,wt
dR

)G

might very well fail to specialise to its p-adic counterparts exp∗
V ∗
fP

at a dense set of

algebraic points P ∈ Spec I(OK)alg.
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Remark: By a stroke of good fortune, the dual representation T
∗
∞[λ] is endowed

with an unramified submodule of rank one over I. As we shall shortly discover,
cup-products of EXP∗ with vectors in the crystalline deformation space D

I
cris(T

∗
∞)

behave well at their arithmetic specialisations.

Let L be any finite extension of Qp, and for the present moment choose i ∈ Z.
Tensoring the fundamental sequence above by I(Φχicy) then taking GL-cohomology,
we obtain an I-adic exponential (boundary) map

EXPΦχicy :
(
I(Φχicy)⊗Λwt B

wt
dR
/
B

+,wt
dR

)GL −→ H1
(
L, I(Φ)⊗Zp Qp(i)

)
.

This homomorphism is characterised by the commutativity of the diagram

(
I(Φχicy)⊗Λwt B

wt
dR
/
B

+,wt
dR

)GL EXPΦχicy−→ H1
(
L, I(Φ)⊗Zp Qp(i)

)

⊗I I/P



#



# ⊗I I/P

(
KfP (φ−1

k χicy)⊗KfP
BdR

/
B+

dR

)GL expKfP
(φ−1
k

)(i)−→ H1
(
L, KfP (φ−1

k χicy)
)

(
J− mod P

)
∗



#



# (J− mod P

)
∗

(
VfP (i)⊗KfP

BdR
/
B+

dR

)GL expVfP (i)−→ H1
(
L, VfP (i)

)

at algebraic points P ∈ Spec I of type (k, ε).
Here we have identified KfP (φ−1

k ) with the unramified subspace of VfP , via the
short exact sequence of GQp -modules

0 −→ KfP

(
φ−1
k

) J− mod P−→ VfP
J+ mod P−→ KfP

(
(ξε)−1χ1−k

cy ωkφk

)
−→ 0

which are also finite-dimensional Qp-vector spaces.

Convention: For each primitive homomorphism λ : hord(Np∞;OK) ⊗Λwt
K

I → I,
we now make a choice of generator vI,λ of the Hecke eigenspace

D
I
cris
(
T

∗
∞
)
[λ] =

((
T

∗
∞[λ]⊗Λwt B

wt
cris

)GQp

)ϕ=Up

over I[1/p].

An elementary calculation shows
(
I(Φχicy)⊗Λwt B

wt
dR

/
B

+,wt
dR

)GL
is zero when i ≤ 0,

so it makes good sense to take the integer i ≥ 1. In particular (t−ivI,λ) mod B
+,wt
dR

will generate a one-dimensional I-submodule in
(
I(Φχicy)⊗Λwt B

wt
dR

/
B

+,wt
dR

)GL
.

Once the vector vI,λ is picked, the rest of the constructions are fairly canonical.
We denote by ‘EXPL,i’ the compositions

(
I(Φ)⊗Λwt B

wt
cris

)GL.t−i
↪→
(
I(Φχicy)⊗Λwt B

wt
dR

)GL mod B
+,wt
dR−→
(
I(Φχicy)⊗Λwt B

wt
dR/B

+,wt
dR

)GL

EXPΦχicy−→ H1
(
L, I(Φ)⊗Zp Qp(i)

)
(J−)∗−→ H1

(
L, T

∗
∞[λ]⊗Zp Qp(i)

)
.
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It follows that EXPL,i
(
I.vI,λ

)
will be an I-line inside H1

(
L,T∗

∞[λ] ⊗Zp Qp(i)
)

which is of finite type over I[1/p]. Consequently, there exist constants θT∞,λ,i ∈ Z

depending only on T∞, λ and i ≥ 1, such that

EXPL,i
(
I.vI,λ

) ⊂ pθT∞,λ,i .
(
image of H1(L,T∗

∞(i)[λ]
))
.

The reason why θT∞,λ,i is independent of the ground field L is because the square

I.vI,λ
EXPQp,i−→ H1

(
Qp,T

∗
∞[λ]⊗Zp Qp(i)

)

.t−i mod B
+,wt
dR



#



#resL/Qp

(
I(Φχicy)⊗Λwt B

wt
dR/B

+,wt
dR

)GL (J−)∗◦EXPΦχicy−→ H1
(
L, T

∗
∞[λ]⊗Zp Qp(i)

)

commutes, which means EXPL,i
(
I.vI,λ

)
lies in the restriction of H1

(
Qp,T

∗
∞(i)[λ]

)

up to a power of p.
From now on we’ll just stick i = 1, and sometimes drop it from the notation.

Remark: Consider the following set-up. Suppose we are given an I-module D

which is of finite type, and a free I-module M with a continuous Gal
(
L/L

)
-action.

We shall also assume the existence of a homomorphism π : D → H1
(
L,M∗(1)

)
.

Upon fixing an element v ∈ D, then diagrammatically

H1(L,M∗(1)
) π←− D

×
H1(L,M

) π∗
��� Hom

(
D, I
) evaluation at v−→ I



# invL◦∪I

I

and we obtain a map π∗
v : H1

(
L,M

) −→ I defined by π∗
v(x) =

(
π∗(x)

)
(v).

For example, if we put D =
(
I(Φ) ⊗Λwt B

wt
cris

)GL
, M = T∞[λ] and π = EXPL,1

then π∗
v(x) = invL

(
x ∪I EXPL,1(v)

)
. Moreover at each point P ∈ Spec I(OK)alg,

π∗
v(x) mod P = invL

(
x ∪I EXPL,1

(
v
))

mod P

= invL
(
x mod P ∪ EXPL,1

(
v
)

mod P
)

= invL
(
x mod P ∪ expVfP (1)

(
t−1v mod P

))

= TrL/Qp

(
exp∗

V ∗
fP

(
x mod P

) ∪dR t−1v mod P
)
.

This formula hopefully provides ample motivation for the following.
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Definition 5.11. (i) Let us fix a base weight k0, and a character ε of finite order.
For all algebraic points P ∈ Spec I(OK)alg of type (k, ε) with k ∈ Uk0 , one defines

EXP∗
T∞,L mod P : H1

(
L,T∞[λ]⊗I I/P

)
−→ L.Frac

(
I/P
)

by forming the cup-product

(
EXP∗

T∞,L mod P
)
(x) := exp∗

V ∗
fP

(x) ∪dR

(
1− δnrϕ

)−1
.
(
t−1.vI,λ mod P

)

with δnr equal to one if L/Qp is unramified, and equal to zero otherwise.

Rather than dualise our I-adic exponential directly, it is more agreeable to glue
along prime ideals P ∈ Spec I. We are then free to modify the definition by the
Euler factor (1−ϕ)−1 for unramified extensions L/Qp. In this way EXP∗

T∞,L mod P
ends up lying inside DdR,L(KfP ) rather than cotang(V ∗

fP /L), which has extremely
unpleasant behaviour as a line bundle over the weight-space Uk0 .

Lemma 5.12. Assume OL has a power integral Zp-basis
{
1, β, β2, . . . , β[L:Qp]−1

}
.

Then at arithmetic points P above, EXP∗
T∞,L mod P sends H1

(
L,T∞[λ]⊗I I/P

)

to the Zp-lattice pθT∞,λ−ordp[L:Qp].OKfP
[β].

Proof: Extending EXP∗
T∞,L mod P by scalars, we find its image is contained in

1
#Gβ

∑

σ∈Gβ

(

exp∗
V ∗
fP

(
H1(L,T∞[λ]⊗I I/P

)
[β]
)
∪dR (1− δnrϕ)−1.

(
t−1.vI,λ mod P

)
)σ

where Gβ = Gal
(KfP (β)/KfP

)
. This expression further simplifies to become

(
1− δnrp

−1λ(Up)
)−1

#Gβ
invL

(
H1(L,T∞[λ]⊗I I/P

)
[β] ∪ expVfP (1)

(
t−1.vI,λ mod P

))
.

However, we know expVfP (1)
(
t−1.vI,λ mod P

)
is equal to EXPL,1 (vI,λ) mod P ,

and the latter quantity lies in pθT∞,λ .
(
the image of H1

(
L,T∗

∞(1)[λ]
))

modulo P .

We deduce that
(
EXP∗

T∞,L mod P
)(
H1
(
L,T∞[λ]⊗I I/P

))
is a subset of

pδnr

#Gβ
invL

(
H1(L,T∞[λ]⊗I I/P

)
[β] ∪ pθT∞,λ .H1(L,T∗

∞(1)[λ]⊗I I/P
))

= pδnr+θT∞,λ−ordp(#Gβ). invL
(
H1(L,T∞[λ]

)
[β] ∪I H

1(L,T∗
∞(1)[λ]

))⊗I I/P

which is none other than pδnr+θT∞,λ−ordp(#Gβ)I/P [β].
Since #Gβ divides [L : Qp], it follows that

(
EXP∗

T∞,L mod P
)
(. . . ) belongs to

pθT∞,λ−ordp[L:Qp]OKfP
[β]. Consequently our map modulo P is ‘almost p-integral’,

the value θT∞,λ− ordp[L : Qp] being independent of P .
�
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Under Hypothesis(Arith) of §4.2, the points P ∈ Spec I(OK)alg above of type (k, ε)
densely populate Spec I(Qp), thus there is a diagonal embedding I ↪→ ⊕

P I/P .
Suppose that M is an I-module of finite type. Clearly the I-torsion submodule of
M −M [P∞], modulo P injects into the p∞-torsion of the specialisation M ⊗I I/P .
In particular, there is a natural map

(
M −M [P∞]

)/
I-tors

−→
(
M ⊗I I/P

)
/

Zp-tors

induced on the quotients.
The relevant situation here is when M is taken to be the I-module H1

(
L,T∞[λ]

)
.

By the previous discussion, one obtains a diagram

H1(L,T∞[λ]
)/

I-tors
���

⊕

P

H1(L,T∞[λ]⊗I I/P
)/

Zp-tors





#
⊕ EXP∗

T∞,L mod P

pθT∞,λ−ordp[L:Qp]I[β] −→
⊕

P

pθT∞,λ−ordp[L:Qp]I/P [β].

Definition 5.11. (ii) For a normal field extension L = Qp(β), we define

EXP∗
T∞,L : H1 (L,T∞[λ]) −→ pθT∞,λ−ordp[L:Qp]I[β] ⊂ L.I[1/p]

by restricting ⊕EXP∗
T∞,L mod P in the above diagram, to the left-sided column.

Alternatively, EXP∗
T∞,L is the unique I-homomorphism making

H1(L,T∞[λ]
) EXP∗

T∞,L−→ L.I[1/p]

mod P





#





# ⊗II/P

H1 (L, V ∗
fP

) exp∗
V ∗
fP−→ cotang(V ∗

fP /L)
∪(1−δnrϕ)−1.(t−1.vI,λ mod P )−→ DdR,L(KfP )

commute, for each P ∈ Spec I(OK)alg as before.

(iii) Similarly, for all integers m ≥ 1 we write

EXP∗
T∞: H1

(
Q(µm)⊗Zp,T∞[λ]

) ∼−→
∏

Pm|p
H1
(
DPm

,T∞[λ]
)EXP∗

T∞,Pm−→ I⊗Q(µm)

for the induced maps on the semi-local cohomology.

In the p-adic context, the dual exponential map played the rôle of courier for the
special value of the L-function of the modular form. Morally, one might then expect
the big dual exponential map to transport arithmetic for the whole Hida family.
Indeed this turns out to be what happens, and it is worthwhile to analyse the local
properties of EXP∗

T∞ in some detail.
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5.4 Local dualities

In order to properly calculate the kernel of EXP∗
T∞ , we shall take some inspiration

and guidance from what happens in the classical case. Let p be a prime number.
Throughout this section, K will denote a finite extension of the p-adic numbers Qp.
For an abelian variety A/K , the classical Kummer map

∂kum : lim←−
m
A(K)

/
pmA(K) ↪→ H1

(
Gal
(
K/K

)
, lim←−

m
A[pm]

)

explicitly sends a point P ( mod pm) to the class of the one-cochain σ �→ Qσ − Q
where Q ∈ A(K) is any point satisfying pmQ = P .

As we already discussed in Example 2.5, the image of this map ∂kum is the
geometric part H1

g

(
Gal
(
K/K

)
, Tap(A)

)
consisting of those cocycles which vanish

after tensoring by the ring of p-adic periods BdR. Furthermore, the kernel of the
dual Lie group exponential

exp∗ : H1
(
Gal
(
K/K

)
, Tap(A)

)
−→ cotangK

(
A
)

is precisely the subgroup H1
g

(
Gal
(
K/K

)
, Tap(A)

)
. As Bloch and Kato showed,

these notions generalise seamlessly to de Rham representations.

Remark: Hopefully this digression gives us some idea what we should be aiming
for in a Λwt-adic context. Presumably the kernel of EXP∗

T∞ must be related to a
group of local points, but it is not really clear where one might find such points.
We first try to find solutions to the following local problems:

Question 1. How do we associate K-rational points to big Galois representations?

Question 2. Can we describe the image of these points inside étale cohomology?

Question 3. Is the kernel of EXP∗
T∞ the image of these points under Kummer?

Question 4. What is the rank of this image over the deformation ring R?

In the case of ordinary families of modular forms, we are in a good position to resolve
all four issues positively. Intriguingly, the answers themselves strongly suggest
similar theorems hold for arrays of points on admissible subspaces.

Our strategy is to consider compatible sequences of K-rational points lying on
JacX1(Npr)r≥1, and then cut out their ordinary parts utilising the same Hecke
idempotents that define T∞. This produces a family of points with Λwt-action,
which can then be mapped into the cohomology group H1

cont

(
Gal(K/K), T∞

)
.

This subgroup constitutes the image of the Kummer map mentioned above.
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The technical tool underpinning our arguments, is a version of Tate local duality
for cohomologies taking affinoid coefficients. We shall work with representations
over power series rings, possessing numerous specialisations coming from geometry.
For example, the duality works equally well for non-ordinary families of cusp forms.
This puts us in the strange position of being able to answer the third and fourth
questions, even when we do not have an obvious set of K-rational points at hand.
In the nearly-ordinary case, we compute that the rank of the image of the Kummer
map is always half the rank of the cohomology H1(K,T∞).

Let’s begin by working rigidly. For a closed disk Uk0 ⊂ Zp centred on an integral
weight k0, we previously wrote KUk0

〈〈s〉〉 for the K-points of the affinoid over Uk0 .
Throughout this section, we shall routinely drop the subscript Uk0

from the notation.
We are interested in studying a certain category of local Galois representation,
which will be explained directly below.

Recall first that the universal cyclotomic character Ψ : GK → Zp〈〈s〉〉× has the
Taylor series expansion

Ψ = exp
(
s log(< χcy >)

)
=

∞∑

n=0

logn(< χcy >)
Γ(n+ 1)

sn at all s ∈ Zp

where < > was the projection to the principal units. Let K∞ =
⋃
n≥0Kn denote

the cyclotomic Zp-extension of K where the nth-layer has degree [Kn : K] = pn.

Definition 5.13. Assume W is a free Qp〈〈s〉〉-module equipped with a GK-action.
Then W is said to be pseudo-geometric if it satisfies the conditions:
(i) there exists n(W) ≥ 0 and a decomposition of Gal

(
K/Kn(W)

)
-modules

W⊗Qp〈〈s〉〉 Cp〈〈s〉〉[s−1] ∼=
⊕

i,j∈Z

Cp〈〈s〉〉[s−1](Ψiχjcy)
⊕ei,j

with all but finitely many of the non-negative integers ei,j equal to zero;

(ii) Wk = W
/
(s−(k−k0))W is a de Rham representation at infinitely many distinct

weights k ∈ Uk0 ∩ N.

N.B. If the representation was global rather than local, in addition we would demand
that it be unramified outside a finite set of places, and that the characteristic
polynomials of the Frobl’s were suitably compatible.

The examples we have in mind are the two-dimensional Galois representations
arising from p-ordinary families of cusp forms. Let λ : hord(Np∞;OK)⊗Λwt

K
I → I

be the primitive I-algebra homomorphism corresponding to a Hida family f ∈ S
ord
I .

By the structure Theorem 4.3(iii),

(
M̃ellk0,ε

)

s=k
◦ ρ∞[λ]

∣
∣
∣
∣
∣
GQp

has the form
(
ωk0−kξεχk−1

cy φ−1
k ∗

0 φk

)

at every integer k ∈ Uk0 with k ≥ 2.
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If we write V for the Mellin transform of the GQp -representation T∞[λ], there is a
decomposition of Gal

(
K/Kn(V)

)
-modules

V⊗K〈〈s〉〉 Cp〈〈s〉〉[s−1] ∼= Cp〈〈s〉〉[s−1] ⊕ Cp〈〈s〉〉[s−1]
(
Ψχk0−1

cy
)
;

here the integer n(V) is chosen so that Kn(V) contains the field K∞ ∩Q
Ker(ξε)
p .

Remark: Iovita and Stevens have shown that the local Galois representations
arising from Coleman families of p-adic modular forms of positive slope < k0 − 1,
are also pseudo-geometric in the above sense. Their proof is in turn based on Sen’s
ramification theory, together with some clever localisation arguments [IS, Thm 2.3].

Returning once more to the general situation, assume W is any big local Galois
representation of the form occurring in Definition 5.13. Our strategy is to mimic
the definition of the cohomology groups H1

e and H1
g which was given in [BK, §3.1].

Let us begin by associating a candidate set of K-rational points to W, and to its
Kummer dual W

∗(1) = Hom
(
W, Qp〈〈s〉〉(1)

)
, as follows.

Definition 5.14. (a) We define H1
G(K,W) to be the Qp〈〈s〉〉-saturation of the group

H1
G
(
K,W

)
0 := Ker

(
H1(K,W

) −⊗1−→ H1(K,W⊗Qp〈〈s〉〉 B
wt
dR
))
.

(b) We also define H1
E
(
K,W∗(1)

)
to be the Qp〈〈s〉〉-saturation of the group

H1
E
(
K,W∗(1)

)
0 := Ker

(
H1(K,W∗(1)

) −⊗1−→ H1(K,W∗(1)⊗Qp〈〈s〉〉(B
wt
cris)

ϕ=1)
)
.

As we’ll shortly see, when W is the nearly ordinary representation associated to f
the group H1

G(K,W) above may be identified with a coherent family of K-rational
points, living on the pro-jacobian variety lim←−r Jac

(
X1(Npr)

)
.

Conversely, the group H1
E
(
K,W∗(1)

)
is closely connected to the big exponential.

Our starting point is the Fundamental Exact Sequence

0 → Qp〈〈s〉〉 →
(
B

wt
cris
)ϕ=1 mod B

+,wt
dR→ B

wt
dR
/
B

+,wt
dR → 0 (c.f. Proposition 5.10).

Tensoring this by W
∗(1) and taking GK-invariants, one obtains the long exact

sequence in cohomology

0→W
∗(1)GK −→

(
W

∗ ⊗Qp〈〈s〉〉
(
B

wt
cris
)ϕ=p

)GK −→
(
W

∗ ⊗Qp〈〈s〉〉 B
wt
dR
/
Fil1Bwt

dR

)GK

∂−→ H1(K,W∗(1)
) −⊗1−→ H1

(
K,W∗(1)⊗Qp〈〈s〉〉 (Bwt

cris)
ϕ=1
)
.

In this manner H1
E
(
K,W∗(1)

)
ends up being identified with the Qp〈〈s〉〉-saturation

of the image of the boundary exponential ∂.
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It is often useful to know the ranks of H1
E
(
K,W∗(1)

)
and H1

G(K,W) over Qp〈〈s〉〉,
for various pseudo-geometric representations W. This task is readily accomplished
provided we know the Qp-ranks of enough p-adic specialisations of these objects.
Firstly, we employ the invariant map invK : H2

(
K,Zp(χcy)

) → Zp of local class
field theory to furnish us with a pairing

H1(K,W
) × H1(K,W∗(1)

) ∪−→ H2
(
K, Qp〈〈s〉〉(χcy)

)
invK−→ Qp〈〈s〉〉.

The following affinoid analogue of the statement that H1
g is perpendicular to H1

e ,
was proved by the author and P. Smith.

Proposition 5.15. [DS, Prop 1] Under the local pairing above, the cohomology
subgroups H1

G
(
K,W

)
and H1

E
(
K,W∗(1)

)
are the exact annihilators of each other.

The proof is rather lengthy, and is written up elsewhere. We shall now explain how
to apply this result in order to compute the rank of both H1

G and H1
E .

Let us start by making the observation that H1
(
K,W

)
s=k−k0

∼= H1
(
K,Wk

)
and

H1
(
K,W∗(1)

)
s=k−k0

∼= H1
(
K,W∗

k(1)
)

at all but finitely many bad weights k ∈ Uk0 .
Restricting only to those good weights k ∈ Uk0 ∩ N≥2 for which Wk is de Rham,
one easily checks the injectivity of H1

G
(
K,W

)
s=k−k0

→ H1
g

(
K,Wk

)
. Consequently,

dimQpH
1
g

(
K,Wk

) ≥ rankQp〈〈s〉〉H
1
G
(
K,W

)

= rankQp〈〈s〉〉H
1(K,W

) − rankQp〈〈s〉〉H
1
E
(
K,W∗(1)

)

upon exploiting the fact that H1
G and H1

E are mutual annihilators.

The induced map H1
E
(
K,W∗(1)

)
s=k−k0→ H1

e

(
K,W∗

k(1)
)

is also injective, hence

rankQp〈〈s〉〉H
1
G
(
K,W

)
= dimQpH

1(K,Wk

) − rankQp〈〈s〉〉H
1
E
(
K,W∗(1)

)

≥ dimQpH
1(K,Wk

) − dimQpH
1
e

(
K,W∗

k(1)
)

= dimQpH
1
g

(
K,Wk

)
by [BK, Prop 3.8].

Thus every inequality sign above is really an equality, and we have shown

Corollary 5.16. At almost all weights k ∈ Uk0 ∩ N≥2 for which Wk is de Rham,

(i) rankQp〈〈s〉〉H
1
G
(
K,W

)
= dimQpH

1
g

(
K,Wk

)
and

(ii) rankQp〈〈s〉〉H
1
E
(
K,W∗(1)

)
= dimQpH

1
e

(
K,W∗

k(1)
)
.

This dimension result enables us to link H1
G to the ordinary part of JacX1(Npr)r≥1.

We should point out even though we have consistently assumed the prime p ≥ 5
the calculations in this section are equally valid at p = 3, with the proviso that the
reader still believes Theorem 4.3 holds true. We must confess that we are slightly
unsure as to the status of this result at the prime 3, but suspect it has been proved
when the tame level N = 1.
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Associating points to big Galois representations.
Let us review some classical Kummer theory on abelian varieties. For pairs of
integers m, r ∈ N, the multiplication by pm endomorphism on the p-divisible group

Jac X1(Npr) induces a tautological exact sequence 0 → Jr[pm] → Jr
×pm→ Jr → 0.

Upon taking its Galois invariants, we obtain the long exact sequence

0→ Jr(K)[pm]→ Jr(K)
×pm→ Jr(K)

∂r,m→ H1(K,Jr[pm]
)→ H1(K,Jr

)
[pm]→ 0

in cohomology, the boundary map ∂r,m injecting Jr(K)
/
pm into H1

(
K,Jr[pm]

)
.

Applying the functors lim←−m and lim←−r yields a level-compatible Kummer map

lim←−
r,m

∂r,m : J∞(K) ⊗̂ Zp ↪→ H1(K,Tap(J∞)
)

as a map of HNp∞ -modules.

Definition 5.17. We define XT∞(K) to be the pre-image of the local points

eprim.

((

eord. lim←−
r,m

∂r,m

(
J∞(K) ⊗̂ Zp

)
)

⊗Λwt Frac(Λwt)

)

⊂ H1(K,T∞
)⊗R F

under the canonical homomorphism H1
(
K,T∞

) −⊗1−→ H1
(
K,T∞

)⊗R F .

In particular, the condition XT∞(K) is clearly R-saturated inside of H1
(
K,T∞

)
.

Bearing in mind Bloch-Kato’s result for abelian varieties in the p-adic situation,
it makes good sense to speculate how the image of the level-compatible Kummer
map is related to

H1
G
(
K,T∞

)
= Ker

(
H1(K,T∞

) (−⊗1)⊗1−→ H1(K,T∞ ⊗Λwt B
wt
dR
)⊗R F

)
.

The following revelation should come as no surprise.

Theorem 5.18. [DS, Thm 3] We have the exact equality XT∞(K) = H1
G
(
K,T∞

)
,

and the rank of this R-module equals the degree [K : Qp].

Proof: Fix a topological generator u0 of Γ = 1 + pZp, and recall again the weight
algebra Λwt = Zp[[Γ]]. For all integers r ≥ 1, we shall use the notation Λwt

Γr for the

module of coinvariants Zp[[Γ]]
/

(up
r−1

0 − 1). In particular T∞ ⊗Λwt Λwt
Γr lies inside

Tap(Jr), and corresponds to the Tate module of an ordinary p-divisible subgroup
of Jac X1(Npr) as outlined in [Hi1, §9].

It is immediate from the commutative diagram

0 −→ H1
G
(
K,T∞

)
0 −→ H1(K,T∞

) −⊗1−→ H1(K,T∞ ⊗Λwt B
wt
dR
)

⊗ΛwtΛwt
Γr



# ⊗ΛwtΛwt

Γr



# ⊗ΛwtΛwt

Γr



#

0 −→ H1
g

(
K,Tap(Jr)

) −→ H1(K,Tap(Jr)
) −⊗1−→ H1(K,Tap(Jr)⊗Zp BdR

)

with exact rows, that H1
G
(
K,T∞

)
0⊗Λwt Λwt

Γr is contained inside of H1
g

(
K,Tap(Jr)

)
.
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Passing to the limit over r, there is an injection

H1
G
(
K,T∞

)
0 ↪→ H1(K,T∞

) ∩
(

lim←−
r
H1
g

(
K,Tap(Jr)

)
)
.

On the other hand, for our jacobian varieties we may identify the local points
lim←−m ∂r,m

(
Jr(K)⊗̂Zp

)
with the cohomology group H1

g

(
K,Tap(Jr)

)
via [BK, §3.11].

It then follows from the basic definition of XT∞ that

eprim.

((
eord. lim←−

r
H1
g

(
K,Tap(Jr)

)
)
⊗Λwt Frac(Λwt)

)
= XT∞(K)⊗Λwt Frac(Λwt).

Since both H1
G and XT∞ are Λwt-saturated, by the previous two statements we

must have the containment

H1
G
(
K,T∞

)
↪→ XT∞(K) as an embedding of R-modules.

We proceed by showing that these two modules have the same rank.

Remark: Let’s now pick a primitive triple (λ, k0, ε). As we have already discussed,
if V = M̃ellk0,ε

(
T∞[λ]

)
then V is two-dimensional over the affinoid algebra K〈〈s〉〉.

As a local GQp -module it is pseudo-geometric. Indeed for all k ∈ Uk0 we have that

Vk :=
(
V
/
(s− (k − k0))V

)
is a de Rham K[GK ]-module,

and Vk ⊗K Cp
∼= Cp⊕Cp(k− 1) will be its associated Hodge-Tate decomposition.

The module V over the disk Uk0 ⊂ Zp interpolates the Galois representations of the
Hida family

{
fPk,ε

}
k∈Uk0

. More precisely, Vk is equivalent to the (contragredient)

representation V ∗
fPk,ε

associated to each eigenform fPk,ε ∈ Sk
(
Npr, ξεωk0−k).

By Corollary 5.16 we know that for all positive integers k ∈ Uk0 as above,

rankK〈〈s〉〉H1
G
(
K,V

)
= dimK H1

g

(
K,V ∗

fPk,ε

)
.

To compute the right-hand side, observe that the dual exponential map induces an
isomorphism

exp∗ : H1
/g

(
K,V ∗

fPk,ε

) ∼−→ Fil0DdR

(
V ∗
fPk,ε

)
.

The cotangent space is generated by the dual form f ∗
Pk,ε
∈ Sk

(
Npr, (ξε)−1ωk−k0).

In particular, the dimension of H1
g

(
K,V ∗

fPk,ε

)
equals [K : Qp] since

dimKH1
g

(
K,V ∗

fPk,ε

)
= dimKH1

(
K,V ∗

fPk,ε

)
− dimKFil0DdR

(
V ∗
fPk,ε

)

= 2[K : Qp] − [K : Qp] = [K : Qp].
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The I-module T∞[λ] is completely covered by these V’s, for varying base weights k0
and characters ε. We therefore deduce the rank of H1

G
(
K,T∞

)
is exactly [K : Qp].

On the other hand, the R-rank of XT∞(K) equals

dimF

(
eprim.

((
eord. lim←−

r
H1
g

(
K,Tap(Jr)

)
)
⊗R F

))
with F = Frac(R).

The latter is bounded above by the K-dimension of its specialisations H1
g

(
K,V ∗

fPk,ε

)

at arithmetic points Pk,ε ∈ Spec I(OK)alg of type (k, ε). However, we now know
these latter quantities to be none other than [K : Qp]. We have proven that

[K : Qp] = rankR H1
G
(
K,T∞

) ≤ rankR XT∞(K) ≤ [K : Qp]

which implies the statement of the theorem.
�

Remarks: (i) In later chapters, we will use these families of p-adic points XT∞(−)
as a handy method of defining Selmer groups, within a big Galois representation.
In general, these objects tend to be ever so slightly smaller than their counterparts
constructed (by Greenberg) using the filtration F+

T∞ and quotient T∞
/
F+

T∞.

(ii) Given that H1
G
(
K,T∞

)
is identified with the local points XT∞(K) under 5.18,

it is sensible to inquire whether there exists a similar result for H1
E
(
K,T∗

∞(1)
)
.

Unfortunately, we are at a loss where to look for an analogue “ XT∗∞(1)(K) ” (?)
because T

∗
∞(1) is not the projective limit of Tate modules of abelian varieties.

(iii) Unsurprisingly, there are semi-local versions of all these concepts/definitions.
For example, if F is a number field then we define

XT∞
(
F⊗ Zp

) ⊂ H1
cont
(
F⊗ Zp, T∞

)

to be the largest R-submodule, which restricts inside the local condition XT∞
(
FP

)

at every prime P ∈ Spec OF lying above p.



CHAPTER VI

Super Zeta-Elements

The groundwork has been laid with the local theory, and it is time to think
global. At the core of the argument is a desire to make maximum use of the
arithmetic encoded in the full zeta-element Euler system. In the existing theories,
one starts off with a norm-compatible family, then churns out a p-adic L-function
as output. However this means we are actually throwing away a large amount of
information, completely ignoring the sideways relations, not to mention the level-
compatibility.

We are aiming for an existence and uniqueness result relating zeta-elements with
modular symbols. Surprisingly the existence is quite easy to establish, and does not
require any of the notions of Q-continuity, nor the control theory of Chapter IV.
Perversely, establishing uniqueness is a major headache! In this respect we need to
make precise exactly what is meant by ‘uniqueness’. For example, the two-variable
p-adic L-function was itself only well-defined up to an I-adic unit (because Ξ±

λ

was). It is therefore unreasonable to expect any better for our algebraic interpola-
tions. Nevertheless, the periods present in our work are unique, up to this initial
choice.

The plan of this chapter is as follows. We begin by lifting the zeta-element
construction to the universal weight-deformed representation T∞. This is a fairly
natural thing to do, but strangely the details have never been written up anywhere.
Section 6.2 contains one of the major theorems in this book, and establishes a
two-variable interpolation from étale cohomology, into the space of I-adic symbols.
Under this identification, the weight-deformed zeta-elements are essentially mapped
to the universal I-adic modular symbol of §4.3.

As a nice consequence, these results help develop a two-variable Iwasawa theory
of modular forms (we shall also mention some related work of Ochiai and Fukaya).
A key corollary is the existence of a Λ-adic analogue of Coleman’s exact sequence
in the cyclotomic theory, this time over deformation rings of Krull dimension three.
The specialisation of this four-term exact sequence at weight one, is conjecturally
connected with the existence of certain Stark S-units in abelian number fields.
Using Pontrjagin duality and the complete intersection properties of Hecke alge-
bras, we compute the torsion submodule contained within the kernel of these
maps.

Our recommendation to the reader brought up on a diet of MTV, is to read
only the statements of Theorems 6.2 and 6.4, and then skip straight to the start
of §6.3. The proofs of these two results are rather unenlightening and techni-
cal, they can be omitted without compromising any of the arithmetic appli-
cations.
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6.1 The R-adic version of Kato’s theorem

Central to our cyclotomic deformation of the space MS(Npr; Symk−2(Kf )
)

was
the transformation of the Euler systems �z into the algebraic modular symbol ηf .
The method itself relied on the Λcy-homomorphism

Ek,ε : H
1
Eul,p

(
V ∗
f

) −→ HomQcts

(
div0

P
1(Q),Symk−2(Kf

))
of §3.3.

To play the same game within a p-ordinary family, we should first try to deform
�z over weight-space. Assuming that this plan all works out fine, where should one
expect such ‘super Euler systems’ to live?

Definition 6.1. (i) We write H
1
Eul(T∞) for the R-submodule of elements

�X =
(
. . . , (XMpn)n, . . .

) ∈
∏

M∈N−pN

lim←−
n
H1

ét

(
Z
[
ζMpn , 1/p

]
,T∞

)

satisfying for all n ≥ 0, p � M and primes l

cores(µMpnl)/(µMpn )
(
XMpnl

)

=






(
1− TD

l (lσl)−1 + l

(
l 0
0 l−1

)∗
(lσl)−2

)
. XMpn if l � pMN

(
1− TD

l (lσl)−1
)
. XMpn if l � pM but l|N

XMpn if l |pM

where
(
l 0
0 l−1

)∗
denotes the action of the matrix

(
l 0
0 l−1

)
∈GL2(Zp,N ) on T∞.

(ii) Similarly, one denotes by

H
1
Eul,p(T∞) ⊂

∏

M∈N−pN

lim←−
n
H1
(
Q(µMpn)⊗ Zp,T∞

)

the image of H
1
Eul(T∞) under the semi-localisation map locp.

As we shall shortly discover, for every primitive λ : hord(Np∞;OK) ⊗Λwt
K

I → I,
fixed base weight k0 ≥ 2 and character ε, there is an abundance of specialisations

H
1
Eul

(
T∞[λ]

) mod P−→ H
1
Eul

(
V ∗
fP

)
and H

1
Eul,p

(
T∞[λ]

) mod P−→ H
1
Eul,p

(
V ∗
fP

)

at almost all arithmetic points P ∈ Spec I(OK)alg of type (k, ε), k ∈ Uk0 .

Let R̃ = R⊗Λwt Frac(Λwt), where R was the image of the Hecke algebra inside
of the endomorphisms EndΛwt

(
T∞
)
.
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Theorem 6.2. There exist canonical products of global cohomology classes

�Z =
(
. . . , (ZMpn)n, . . .

) ∈ MSord
(Np∞)⊗hord(Np∞) H

1
Eul
(
T∞
)⊗R R̃

with each f-isotypic component �Z[λ] of �Z satisfying:

(a) �Z[λ] mod Pk,ε belongs to MSord (Npr;OK)⊗OK H
1
Eul

(
V ∗
fPk,ε

)
, and

(b) �Z[λ] mod Pk,ε = ∇k−2
(
γ∗) ⊗ �zk,ε

at all algebraic points Pk,ε ∈ Spec I(OK)alg of type (k, ε).

N.B. here �zk,ε ∈ H
1
Eul

(
V ∗
fPk,ε

)
denoted the N -primitive Euler systems associated to

the p-stabilised newform fPk,ε ∈ Sk
(
Γ0(Npr), εξω−k), introduced in Theorem 3.8.

Moreover γ = γf ∗
Pk,ε

was the path for which

(2πi)2−kper∞
(
f ∗
Pk,ε

)
= Ω+

fPk,ε
γ+ + Ω−

fPk,ε
γ−;

its dual vector γ∗ fulfills the condition
〈
γ, γ∗〉 = 1, under the Poincaré pairing

〈
,
〉

: H1
(
Y1(Npr)(C), F(k)

p

)
×H1

c

(
Y1(Npr)(C), F(k)

p

) [
λf ∗
Pk,ε

]
→ OK.

In order to obtain uniqueness for the super zeta-elements �Z, it is necessary to first
tensor H

1
Eul by the space MSord

. Otherwise one obtains a Λwt-adic Euler system
with ill-defined periods.

Proof: In contrast to Kato’s original ideas which lie very deep indeed, the Λwt-adic
construction is relatively easy, being a formal consequence of the p-adic situation.
Recall from Chapter III that we first considered Beilinson’s elements in the K-
theory of modular curves, and then showed how they satisfy various compatibility
relations under the norm. Using dirty tricks these elements can be mapped into
Galois cohomology, whereupon the norm relations translate into the Euler system
relations. Finally, using hard techniques from p-adic Hodge theory (explicit reci-
procity laws) these elements were shown by Kato [Ka2] to be related to values of
the L-function on the critical strip.

Our task is to show that there is a Λwt-adic route whereby these cohomology
classes may be obtained. For the reader’s benefit, recall that we chose integers
c, d, A,B ∈ Z with gcd(cd, 6AB) = 1, and zeta-elements satisfying

c,dzA,B =
{
cg1/A,0, dg0,1/B

} ∈ K2
(
Y (A,B)

)

– here the Siegel units cg−,0 and dg0,− were pullbacks of ϑ-functions on Euniv.
Moreover, if c, d �= ±1 then we also have non-integral elements zA,B , related via

c,dzA,B =
(
c2 −

(
c 0
0 1

)∗ )(
d2 −

(
1 0
0 d

)∗ )
zA,B .
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Question. How can these elements be turned into 1-cocycles whose coefficients
take values in the big Galois representation T∞ ⊗R R̃?

The argument has four steps in total. We commence by defining a map cuniv
∞,p

from the double projective limit lim←−r,mK2
(
Y (Mpn+m,MNpn+r+m)

)
, targeting the

Galois cohomology group H1
(
Gal(Q/Q(µMpn)),T∞

)⊗R R̃. In the second step, we
normalise our constructions via a canonically defined path vector inside UMord.
Next we show that modulo height one primes, the images of the elements c,dz−,−
under cuniv

∞,p are very close to being the p-adic Euler systems attached to eigenforms.
Finally, we remove the dependence on the integers c, d to obtain what we surmise
to be the true super zeta-elements.

Remark: T. Fukaya [Fu] only requires a single projective limit in her theory, but
we will need the double limit here as we are cutting out a big Galois representation.
In her situation she avoids using Galois cohomology completely, when constructing
a universal zeta-modular form.

Step 1: Passing from K2 to étale cohomology.
We begin by outlining how to construct a zeta-element in the cohomology group
H1(Q(µMpn),T∞)⊗R R̃ where as usual M is coprime to p, and the integer n ≥ 0.
Using first Proposition 2.13, if gcd(cd, 6MNp) = 1 we can consider the elements

c,dzMpn+m,MNpn+r+m as belonging to lim←−
r

lim←−
m
K2

(
Y
(
Mpn+m,MNpn+r+m)

)

where both limits are taken with respect to the norm homomorphism in K-theory.
The second Chern class induces

lim←−
r,m

K2
(
Y (Mpn+m,MNpn+r+m)

) ch2,2−→ lim←−
r,m

H2
ét
(
Y (Mpn+m,MNpn+r+m),Z/pmZ(2)

)

and then twisting via ⊗ζ⊗−1
pm means we actually end up lying inside of the limit

lim←−r,mH2
ét

(
Y (Mpn+m,MNpn+r+m),Z/pmZ(1)

)
.

The natural projection lim←−m Y (Mpn+m,MNpn+r+m)
proj−→ Y (Mpn,MNpn+r)

gives rise to an application

lim←−
r,m

H2
ét
(
Y (Mpn+m,MNpn+r+m),Z/pmZ(1)

) proj∗−→

lim←−
r,m

H2
ét
(
Y (Mpn,MNpn+r),Z/pmZ(1)

)

with the right-hand group clearly equalling lim←−rH2
ét

(
Y (Mpn,MNpn+r),Zp(1)

)
.

Under this barrage of arrows, the reader should bear in mind that all the maps
being applied are, in fact, functorial and canonical (except the twist which depends
upon the choice of compatible system (ζpm)m).
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In order to enter Galois cohomology, as in §2.5 we appeal to the Hochschild-Serre
spectral sequence

Ei,j2 = Hi
(
Q, Hj

ét

(
Y (−,−)⊗Q, . . .

))
=⇒ Hi+j

ét

(
Y (−,−), . . .

)
.

Because Hj
ét

(
Y (−,−)⊗Q, ...

)
= 0 for all j ≥ 2, the edge homomorphism yields

H2
ét
(
Y (Mpn,MNpn+r),Zp(1)

) ∂→ H1(
Q, H1

ét
(
Y (Mpn,MNpn+r)⊗ Q,Zp(1)

))

which is identified withH1
(
Q(µMpn), H1

ét

(
Y (Mpn,MNpn+r)⊗Q(µMpn ) Q,Zp(1)

))
.

Remark: To paraphrase so far, the composition ∂ ◦ proj∗ ◦ (⊗ζ⊗−1
pm ) ◦ ch2,2 sent

lim←−
r,m

K2
(
Y (Mpn+m,MNpn+r+m)

) −→

H1
(
Q(µMpn), lim←−

r
H1

ét
(
Y (Mpn,MNpn+r)⊗Q(µMpn ) Q,Zp(1)

))

as a homomorphism of abstract Hecke modules.

Let us now see how to change the space that our coefficients lie in, from the inverse
system lim←−rH1

ét

(
Y (Mpn,MNpn+r)⊗Q(µMpn ) Q, Zp(1)

)
into the universal Galois

representation T∞ ⊗R R̃.
For each a,a ≥ 1 such that Mpna ≥ 2, the mapping τ �→ τ+a

a on H induced a
unique finite, flat morphism

Ψa,a : Y (Mpna, N ′) −→ Y1(Npr)⊗Q(µMpn)

with N ′ ≥ 1 any integer such that Npr|N ′, Mpn|N ′ and supp(N ′) = supp(MNpa).
As we previously mentioned,

(Ψa,a)∗
(
c,dzMpna,N ′

) ∈ K2

(
Y1(Npr)⊗Q(µMpn)

)

depends only on the class of a mod a. To simplify the exposition enormously we
take (a, a) = (1, 0) throughout, although the reader can make the general case work
by replacing M by Ma if they so wish. In terms of étale realisations,

H1
(
Q(µMpn), lim←−

r
H1

ét
(
Y (Mpn,MNpn+r)⊗Q(µMpn ) Q, Zp(1)

))

(Ψ1,0)∗−→ H1
(
Q(µMpn), lim←−

r
H1

ét
(
Y1(Npr)⊗Q, Zp(1)

))

as Ψ1,0 is compatible with varying r ≥ 1.
We will now switch lattices. The Manin-Drinfeld principle gives us a unique

splitting of the inclusion

Q⊗H1
ét
(
X1(Npr)⊗Q, Zp(1)

)
↪→ Q⊗H1

ét
(
Y1(Npr)⊗Q, Zp(1)

)
,

the constant of integrality depending crucially on the Hecke algebra at level Npr.
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However the number of cusps of X1(Npr) equals 1
2

∑
0<d|Npr φ(d)φ(Npr/d), which

behaves like O(pr) as we increase r. Therefore upon passage to the limit over r ≥ 1,
we can only construct a section after first tensoring over Λwt by its field of fractions
(c.f. the construction of eprim in [Hi1,Hi2]).

Since H1
ét

(
X1(Npr)⊗ Q, Zp(1)

)
is none other than Tap

(
JacX1(Npr)

)
, this is

equivalent to splitting the injection

Frac(Λwt)⊗Λwt lim←−
r

Tap(Jr) ↪→ Frac(Λwt)⊗Λwt lim←−
r
H1

ét

(
Y1(Npr)⊗ Q, Zp(1)

)
.

Writing eM-D for the corresponding projector, we get an induced map

H1
(
Q(µMpn), lim←−

r
H1

ét

(
Y1(Npr)⊗Q, Zp(1)

)) (eM-D)∗−→

H1
(
Q(µMpn), Tap(J∞)⊗Λwt Frac(Λwt)

)
.

Lastly, using the idempotent eprim.e ∈ HNp∞ ⊗Λwt Frac(Λwt) allows us to cut out

the direct summand H1
(
Q(µMpn),T∞ ⊗Λwt Frac(Λwt)

)
from the above.

Definition 6.3.
(i) We construct the homomorphism

cuniv
∞,p : lim←−

r,m
K2

(
Y
(
Mpn+m,MNpn+r+m)

)
−→ H1

(
Q(µMpn),T∞ ⊗R R̃

)

by setting cuniv
∞,p := (eprim. e. eM-D)∗ ◦ (Ψ1,0)∗ ◦ ∂ ◦ (πm=0)∗ ◦ (⊗ζ⊗−1

pm ) ◦ ch2,2.

(ii) One defines the R-adic one-cocycle c,dZ
†
Mpn to be the image of the elements

(
c,dzMpn+m,MNpn+r+m

)
r,m

under cuniv
∞,p , with c, d �= ±1, gcd(cd, 6MNp) = 1.

Step 2: The universal path vector.
The good news is that we now possess a Λwt-adic zeta-element at our disposal.
The bad news is that it’s not the correct element for the statement of Theorem 6.2.
Specialisations of the cocycle c,dZ

†
Mpn modulo height one primes differ from the

N -primitive elements in two distinct ways. The first is that they have this annoying
dependence on the integers c, d (see Step 4). The second is that their values under
the dual exponential give the wrong periods, namely Ω±

0(1) rather than Ω±
f .

Let’s address the latter problem. Our remedy is to find an object which measures
the difference between these two periods, and the natural place to look should be
the space of universal p-adic modular symbols.

Lemma B.1. There exists a vector δuniv ∗
1,Np∞ in the space MSord

(Np∞), such that

(
δuniv ∗
1,Np∞ ⊗ c,dZ

†
Mpn

)
[λ] mod Pk,ε = ∇k−2

(
γ∗
f ∗
Pk,ε

)
⊗ c,dzMpn

for all primitive λ : hord(Np∞;OK)⊗Λwt
K

I→ I, and points Pk,ε ∈ Spec I(OK)alg.
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Note that c,dzMpn ∈ H1
(
Q(µMpn), V ∗

fPk,ε

)
are the p-integral but (c, d)-dependent

zeta-elements, associated to the eigenform fPk,ε . We defer the proof of this lemma
to Appendix B as it is rather tedious.

Notation: Let’s write c,dZMpn for the path-normalised element δuniv ∗
1,Np∞ ⊗ c,dZ

†
Mpn

belonging toMSord ⊗hord(Np∞) H
1
(
Q(µMpn),T∞

)
⊗R R̃.

The behaviour of c,dZMpn,[λ] modulo height one prime ideals, implies these I-adic
elements satisfy the properties required in Theorem 6.2(b).

Step 3: Establishing the vertical and sideways relations.
There remain two tasks to complete. The first is to show that the sequence(
. . . ,

(
c,dZMpn

)
n
, . . .

)
belongs to the space of R-adic Euler systems (c.f. 6.2(a)).

The second and final task, is to remove this silly dependence on the integers c, d.
We assume λ and P are chosen so that fP ∈ Sk

(
Γ0(Npr

′
), εξω−k) for some r′ ∈ N.

Returning once more to Definition 2.14, for each pair of integers j, j′ ∈ {1, ... , k−1}
there exists a p-adic realisation map

ck,j,j′,0(1),p : lim←−
m
K2

(
Y
(
Mpn+m,Mpn+mNpr

′)) −→ H1
(
Q(µMpn),T′(k − j)

)

where the lattice T′ was generated by the image of H1
ét

(
Y1(Npr

′
)⊗Q, F

(k)
p

)
inside

the contragredient realisation. In particular, if the couple (j, j′) = (1, k − 1) then
the target of ck,1,k−1,0(1),p ends up inside Vf∗

P
(k − 1) ∼= V ∗

fP .

Remark: The following diagram commutes

lim←−
r

lim←−
m
K2

(
Y
(
Mpn+m,MNpn+r+m)

) cuniv
∞,p−→ H1

(
Q(µMpn),T∞ ⊗R R̃

)





� projection to r′-th level





� ⊗hord,λI/P

lim←−
m
K2

(
Y
(
Mpn+m,Mpn+mNpr

′)) ck,1,k−1,0(1),p−→ H1
(
Q(µMpn), V ∗

fP

)

where the right-most arrow is induced by the composition P ◦ λ.

The commutativity of the above square is clear from the following reasoning.
Firstly, there is a natural correspondence between f∗P and the maximal ideal mf∗

P

of the Hecke algebra, generated by the primitive tensors
{
TD
h ⊗ 1− 1⊗ ah

(
fP
) ∈ hk

(
Φr′ , ε;OK

)
for every h ∈ N

}
.

However, the above set constitutes the image under P ∈ Spec I(OK)alg of the
precise relations cutting out the f-isotypic component of T∞, namely
{
w ∈ T∞ ⊗Λwt I such that

(
TD
h ⊗ 1− 1⊗ ah

(
f
))
.w = 0 for every h ∈ N

}
.

The functoriality of cuniv
∞,p and ck,1,k−1,0(1),p implies the diagram is commutative.
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The vertical Euler system relations are trivial to check. Proposition 2.13 already
yielded the norm-compatibility of

(
c,d
z−,−

)
m,r

, then taking the limit

cuniv
∞,p

((
c,dzMpn+m,MNpn+r+m

)
m,r

)

n
belongs to lim←−

n
H1
(
Q(µMpn),T∞

)
⊗R R̃.

The sideways relations are themselves proved in [Ka1, Prop 8.10], and we refer the
reader to this article for further details.

To complete Step 3, it remains to show the Euler factors involved when removing
primes in the R-adic situation, coincide modulo P with their p-adic counterparts.
Recall that the sideways relations were






(
1− TD

l (lσl)−1 + l

(
l 0
0 l−1

)∗
(lσl)−2

)
if l � pMN

(
1− TD

l (lσl)−1
)

if l � pM but l|N .

From the discussion in Chapter IV, at each prime l the dual Hecke operator TD
l acts

on T∞[λ] via the scalar λ(Tl), which is equal modulo P to the eigenvalue al(fP ).
Similarly, if the prime number l � Np then

(
l 0
0 l−1

)∗
=

(TD
l )2 − TD

l2

l

operates on T∞[λ] through the unscaled diamond action, which coincides mod P
with the p-unit εξω−k(l)lk−2.

It follows that under each P = Pk,ε ∈ Spec I(OK)alg, these relations become






(
1− al(fP )(lσl)−1 + εξω−k(l)lk−1(lσl)−2

)
if l � pMN

(
1− al(fP )(lσl)−1

)
if l � pM but l|N .

As a corollary, H
1
Eul

(
T∞[λ]

)
mod P injects into H

1
Eul

(
V ∗
fP

)
at arithmetic points P .

Therefore at all primes l, the sideways relations are compatible with specialisation.

Step 4: Jettisoning the integers c, d.
To obtain canonical elements, removing the (c, d)-dependence may potentially cause
unwanted singularities – our task is to show these poles are purely hypothetical.
We observe from [Ka1, 13.11(1)] that the c,dzMpn ’s are related to the N -primitive
zeta-elements, via the formula

(
c,dzMpn

)

n
=
(
c2− c2.σc

)(
d2−dk ε̃(d).σd

)∏

l|N

(
1−al

(
fPk,ε

)
.
(
lσl
)−1
)
.
(
zMpn

)

n

where the finite character ε̃ = εξω−k. As usual σc (resp. σd, σl) denotes the element
of Gal

(
Q(µp∞)/Q

)
that maps to c (resp. d, l) under the pth-cyclotomic character.
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Therefore to obtain true R-adic Euler systems, we need to establish that

(
Z†
pnM

)

n
:=
(
c2 − c2.σc

)−1(
d2 − 〈d〉.σd

)−1∏

l|N

(
1− TD

l .
(
lσl
)−1
)−1

.
(
c,dZ

†
pnM

)

n

exists as a bona fide member of the projective limit lim←−nH1
(
Q(µMpn),T∞

)
⊗R R̃.

In other words
(
Z†
pnM

)

n
should have no poles in the cyclotomic variable.

Question. Along which contours in the (s, k)-plane, could these poles possibly lie?

There are essentially three cases we’ll examine, corresponding to the factor at c,
the factor at d, and factors at the various primes l dividing N . To visualise their
zeros in the plane, one considers general characters of the form ψβ,s = ωβ < − >s

where the class β ∈ Z
/
(p− 1)Z, and the continuous variable s ∈ Zp.

Let λ : hord(Np∞;OK)⊗Λwt
K

I→ I be primitive corresponding to some f ∈ S
ord
I ,

with associated character ξ :
(
Z/NpZ

)× −→ O×
K . Assume that k ∈ Zp and the

specialisation Pk,ε : I→ OK sends u0 �→ uk0ε(u0), which need not be algebraic.

Case I – The factor at c:

ψβ,s × Pk,ε
(
c2 − c2.σc

)
=
(
c2 − c2.ωβ(c) < c >s

)

which vanishes when β ≡ 0 mod p− 1, along the line s = 0, k ∈ Zp;

Case II – The factor at d:

ψβ,s × Pk,ε
(
d2 − 〈d〉.σd

)
=

(
d2 − dk ε̃(d)ωβ(d) < d >s

)

= d2
(
1− εξωβ−2(d) < d >s+k−2

)

which vanishes when ξ = ω2−β and ε is trivial, along the line s = 2− k;
Case III – The factors at primes l|N :

Pick a base weight k0, and consider the transform Mellk0,ε mapping the ring I
to the rigid analytic functions in the variable k, convergent on the closed disk Uk0 .
Then

ψβ,s ×Mellk0,ε

(
1− TD

l .
(
lσl
)−1
)

=
(
1−Mellk0,ε

(
λ ◦ Ul

)
ω−1−β(l) < l >−1−s

)
.

If k′ ∈ Uk0 is a positive integer, Mellk0,ε

(
λ ◦ Ul

)∣∣
∣
k=k′

is the lth-eigenvalue of a

classical cusp form of weight k′, and moreover it is new at l. The only possible
slopes at l are therefore k′ − 2, (k′ − 1)/2 or else the coefficient is zero.

Thus Mellk0,ε

(
λ ◦Ul

)
must equal c1 < l >k−2, c2 < l >

k−1
2 or is identically zero.

It follows that the above Euler factor vanishes either along the line s = k − 3, or
along the line 2s = k − 3, or not at all.
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Remark: By Hypothesis(Diag), we have an inclusion

lim←−
n
H1
(
Q(µMpn),T∞

)
⊗R R̃ ↪→

⊕

prim’ve λ

lim←−
n
H1
(
Q(µMpn),T∞[λ]

)
⊗I L′,

and the right-hand side injects into
⊕

prim’ve λ

⊕

alg’c Pk,ε

lim←−
n
H1
(
Q(µMpn),T∞[λ]

)
⊗I I

/
Pk,ε ⊗Zp Qp

under our (Arith) condition.

The poles in
(
Z†
pnM,[λ]

)

n
will trace out a rigid analytic variety in the (s, k)-plane.

Let V be an irreducible component. From our analysis in cases (I), (II) and (III),
we see that V must either be

(a) one of the rational lines s = 0, s = 2− k, s = k − 3 or 2s = k − 3; or
(b) a single point V = (s1, k1).

If (a) occurs then at integral weights k ≥ 2, we would expect each family
(
zMpn

)

n
attached to fPk,ε to have poles at s = 0, s = 2 − k, s = k − 3 or 2s = k − 3
respectively. However this is impossible, because by Theorem 3.8(ii)
(
zMpn

)

n
∈ p−νM . lim←−

n
H1

ét

(
Z
[
ζMpn , 1/p

]
, T∞[λ]⊗I I

/
Pk,ε

)
has no poles.

If (b) occurs, the pole V = (s1, k1) must then lie on one of the rational lines above.
If k1 were a positive integer then s1 would belong to Z[1/2], and we would have
already detected the pole in the corresponding

(
zMpn

)

n
. Thus k1 is not arithmetic.

Instead choose any sequence
(
s
(1)
1 , k

(1)
1

)
,
(
s
(2)
1 , k

(2)
1

)
,
(
s
(3)
1 , k

(3)
1

)
, . . . satisfying

(b1) k
(m)
1 ∈ Z, k(m)

1 ≥ 2 and k(m)
1 ∈ Uk0 ;

(b2) s
(m)
1 ∈ Z and 1 ≤ s(m)

1 ≤ k(m)
1 − 1;

(b3) limm→∞
(
s
(m)
1 , k

(m)
1

)
= (s1, k1) in the p-adic topology.

Write
(
zMpn

(
fP
k
(m)
1

,ε

)
⊗ ζ⊗−s(m)

1
pn

)

n

for the Tate twist of the zeta-family cut out

by the specialisation Mellk0,ε ◦ λ
∣
∣
∣
k=k(m)

1

. Again by Theorem 3.8(ii), we know that

pνM × (this zeta-family) is p-integral, where the error term νM = νM

(
fP
k
(m)
1

,ε
,T
)

is defined in Appendix A.

Lemma B.2. The νM
(
fPk,ε ,T

)
’s are locally constant over weight-space.

Therefore there exists a neighborhood Dk1 and an upper bound νM,k0,k1 , such that

νM

(
fP
k
(m)
1

,ε
,T
)
≤ νM,k0,k1 for all k(m)

1 ∈ Dk1 ∩ Z≥2. As a consequence, all the

families pνM,k0,k1 .
(
zMpn

(
fP
k
(m)
1

,ε

)
⊗ ζ⊗−s(m)

1
pn

)

n

are p-integral for every m � 0.

But these families should also explode as
(
s
(m)
1 , k

(m)
1

)
approaches the hypothetical

pole at V = (s1, k1), which supplies our contradiction!
�



118 Super Zeta-Elements

6.2 A two-variable interpolation

In Chapter III we established a fundamental link between the space of p-adic Euler
systems, and the space of Q-continuous symbols taking coefficients in Symk−2.
Under this identification, the Kato-Beilinson Euler system transformed into the
algebraic modular associated to an eigenform. This is a one-variable phenomenon.

Our aim now is to extend these ideas to a two-variable setting, the first variable
being cyclotomic, and the second corresponding to a p-ordinary weight-deformation.
Before immersing ourselves in the gory details, let us list all conditions/assumptions
we have made so far:

• Recall first that we fixed a rational prime p � 6N , and also a system of primitive
mth-roots of unity ζm satisfying (ζm′)m

′/m = ζm for all m|m′.

• We then chose the field K and the integral domain I large enough so that both
Hypotheses(Diag) and (Arith) were true, which meant we could decompose T∞
into classical Hecke eigenspaces.

• Further, for a primitive I-algebra homomorphism λ : hord(Np∞;OK)⊗Λwt
K

I→ I
corresponding to f ∈ S

ord
I , we saw that either the conditions (Rk1) or (UF)

ensured thatMSord(I)±[λ] were free of rank one.

• Finally, the construction of EXP∗
T∞ required us to pick generators vI,λ for an

I-line in the rank one I[1/p]-module D
I
cris(T

∗
∞)[λ] – there did not seem to be a

canonical choice for these, unless the homomorphism λ is of CM-type.

The main technical result of this book is the following.

Theorem 6.4. There exists a unique Λwt[[G∞]]-homomorphism

E∞ :MSord ⊗hord H
1
Eul,p

(
T∞
)⊗R R̃ −→ HomQcts

(
div0

P
1(Q),L′

)

such that for triples (λ, k0, ε), the following diagram

MSord ⊗hord H
1
Eul,p(T∞)[λ]

E±
∞−→ HomQcts

(
div0

P
1(Q),L′

)

mod P





�





�∇−1

k−2

(
−⊗II/P⊗Xk−2

)

MSord ⊗P◦λ H
1
Eul,p

(
V ∗
fP

) Per ±
I,λP

×E±
k,ε,γ−→ HomQcts

(
div0

P
1(Q),Symk−2(KfP

))

commutes at almost all algebraic points P ∈ Spec I(OK)alg of type (k, ε), k ∈ Uk0 .

Furthermore, the map E∞ sends the super Euler system �Z to the space MSord(L′),
and in particular

E∞
(
�Z[λ]

)±
= Ξ±

λ for each primitive λ : hord(Np∞;OK)⊗Λwt
K

I→ I.
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Remark: We point out in the statement of the theorem above, the compositions

MSord
(Np∞)⊗P◦λ H

1
Eul,p

(
V ∗
fP

)





� id⊗Ek,ε

MSord(Npr;OK)[P ◦ λ]⊗OKHomQcts

(
div0

P
1(Q),Symk−2(KfP

))





�
〈
γf ∗
Pk,ε

,∇−1
k−2(−)

〉
⊗ id

HomQcts

(
div0

P
1(Q), Symk−2(KfP

))

have been abbreviated by the much shorter version ‘Ek,ε,γ ’. Hopefully the meaning
is self-evident, and won’t cause subsequent confusion.

The homomorphism E∞ must be uniquely determined under our (Arith) criterion.
The image of E∞ should be considered as the cyclotomic deformation ofMSord(I),
since each of the symbols Ξ±

λ generate the ±-part of its f-isotypic component.
Identifying the cohomology classes �Z[λ] with the I-adic modular symbol Ξλ, plays
exactly the same rôle as the identification of �z with ηf in Theorem 3.10.

In general, there appears to be no way of defining the elements ZpnM without
first tensoring by R̃. Unfortunately the idempotent eM-D.eprim only exists inside
HNp∞ ⊗Λwt Frac(Λwt), corresponding to removal of a finite number of bad weights.
Nevertheless, if we assume that the residual representation ρ∞ = ρ∞ mod mR
is absolutely irreducible, one can bypass the fraction field of Λwt altogether and
manufacture R-integral zeta-elements.

Proof: The argument consists of five separate stages. We begin by writing down a
map which is ‘very nearly E∞’ using our deformed dual exponential EXP∗

T∞ , then
show it is a Λwt[[G∞]]-homomorphism. Next we examine how this map behaves
modulo height one prime ideals of I.

In the third step, close attention is payed to specialisations of the R-adic Euler
system �Z, and we establish that its images always yield classical modular symbols.
To lift information modulo primes back up to MSord, we require an integrality
statement which is proven in the fourth stage. Finally, as EXP∗

T∞ depended on a
choice of crystalline generators vI,λ, we remove these dependencies to obtain E∞.

Step 1: The prototype link.
Our initial attempt at an interpolation closely follows the constructions in §3.3.
Let E†

∞ : H
1
Eul,p(T∞) → HomZ

(
div0

P
1(Q), I

[
1
p

])
denote the map, whose special

values are given by

E†
∞
(
�X
)
( a
pnM )−(∞) :=

∑

b∈(Z/pnMZ)×

(
ζapnMEXP∗

T∞ (XpnM )
)σb

for sequences �X =
(
. . . , (XpnM )n, . . .

) ∈ H
1
Eul,p(T∞) with a

pnM ∈ Q, gcd(a,M) = 1.
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Since GL2 acts trivially on B = I[1/p], we deduce that for all a
pnM

∈ ΣM,c

QE†
∞( 	X),M,c

(
a

pnM

)
= E†

∞(�X)( a
pnM )−(∞).

The Q-continuity and
(

1 1
0 1

)
-invariance of E†

∞(�X) can then be easily checked

from the defining formula for E†
∞
(
�X
)
( a
pnM )−(∞).

Remark: By Proposition 3.6(i), we know that the operator Up must exist on
Im(E†

∞), and its action coincides with that of the usual Hecke operator on T∞.
Moreover T∞ is properly contained in the ordinary locus Tap(J∞)ord = e.Tap(J∞),
thus Up will be invertible on the image.

For all positive integers M coprime to p, it follows from 3.6(ii) there is a map

Im
(E†

∞
) −→ Dist

(
Z

×
p,M , I[1/p]

)
, E†

∞
(
�X
) �→ µE†

∞( 	X)

where for each n ≥ 0 and a ∈ (Z/pnMZ)×,

µE†
∞( 	X)

(
a+

(
pnM

))
= Q

U−n
p ◦E†

∞( 	X),M,a

(
a

pnM

) ∣∣
∣
∣
∣

(
1 0
0 p

)n

= U−n
p




∑

b∈(Z/pnMZ)×

(
ζapnMEXP∗

T∞

(
XpnM

))σb


.

Let’s now restrict to an eigenspace for a primitive λ : hord(Np∞;OK)⊗Λwt
K

I→ I.
One calculates that at non-trivial characters ψ modulo pnM , the contragredient
distribution takes the special values
∫

Z
×
p,M

ψdµ•
E†

∞( 	X[λ])
= λ(Up)−nG

(
ψ−1, ζpnM

) ∑

b∈(Z/pnMZ)×
ψ(b) EXP∗

T∞

(
X[λ],pnM

)σb .

The natural question to consider is whether these particular values are p-bounded,
i.e. is µ•

E†
∞( 	X[λ])

a bounded measure?

From Definition 5.11(ii),(iii) we know that EXP∗
T∞

(
H1
(
Q(µMpn)⊗Zp,T∞[λ]

))

lives inside pθT∞,λ−ordp[Q(µMpn ):Q]I⊗Z[µpnM ], and the constant θT∞,λ is dependent
only on the primitive homorphism λ. Observe too that

∫
Z

×
p,M

ψdµ•
E†

∞( 	X[λ])
equals

λ(Up)−n ψ



TrQ(µMpn )/Q



ζpnM
∑

b∈(Z/pnMZ)×
σb. EXP∗

T∞(X[λ],pnM )σb







 .

The latter term must then be contained inside of the module λ(Up)−npθT∞,λIψ
since the trace map satisfies TrQ(µMpn )/Q : I⊗ Z[µpnM ] � pordp[Q(µMpn ):Q] I .
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However the scalar λ(Up)−n is a unit of I, implying that p−θT∞,λ
∫

Z
×
p,M

ψdµ•
E†

∞( 	X[λ])
is p-integral for all characters ψ, i.e. that µ•

E†
∞( 	X[λ])

is indeed a bounded measure.

Consequently, the associations �X �→ E†
∞
(
�X
) �→ µ•

E†
∞( 	X)

define maps

H
1
Eul,p

(
T∞
) E†

∞−→ HomQcts

(
div0

P
1(Q), I[1/p]

)



� µ•

Dist
(
Z

×
p,M , I[1/p]

)

and these are Λcy-homomorphisms, because the G∞-actions on the three spaces
are all compatible (which is why we chose the contragredient distribution instead
of the standard one).

Taking the sum over those M coprime to p, we obtain an injection

Im(E†
∞)

⊕µ•
↪→

⊕

M∈N−pN

Meas
(
Z

×
p,M , I[1/p]

)
.

The right-hand side is free because each space Meas
(
Z

×
p,M , I[1/p]

)
is isomorphic

to φ(pM) copies of the ring I[[T ]][ 1p ]. Therefore E†
∞ is a Λwt[[G∞]]-homomorphism

and its image is torsion-free.

Step 2: Specialisations at arithmetic points.
In order to reconcile our prototype interpolation with its p-adic cousins, we examine
the behaviour of E†

∞ modulo a prime ideal of I, corresponding to an integral weight.
Let P denote an algebraic point of type (k, ε), and suppose the cusp a

pnM ∈ ΣM,c.
One computes using Definition 5.11(i) that

E†
∞
(
�X[λ]
)
( a
pnM )−(∞) mod P

=
∑

b∈(Z/pnMZ)×

(
ζapnM EXP∗

T∞(X[λ],pnM ) mod P
)σb

=
∑

b∈(Z/pnMZ)×

(
ζapnM exp∗

V ∗
fP

(
X[λ],pnM mod P

)∪ (1−δnrϕ)−1.
(
t−1.vI,λ mod P

))σb
.

Recall from the previous chapter, that vI,λ mod P lies in Dcris,Qp(VfP )ϕ=ap(fP ).
The latter space was generated by the element vk,ε where f∗ ∪ vk,ε = 1.

Notation: Let’s write ‘CfP ’ for the scalars satisfying vI,λ mod P = CfP × vk,ε .

Bearing in mind 2.8, we then have equalities

E†
∞
(
�X[λ]
)
( a
pnM )−(∞) mod P = CfP

∑

b∈(Z/pnMZ)×

(
ζapnM exp∗

V ∗
fP

(
X[λ],pnM mod P

)

∪ t−1.
(
1− δn=0p

−1ϕ
)−1

.vk,ε
)σb

= CfP
∑

b∈(Z/pnMZ)×

(
ζapnM exp∗

0
(
X[λ],pnM mod P

))σb
.
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The right-hand side is precisely

CfP ×
(

our formula for Ek,ε
(
�X[λ] mod P

)

( a
pnM )−(∞)

)

evaluated at (X,Y ) = (0, 1) – see Theorem 3.10 for the formula defining Ek,ε.
However degree zero divisors of the form

(
a

pnM

)
− (∞) generate div0

P
1(Q) over Z;

we deduce that

E†
∞
(
�X[λ]

)
mod P = CfP × Ek,ε

(
�X[λ] mod P

)

X=0,Y=1

as an equality of symbols.
After twisting the matrix action by Xk−2, we can use the inverse isomorphism

to Lemma 3.13 to recover a Symk−2-valued symbol. In other words

∇−1
k−2

((
E†

∞
(
�X[λ]

)
mod P

)
⊗Xk−2

)
= CfP × Ek,ε

(
�X[λ] mod P

)
. (∗)

Question. How can we relate these scalars CfP to the structure of the universal
I-adic modular symbol Ξλ at a prime ideal P?

To find the answer, we’ll look for a more geometric interpretation of our map E†
∞.

Fortunately, most of the calculation can be undertaken at weight two.

Step 3: The Euler system under E†
∞.

For every integer r ≥ 1, we will set Γr = (1 + pZp)p
r−1

and also ωr = up
r−1

0 − 1.
The Γr-coinvariants (T∞)Γr := T∞

/
ωrT∞ may be considered as lying in Tap(Jr)

where Jr = Jac X1(Npr). The jacobian variety Jac X1(Npr) can be decomposed
into quotient abelian varieties Af , corresponding to normalised cuspidal eigenforms
f of weight 2 and level dividing Npr.

If f is not p-ordinary then the image of (T∞)Γr under the quotient map to
V ∗
f = Tap(Af ) ⊗ Q must be zero, because the Hecke eigenvalue at p is not a unit.

If f is not N -primitive, again the image of (T∞)Γr in V ∗
f must be zero as T∞ is cut

out using the idempotent eprim.
That leaves only eigenforms f which are both p-ordinary and N -primitive, in

particular f ∈ Sord
2
(
Γ1(Npr

′
)
)

for some r′ ≤ r. Such an eigenform is automatically
p-stabilised, so must lie in a Hida family f ∈ S

ord
I corresponding to a primitive

homomorphism λ : hord(Np∞;OK)⊗Λwt
K

I→ I by duality. If ε is the character of f
restricted to the group 1+pZp, there exists an algebraic point P2,ε ∈ Spec I(OKf )

alg

of type (2, ε) such that fP2,ε = f .
Its specialisation to the f-isotypic component of T∞, factorises through

T∞[λ]
mod ωr�

(
T∞[λ]

)

Γr
↪→ Tap(Jr)[λ mod ωr] � Tap(Af ) ↪→ V ∗

fP2,ε
.
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LetOr,ε denote the finite integral extension of Zp, containingOKf for the p-ordinary
eigenform f above, and also the values of the finite order character ε modulo Γr′ .
Taking Γr-coinvariants of our map E†

∞ gives rise to the commutative diagram

H
1
Eul,p(T∞)[λ]

E†
∞−→ Hom

(
div0, I

[
1
p

])

mod ωr





�





� ⊗ΛwtΛwt

Γr

H
1
Eul,p(T∞)Γr [λmod ωr]

E†
∞ mod ωr−→ Hom

(
div0, IΓr

[
1
p

])
↪→
⊕

ε:Γ1/Γr→Q
×
p

Hom
(
div0, IΓr

[
1
p

])(ε)





�





�
(
⊗

Zp〈〈w〉〉,
w �→2

Zp

)
◦ proj[ε]

H
1
Eul,p

(
Tap(AfP2,ε

)⊗Q

) CfP2,ε
×E2,ε

−→ Hom
(
div0,KfP2,ε

)
↪→ Hom

(
div0,Or,ε [1/p]

)

the transition from top to bottom row being induced by the prime ideal P2,ε.

Remark: Let us not forget that the R-adic Euler system only becomes canonically
defined when viewed as an element of MSord

(Np∞)⊗hord(Np∞) H
1
Eul

(
T∞
)⊗R R̃.

In the obvious way, our map E†
∞ induces

MSord ⊗hord H
1
Eul,p

(
T∞
)
[λ]

id⊗E†
∞−→ MSord ⊗hord,λ HomQcts

(
div0

P
1(Q),L′

)

and we shall henceforth write E††
∞ for the above I[[G∞]]-homomorphism.

Even though �Z may not beR-integral, at least for some non-zero element ℘ ∈ Λwt

satisfying ℘.eM-D.eprim ∈ HNp∞ , we can say that ℘�Z ∈ MSord ⊗hord H
1
Eul,p(T∞).

After a brisk chase around our diagram, one determines that

proj[ε]
(
E††

∞
(
℘�Z[λ]

)
mod ωr

)

s�→2
= CfP2,ε

× id⊗ E2,ε
(
℘�Z[λ] mod P2,ε

)

= CfP2,ε
× (℘ mod P2,ε

)× id⊗ E2,ε
(
γ∗ ⊗ �z2,ε

)

the last equality following from 6.2(b). Furthermore, our one-variable interpolation
in Theorem 3.10(ii) tells us that E2,ε,γ

(
γ∗ ⊗ �z2,ε

)
= ηfP2,ε

.

It follows that
〈
γ, proj[ε]

(
...
)〉

above must be contained inside the fP2,ε -isotype

e.HomΓ1(Npr)

(
div0

P
1(Q),KfP2,ε

)
[λfP2,ε

] because η±
fP2,ε

generates its ±-eigenspaces.
Hida’s control theory allows the identification

e.HomΓ1(Npr)
(
div0

P
1(Q),OK

) ∼= MSord
(Np∞;OK)Γr .

As a corollary, proj[ε]
(
E††

∞
(
℘�Z[λ]

)
mod ωr

)

s�→2
lies in MSord

(Np∞;Or,ε)Γr⊗ Q,
after pairing it first with γ.
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Step 4: Duality and Integrality.
Let us do better and make a precise statement about the integrality of Im(E††

∞).
For any non-torsion elements δ± of the OK-module UMord(OK)±[λ], we shall write
E††

∞,δ for the composition

MSord ⊗hord H
1
Eul,p

(
T∞
)
[λ]

〈
δ++δ−, E††

∞
〉

−→ HomQcts

(
div0

P
1(Q), I

[
1/p
])
.

By Definition 5.11(ii), the big dual exponential EXP∗
T∞,L becomes p-integral after

multiplication by the number pordp[L:Qp]−θT∞,λ . It follows directly from the various
formulae defining E†

∞, E††
∞, and E††

∞,δ that the image of E††
∞,δ (for the λ-eigenspace)

is contained inside pθT∞,λ .HomQcts
(
div0

P
1(Q), I

)
.

Taking the sum over characters ε mod Γr, we deduce

E††
∞,δ

(
℘�Z[λ]

)
mod ωr lies in pθT∞,λ .

⊕

ε:Γ1/Γr→Q
×
p

MSord
(
Np∞;Or,ε

)Γr[
P2,ε ◦ λ

]
.

(**)

Key Claim: The I-valued symbol p−θT∞,λE†
∞
(
℘�Z[λ]

)
belongs to the λ-eigenspace

of the module MSord(I).

To justify this assertion, we need to piece information mod ωr together as r varies.
We will then show that E†

∞
(
℘�Z[λ]

)
± lie along the L′-line spanned by the universal

I-adic modular symbol, which was introduced in §4.3.
TheOr,ε-moduleMSord

(Np∞;Or,ε)Γr is reflexive (in fact it’s free of finite rank),
so dualising twice

MSord
(
Np∞;Or,ε

)Γr
= HomOr,ε

(
HomOr,ε

(
MSord(

Np∞;Or,ε
)
,Or,ε

)

Γr
,Or,ε

)

∼= HomOr,ε
((UMord(Or,ε)D)

Γr
,Or,ε

)

N.B. the Banach space UM(Or,ε) is always viewed with the dual Hecke action.
Let us now observe the inclusion OK ⊂ Or,ε gives rise to a natural restriction

HomOr,ε
((UMord(Or,ε)D)

Γr
,Or,ε

) Res
Or,ε
OK−→ HomOK

((UMord(OK)D)
Γr
,Or,ε

)
.

Exploiting the fact that UMord(OK) is of finite type over Λwt
K = OK[[Γ1]],

HomOK

((UMord(OK)D)
Γr
, Or,ε

)

∼= HomOK[Γ1/Γr]

((UMord(OK)D)
Γr
, Or,ε[Γ1/Γr]

)�

= HomΛwt
K

(
UMord(OK)D, Or,ε[Γ1/Γr]

)�

where the superscript � indicates the Γ1-action has been inverted.
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Via (**) one views each ε-component of E††
∞,δ

(
℘�Z[λ]

)
mod ωr, as an element of

pθT∞,λ .HomΛwt
K

(
UMord(OK)D, Or,ε[Γ1/Γr]

)�
[λ mod ωr]

whose integrality is bounded independent of r.
By its very definition, we know E††

∞,δ

(
℘�Z[λ]

)
mod ωr is a IΓr

[
1
p

]
-valued symbol,

from which we conclude

E††
∞,δ

(
℘�Z[λ]

)
mod ωr ∈ pθT∞,λ .HomΛwt

K

(
UMord(OK)D, IΓr

)�
[λ mod ωr].

Finally, UMord(OK)D must clearly coincide with UMord(OK)� as a Λwt
K -module.

Passing to the projective limit over r ≥ 1, we have verified that E††
∞,δ sends the

scalar multiple ℘�Z[λ] to the rank two I-module

pθT∞,λ . HomΛwt
K

(
UMord(OK)�, I

)�
[λ] ∼= pθT∞,λ .MSord(I)[λ]

as our Key Claim asserted.

Step 5: Renormalisation.
Let us review what we have just learnt, to calculate the CfP ’s at algebraic points.
In contrast to the previous step, we now insist that δ+, δ− are ‘chosen maximally’
in the following sense. Under Hypothesis (Rk1) the components UMord(OK)±[λ]
are free of rank one over the ring I, and we simply choose δ± to generate them.
However if (UF) holds there might be some torsion, in which case we pick δ± so the
I-torsion modules UMord(OK)±[λ]

/
I.δ± are as small as possible (which amounts

to discarding yet more bad weights in the final theorem).
We observe under our (Rk1) condition, at all P ∈ Spec I(OK)alg of type (k, ε)

we have equalities
〈
MSord(

Np∞;OK
)± [λP ] , δ± mod P

〉

= OK =
〈
MSord(

Np∞; Symk−2(OK)
)± [λP ] , γ±

f ∗
Pk,ε

〉
.

If (UF) holds true instead, then we replace all with the words all but finitely many.
In any case, there exist units u±

P ∈ O×
K such that pairing an element ofMSord

with
γ± differs (in ratio) from pairing it with δ± mod P , by the fixed p-adic number u±

P .
This follows because both paths generate the same principal OK-ideal.

Remark: We have some freedom in choosing δ±, and may adjust them by an
I-unit. Without loss of generality, assume these elements are picked so the equality

〈
γ±, ∇−1

k−2 (x)
〉

=
〈
δ± mod P, x

〉
for every x ∈ MSord(

Np∞;OK
)± [λP ]

holds at all (resp. all but finitely many) arithmetic points P .
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We now piece these disparate strands together, to deduce the interpolation theorem.
Firstly, the above remark is equivalent to the commutativity of the square

MSord ⊗hord,λ HomQcts

(
div0

P
1(Q),L′

) 〈
δ±,−

〉

−→ HomQcts

(
div0

P
1(Q),L′

)





� id⊗∇−1

k−2

(
−⊗II/P⊗Xk−2

)




�∇−1

k−2

(
−⊗II/P⊗Xk−2

)

MSord
[λP ]⊗OK HomQcts

(
div0,Symk−2

) 〈
γ±,−

〉

−→ HomQcts

(
div0,Symk−2

)

at all (resp. all but finitely many) arithmetic points P = Pk,ε ∈ Spec I(OK)alg.
Secondly, our period relation (*) may be reinterpreted as saying the diagram

MSord ⊗hord H
1
Eul,p(T∞)[λ]

E††
∞−→ MSord ⊗hord,λ HomQcts

(
div0

P
1(Q),L′

)

mod P





�





� id⊗∇−1

k−2

(
−⊗II/P⊗Xk−2

)

MSord ⊗P◦λ H
1
Eul,p

(
V ∗
fP

) CfP ×(id⊗Ek,ε)−→ MSord(
Np∞;OK

)
[λP ]

⊗OK HomQcts

(
div0

P
1(Q),Symk−2

)

always commutes. Splicing these two commutative squares together, we conclude

∇−1
k−2

((
E††

∞,δ

(
�X[λ]

)±
mod P

)
⊗Xk−2

)
= CfP × Ek,ε,γ

(
�X[λ] mod P

)±

(***)
for all components �X[λ] living in the f-isotypic part H

1
Eul,p

(
T∞
)
[λ].

Remark: In Steps 3 and 4, for any ℘ ∈ Λwt satisfying ℘�Z ∈ H
1
Eul,p(T∞) we have

just shown E††
∞,δ

(
℘�Z[λ]

)
belongs to the module MSord(I)[λ], up to a power of p.

Thus tensoring over the fraction field of the weight algebra, induces an injection

E††
∞,δ : L′.�Z[λ] ↪→ MSord(L′)[λ].

Under either of (Rk1) or (UF), there must then exist non-zero elements �+λ , �
−
λ ∈ L′

such that E††
∞,δ

(
�Z[λ]

)±
= �±λ × Ξ±

λ .

Courtesy of Equation(***), we know that∇−1
k−2

((
E††

∞,δ

(
�Z[λ]

)±
mod P

)
⊗Xk−2

)

equals the symbol CfP × Ek,ε,γ
(
�Z[λ] mod P

)±
, so provided we can compute both

quantities we will be done.
Focussing on the former term,

∇−1
k−2

((
E††

∞,δ

(
�Z[λ]

)±
mod P

)
⊗Xk−2

)
= ∇−1

k−2

((
�±λ × Ξ±

λ mod P
)
⊗Xk−2

)

=
(
P ◦ �±λ

)
× Per ±

I,λP × η±
fP

by the properties of the universal I-adic modular symbol at P .
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For the latter term, in tandem Theorems 6.2(b) and 3.10(ii) imply

CfP × Ek,ε,γ
(
�Z[λ] mod P

)±
= CfP ×

〈
γ±, ∇−1

k−2 ⊗ Ek,ε
(
�Z[λ] mod P

)〉

= CfP ×
〈
γ±, γ∗ ⊗ Ek,ε

(
�zk,ε
)〉

= CfP × η±
fP .

Combining these two equations together, and observing that the modular symbols
η±
fP are both non-zero, we have an equality between I-adic periods

CfP =
(
P ◦ �±λ

)
× Per ±

I,λP where �+λ , �
−
λ satisfied E††

∞,δ

(
�Z[λ]

)±
= �±λ × Ξ±

λ .

Fundamentally, we view this calculation as stating that the ambiguity inherent in
the de Rham periods CfP is exactly counterbalanced by the ambiguities present in
the �±λ ’s modulo P . These ambiguities are then related via E†

∞, to the structure of
the Betti cohomologies

HomΛwt
K

(
e. lim←−

r
H1

(
X1(Npr),Γ1(Npr)\P1; OK

)
, I
)±[

λ
]
.

This is the crux of the preceding 60 pages’ or so work: the arithmetic specialisations
of D

I
cris(T

∗
∞)[λ] are described – using our two-variable symbol interpolations – in

terms of the behaviour of MSord
(
I
)
[λ].

Definition 6.5. We now renormalise our prototype symbol maps E†
∞, E††

∞, E††
∞,δ

defining E∞ : H
1
Eul,p

(
T∞
)
[λ] −→ HomQcts

(
div0

P
1(Q),L′

)
via the formula

E∞
(
�X[λ]

)
:=

1
�+λ
× E††

∞,δ

(
�X[λ]

)+
+

1
�−λ
× E††

∞,δ

(
�X[λ]

)−
.

This modified map has the beautiful property, that

∇−1
k−2

((
E∞
(
�X[λ]

)±
mod P

)
⊗Xk−2

)
=
(
P ◦ �±λ

)−1
× CfP × Ek,ε,γ

(
�X[λ] mod P

)±

= Per ±
I,λP × Ek,ε,γ

(
�X[λ] mod P

)±
as required.

It is also independent of the initial choice of crystalline period vI,λ.
The proof of our main result is finished.

�
Remark: It is interesting to ask how much of this theorem works if neither of the
hypotheses (Rk1) or (UF) actually hold. In this unhappy situation, the torsion
submodule of the space of I-adic modular symbols might well be non-trivial, thus
there are no longer distinguished generators Ξ±

λ .
Nevertheless, the prototype homomorphism E†

∞ clearly exists unconditionally.
When evaluated at �Z[λ], what two-variable p-adic L-function does E†

∞ interpolate?
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6.3 Applications to Iwasawa theory

The most technical and difficult parts of the construction have been accomplished
in the previous two sections. We are almost ready to apply them in the real world.
What is essentially a statement about the deformation theory of modular symbols,
has striking consequences in the Iwasawa theory of these big Galois representations.
However we cannot quite use the result in its present form, as it is written in a
language alien to Selmer groups, Tate-Shafarevich groups, and so on.

Let us start by reinterpreting the preceding section in the more familiar context
of power series rings. Fix an integer M coprime to p ≥ 5, and define F = Q(µM ).
We write G∞,F for the topological group Gal

(
F(µp∞)/Q

)
, which is isomorphic to

Z
×
p,M via the cyclotomic character.

Corollary 6.6. There exists a unique Λwt
[[
G∞,F

]]
-homomorphism

PR∞,F :MSord ⊗hord lim←−
n
H1
(
F(µpn)⊗ Zp,T∞[λ]

)
−→ I

[[
G∞,F

]]⊗I L′

for each triple (λ, k0, ε), satisfying the interpolation rule

ψχjcy ◦ P
(
PR∞,F

(
X[λ],pn

)
n

)
=

j!M jpnj
(
1− ψ−1(p)pj

/
λP (Up)

)

λP (Up)n
G(ψ−1, ζpnM )

× Per±
I,λP

∑

σ∈Gal
(
F(µpn )/Q

)
ψ(σ)

〈
γ±
f∗
P
, exp∗

j

(
X[λ],pn ⊗ ζ⊗−j

pn mod P
)σ 〉

at almost all points
(
P, ψχjcy

) ∈ Spec I(OK)alg×G ∗
∞,F, with sign ± = ψ(−1)(−1)j.

Here P is algebraic of type (k, ε) and k ∈ Uk0 , the character ψ is viewed mod pnM ,
and the integer j ∈ {0, . . . , k − 2

}
.

Proof: This follows almost immediately from previous arguments, so we sketch it.
First lift

(
X[λ],pn

)
n

to an element �X[λ] ∈ MSord ⊗hord H
1
Eul,p

(
T∞[λ]

)
, then map it

via the interpolation E∞ to the space HomQcts
(
div0

P
1(Q),L′).

Applying Proposition 3.6(ii), we form the measure µ•
E∞( 	X[λ])

∈ Meas
(
Z

×
p,M ,L′

)

which corresponds to a two-variable power series in the algebra I
[[

Z
×
p,M

]] ⊗I L′.

Then Theorem 6.4 tells us how E∞
(
�X[λ]

)
and thus µ•

E∞( 	X[λ])
behave modulo P ,

which explains the reappearance of those ubiquitous I-adic periods.
Finally, the special value formulae are easily checked from Theorem 3.10.

�
Remark: It is fairly cumbersome to keep writing ‘MSord ⊗hord −’ behind every
single cohomology group, and we shall sometimes neglect to mention it hereon in.
However the reader should be aware that theR-adic Euler system is not canonically
defined, unless one first tensors H

1
Eul by this universal space.
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Question. What does the super Euler system �Z ∈MSord ⊗hord H
1
Eul

(
T∞
)⊗R R̃

transform into under each homomorphism PR∞,F?

Let
(
Z[λ],pn

)
n

denote the piece of �Z lying in lim←−nH1
(
F(µpn) ⊗ Zp,T∞[λ]

)
⊗I L′.

One calculates that ψχjcy ◦ P
(
PR∞,F

(
Z[λ],pn

)
n

)
equals

j!M jpnj
(
1− ψ−1(p)pj

/
ap(fP )

)

ap(fP )n
× Perψ(−1)(−1)j

I,λP × G(ψ−1, ζpnM )L(fP , ψ, j+1)

(2πi)j Ωψ(−1)(−1)j
fP

at critical points (P, ψχjcy) ∈ Spec I(OK)alg ×G ∗
∞,F as above.

The knowledgeable reader will recognise these L-values as precisely those of
the two-variable analytic p-adic L-function LGS

p,F(f) ∈ I
[[
G∞,F

]]
introduced in §4.4.

Because the special characters ψχjcy are dense in G ∗
∞,F, and under (Arith) the

algebraic points P densely populate Spec I(Qp), we have shown the following:

Corollary 6.7. PR∞,F

(
Z[λ],pn

)

n
= LGS

p,F(f) .

At this point it is appropriate to mention two closely related works, that have
been formulated in the case of a p-ordinary deformation. The second, in particular,
suggests the existence of a Λ-adic version of classical Eichler-Shimura theory.

The algebraic p-adic L-function of T. Ochiai.
The above corollary identifies the deformed Euler system with the p-adic L-function.
A similar type of result was obtained in the case F = Q in [Oc1, Thms 3.13, 3.17].
Ochiai has a two-variable parametrisation of lim←−nH1

(
Qp(µpn),T∞

)
which sends

Kato’s zeta-elements, to an algebraic p-adic L-function LOch
p-adic living in R[[G∞,Q]].

It is stated in Remark 3.18 of his paper, that it’s unknown at present how to relate
the λ-part of LOch

p-adic with the analytic function of Greenberg-Stevens and Kitagawa.
Perhaps the reason is that the periods occurring in his algebraic constructions are
all error terms on the de Rham side, whilst the periods of LGS

p,Q(f) are error terms on
the Betti side. By contrast, our theory actually links the structure of MSord(I)±

with the structure of D
I
cris(T

∗
∞). In fact one may define canonical elements in the

crystalline deformation space, as follows.
Let’s recall for each primitive homomorphism λ : hord(Np∞;OK) ⊗Λwt

K
I −→ I,

we made a choice of generator vI,λ ∈ D
I
cris(T

∗
∞)[λ]. This choice in turn normalised

the dual exponentials EXP∗
T∞ in Definition 5.11, and thence the prototype E††

∞,δ .
Furthermore, �+λ , �

−
λ ∈ L′ denoted precisely those elements satisfying the identity

E††
∞,δ

(
�Z[λ]

)±
= �±λ × Ξ±

λ of I-adic modular symbols.

Changing vI,λ by a scalar in L′, has the effect of multiplying EXP∗
T∞ , E††

∞,δ and

thus �±λ by the same scalar amount. However, it changes the quantities
(
�±λ
)−1 by

the reciprocal amount.
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Definition 6.8. We define ‘universal crystalline zeta-periods’, lying inside of the
one-dimensional space D

I
cris(T

∗
∞)[λ]⊗I L′, by setting

vzeta
λ,+ :=

1
�+λ
× vI,λ and vzeta

λ,− :=
1
�−λ
× vI,λ.

In particular, the vzeta
λ,± are canonical elements which depend only on the original

choice of universal modular symbol Ξλ = Ξ+
λ + Ξ−

λ in MSord(I)[λ], nothing else.

Of course the space D
I
cris

(
T

∗
∞
)
[λ] ⊗I L′ itself cannot be decomposed into ±-parts,

this is simply a notational device.
One might envisage these periods vzeta

λ,± as playing the same rôle in a Hida family,
that the Néron differential

ωE ∈ Fil0H1
dR(E)⊗Q Qp

∼= Fil0DdR
(
h1(E)

)

associated to a modular elliptic curve E over Q, plays within p-adic Hodge theory.
It is exactly the selection of these universal zeta-periods, which yielded the correct
symbol maps

E±
∞ :MSord ⊗hord H

1
Eul,p

(
T∞
)
[λ]⊗R R̃ −→ HomQcts

(
div0

P
1(Q),L′

)±

and consequently, the correct interpolation PR∞,F :
(
Z[λ],pn

)
n
�→ LGS

p,F(f).

Remark: There is yet another interesting arithmetic application of these elements.
For abelian extensions F/Q, both t−1.vzeta

λ,+ and t−1.vzeta
λ,− generate lattices inside

H0
(
F⊗ Zp, T

∗
∞(1)[λ]⊗Λwt B

wt
dR/B

+,wt
dR

)
.

These I-adic lattices induce Tamagawa measures, on the geometric part H1
G of

the semi-local cohomology. Such measures occur in nature when calculating Euler
characteristics of Tate-Shafarevich groups (as is explained in upcoming chapters).

The universal zeta-modular form of T. Fukaya.
Fukaya [Fu] has a beautiful theory, converting Beilinson elements into two-variable
p-adic L-functions. In her work she considers the K-groups K2

(
Y
(
Npm, pm

))

and converts the corresponding zeta-elements directly, into something called the
‘universal zeta-modular form’. Calculating the special values of this object zuniv

Np∞ ,
she obtains what is essentially LGS

p,Q(f) up to some stray Euler factors.
More precisely, her Coleman map is a homomorphism

CN : lim←−
m
K2

(
Y
(
Npm, pm

)) −→ Frac
(
OH
[[

1 + pZp, G∞
]])

where H =
(
lim←−m Z/pmZ[[q]][q−1]

)
[p−1] is a discrete valuation field of q-expansions.

The image of the c,dzNpm,pm ’s is a convolution of two Λwt-adic Eisenstein series.
Again the dependence on the integers c, d is purely an artefact of K-theory, it can
be removed once inside the space OH [[1 + pZp, G∞]].
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Remark: When dealing with arithmetic objects such as Tate-Shafarevich groups,
it is nice to have an interpolation factoring through étale cohomology (as E∞ does).
Probably the map CN itself possesses a full description in terms of Bloch-Kato
exponentials, though the building blocks of her K2-homomorphism are themselves
logarithmic differentials. How then can we compare these two maps E∞ and CN?

We first observe that the zeta-elements constructed in §6.1 started life inside
of the double projective limit lim←−r lim←−mK2

(
Y
(
Mpn+m,MNpn+r+m

))
, and clearly

encode identical arithmetic to Fukaya’s zeta-elements in lim←−mK2

(
Y
(
Npm, pm

))
.

One strongly suspects that the diagram

Galois cohomology of T∞
E∞−→ Q-continuous I-adic symbols

cuniv∞,p

+





� µ•

K2-theory of Y (−,−) two-variable power series rings

CN


�

+

 special values

Frac
(
OH [[1 + pZp, G∞]]

)
idempotents−→

(
ordinary q-expansions

)
[[G∞]]

commutes, in a suitable sense. Certainly it is true there are equalities

µ• ◦ E∞
(
cuniv
∞,p (z−,−)[λ]

)
= LGS

p,Q(f) = the λ-part of CN (z−,−)

so why not for non zeta-elements as well?
Let us speculate a little further. For any weight k ≥ 2, Eichler-Shimura theory

provides isomorphisms
(
Sk ⊕ Santi

k ⊕ Eisk
)(

Γ1(Npr)
) ∼= H1

(
Y1
(
Npr

)
,Symk−2(C)

)

of finite-dimensional C-vector spaces, with action of the Hecke algebra at level Npr.
Poincaré duality identifies the right-hand side withH1

c

(
Y1
(
Npr

)
,Symk−2(C)

)∗
and

at weight two, one knows that H1
c
(
Y1(Npr),C

)∗ ∼= HomΓ1(Npr)
(
div0

P
1(Q),C

)∗.
Therefore classical q-expansions of tame level N , are eventually included in
(
S2 ⊕ Santi

2 ⊕ Eis2
)(

Γ1(Npr)
) ∼−→ HomC

(
HomΓ1(Npr)

(
div0

P
1(Q),C

)
, C

)

if we allow r to increase through the positive integers.

Question. Is there a deformation-theoretic version of these isomorphisms, which
identifies the q-expansions OH [[1 + pZp, G∞]] with the Λwt

[[
G∞
]]
-dual

of HomQcts

(
div0

P
1(Q), I

)
, at least on their ordinary components?

If the answer is affirmative, under this identification we would expect to be able to
relate the universal zeta-modular form with the universal I-adic modular symbol.
Without such a map, we are at a loss how to link Fukaya’s work with Theorem 6.4.
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6.4 The Coleman exact sequence

In his famous paper [Co] on division values of Lubin-Tate groups, Coleman showed
there was an exact sequence of Λcy-modules, operating as a machine for converting

the input
(

1−ζcpm
1−ζpm

)

m≥1
of cyclotomic units into the p-adic Riemann zeta-function.

Casting our mind back to §3.2, we should also mention Coates and Wiles [CW]
used this same sequence to relate elliptic units with the p-adic Hecke L-function,
associated to an elliptic curve with complex multiplication [Kz,Ya].

This machine was then generalised extensively by Perrin-Riou [PR2] and others
to convert any (hypothetical) Euler system attached to a pure motive over Q into
a p-adic L-function – see Chapter II for more details, particularly Theorem 2.7.
In order to construct two-variable versions of these exact sequences within the
cohomology of T∞, we simply have to answer the following:

Question. What is the kernel and image of PR∞,F for each λ-eigenspace?

As before, we have written F for the cyclotomic field Q(µM ) with M coprime to p.
Let SF denote the set of finite primes in Spec Z[µM ], and SF,p denotes the subset
consisting of those primes lying over p.

From Definition 5.11(iii), the big dual exponential map factorises through local
Galois cohomology groups. It follows that PR∞,F also factorises via

lim←−
n
H1
(
F(µpn)⊗ Zp,T∞[λ]

) ∼−→
∏

P∈SF,p

H1
Iw

(
FP,T∞[λ]

)
∏

PR∞,FP−→ I[[G∞,F]]⊗I L′

and we may then compute its kernel semi-locally, at each point of Spec Z[µM ].
Notice we have neglected to writeMSord⊗− above, and will continue in this vein.

Pick a prime P ∈ SF,p, and let us denote by L the completed local field FP.
By Corollary 6.6, we know that the λ-part of PR∞,L modulo Pk,ε coincides with
PRk,ε,L (up to a scalar). Furthermore, since Ker

(
PRk,ε,L

)
contains

Qp ⊗Zp lim←−
n
H1
g

(
L(µpn), T∞[λ]⊗I I/Pk,ε

)

it follows that the mapping PR∞,L must kill off the p-ordinary, N -primitive part
of lim←−n,rH1

g

(
L(µpn),Tap(Jr)

)
.

Remark: Thanks to the cohomological description of the Kummer map in [BK, §3],
one may then identify H1

g

(
L(µpn),Tap(Jr)

)
with the p-adic points Jr

(
L(µpn)

)⊗̂ Zp.

Whenever the exponent m ≥ ordp
(
#Jr

(
L(µpn)

)
tors

)
, the natural map

Jr
(
L(µpn)

)
[pm] −→ Jr

(
L(µpn)

)/
pm

becomes injective. As an immediate consequence, lim←−n,r Jr
(
L(µpn)

)⊗̂ Zp properly

contains lim←−n,r,m Jr
(
L(µpn)

)
[pm] = Tap(J∞)GL(µp∞ ) as a sub-Iwasawa module.
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Definition 6.9. (i) For each L = FP, we define the R[[Gal
(
L(µp∞)/Qp

)]]
-module

H1
kum,L

(
T∞
)

by saturating

eprim

(

lim←−
n,r

Jr
(
L(µpn)

)⊗̂ΛwtFrac
(
Λwt)

)

∩
(

lim←−
n,r

Jr
(
L(µpn)

)⊗̂Zp

)ord

inside of lim←−nH1
(
L(µpn),T∞

)
; in particular, H1

kum,L

(
T∞
)

must contain T
GL(µp∞ )
∞

by the above discussion.

(ii) Similarly, we define H1
kum,F

(
T∞
)

to be the maximal R[[G∞,F]]-submodule of

lim←−nH1
(
F(µpn) ⊗ Zp,T∞

)
with the property that at each finite prime P ∈ SF,p,

its restriction to H1
Iw

(
FP,T∞

)
lies in H1

kum,FP

(
T∞
)
.

Let’s try and understand what is happening in this definition, at each finite layer.
As already mentioned in §5.4, the author and P. Smith studied XT∞

(
F(µpn)⊗Zp

)

which was defined as the R-saturation of the semi-local points

eprim

(
lim←−
r
Jr
(
F(µpn)⊗ Zp

)⊗̂ΛwtFrac
(
Λwt)

)
∩
(

lim←−
r
Jr
(
F(µpn)⊗ Zp

)⊗̂ Zp

)ord

.

Under the Kummer map to cohomology, XT∞(−) coincided exactly with

Ker
(
H1
(
F(µpn)⊗ Zp,T∞

) −⊗1−→ H1
(
F(µpn)⊗ Zp,T∞ ⊗Λwt B

wt
dR

)
⊗R F

)
.

Thus passing to the limit over the whole cyclotomic tower, there is an isomorphism
between H1

kum,F

(
T∞
)

and the R[[G∞,F]]-saturation of lim←−nXT∞

(
F(µpn)⊗ Zp

)
.

Let us again remind the reader that Γcy was the Galois group of the cyclotomic
Zp-extension of Q, and is isomorphic to Gal

(
F(µp∞)/F(µp)

)
topologically.

Lemma 6.10. Provided that R is a Gorenstein ring, then

TorsR[[Γcy]]

(
lim←−
n
H1(F(µpn)⊗ Zp,T∞

)
)
∼= H0(F(µp∞)⊗ Zp,T∞

)

which is also the R[[Γcy]]-torsion submodule of H1
kum,F(T∞).

In order not to interrupt our calculation of the kernel/cokernel of the map PR∞,F,
we postpone the proof of this result to the final section.

From now on we shall assume that the ring R is Gorenstein; we claim that the
induced homorphism

lim←−nH1
(
F(µpn)⊗ Zp,T∞[λ]

)

H1
kum,F(T∞)[λ]

PR∞,F−→ I[[G∞,F]]⊗I L′

is an inclusion. By our lemma lim←−nH1
(
F(µpn) ⊗ Zp,T∞[λ]

)
and H1

kum,F(T∞)[λ]
share the same torsion submodule and, as the latter is saturated in the former,
their quotient must be I[[G∞,F]]-free.
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Remark: To establish injectivity, we simply need to calculate

(a) rankI[[Γcy]]

(
lim←−nH1

(
F(µpn)⊗ Zp,T∞[λ]

))

(b) rankI[[Γcy]]

(
H1

kum,F

(
T∞
)
[λ]
)

(c) rankI[[Γcy]]

(
Im
(
PR∞,F

))

then hope and pray that (a) = (b)+(c).

To compute the ranks predicted in (a) and (b), it’s sensible to work semi-locally.
We write L = FP as the prime P ranges over points of Spec Z[µM ] above p.
Assuming for simplicity that I is regular (so its height one primes are all principal)
at any point P ∈ Spec I, the sequence

0 −→ lim←−nH1
(
L(µpn),T∞[λ]

)

P. lim←−nH1
(
L(µpn),T∞[λ]

) −→ lim←−
n
H1
(
L(µpn),T∞[λ]⊗I I/P

)

−→ lim←−
n
H2
(
L(µpn),T∞[λ]

)
[P ]

will certainly be exact.
Our strategy is to relate the I[[Γcy]]-rank with the generic rank after specialisation.

However, we must be careful to ditch primes that cause the rank to jump around.
We define Σbad,λ ⊂ Spec I[[Γcy]] to be the set of associated primes ideals of the

Iwasawa modules TorsI[[Γcy]]

(
lim←−nHj

(
L(µpn),T∞[λ]

))
for j = 0, 1, 2.

Let Jcy denote the augmentation ideal of I[[Γcy]].

Warning: For each P ∈ Σbad,λ, its reduction P̃ modulo Jcy has divisor

divI
(
I/P̃
)

=
∑

P∈Spec I

ordP (P̃).(P ) inside the free group on Spec I\{Jcy}.

In our rank calculations, we must avoid at all costs height one primes P occurring
in the above divisors, i.e. one should never stray outside the set

Σ̃good,λ := Spec I(OK)alg
∖ ⋃

P∈Σbad,λ

{
P ∈ Spec I such that ordP (P̃) > 0

}
.

Because #Σbad,λ is clearly finite, there exist infinitely many primes P ∈ Spec Ialg

for which we can estimate I[[Γcy]]-ranks, just by specialising modulo P .

Making a judicious choice of arithmetic prime P ∈ Σ̃good,λ, we calculate

rankI[[Γ]]

(
lim←−
n
H1(L(µpn),T∞[λ]

))
= rankI/P [[Γ]]

(
lim←−
n
H1(L(µpn),T∞[λ]⊗I I/P

))

= [L(µp) : Qp]× rankI/P
(
T∞[λ]⊗I I/P

)

= 2 [L(µp) : Qp].
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Furthermore, taking the sum over SF,p yields the equality

rankI[[Γ]]

(
lim←−
n
H1(F(µpn)⊗ Zp,T∞[λ]

))
=

∑

P∈SF,p

2[FP(µp) : Qp] = 2(p− 1)[F : Q].

(a)
Similarly for each L = FP, the rank of the saturated image of the Kummer map is

rankI[[Γ]]

(
H1

kum,L
(
T∞
)
[λ]
)

= rankI/P [[Γ]]

(
lim←−
n
H1
g

(
L(µpn),T∞[λ]⊗I I/P

))

= [L(µp) : Qp]× rankI/P

(
F+

T∞[λ]⊗I I/P
)

= [L(µp) : Qp].

as the rank of lim←−nH1
g is the dimension of the tangent space. Summing as before,

rankI[[Γ]]

(
H1

kum,F
(
T∞
)
[λ]
)

=
∑

P∈SF,p

[FP(µp) : Qp] = (p− 1) [F : Q]. (b)

This leaves us with the task of working out (c).

Remark: By construction PR∞,F
(
X[λ],pn

)
n

is the Mellin transform of the bounded

measure µ•
E∞( 	X[λ])

∈ Meas
(
Z

×
p,M ,L′

)
, whose special values on compact opens are

evaluations of E∞
(
�X[λ]

)
at divisors of the form D =

(
a

pnM

)
−(∞), gcd(a,M) = 1.

Hence to compute the quantity in (c), it is sufficient to calculate the rank of

Im
(
H

1
Eul,p

(
T∞
)
[λ] E∞−→ HomQcts

(
div0

P
1(Q),L′)

)

restricted to D0
M , the set of degree zero divisors on

⋃
gcd(c,M)=1 ΣM,c ∪ {∞}.

The rank can thus be broken up over
(
Z/MZ

)× into

rankI[[Γ]]

(
Im
(
PR∞,F

))
=

∑

gcd(c,M)=1

rankI[[Γ]]

(
Im(E∞)

∣
∣
∣
div0
(
ΣM,c∪{∞}

)
)

= (p− 1)×
∑

gcd(c,M)=1

rankI[[G∞]]

(
Im(E∞)

∣
∣
∣
div0
(
ΣM,c∪{∞}

)
)
.

We already know the image of E∞ is dominated by the I-adic modular symbol, i.e.

Frac
(
I[[G∞]]

)
. Ξλ

∣
∣
∣
∣
∣
div0
(
ΣM,c∪{∞}

)= Frac
(
I[[G∞]]

)⊗I[[G∞]] Im
(E∞

)
∣
∣
∣
∣
∣
div0
(
ΣM,c∪{∞}

)

because the corresponding statements modulo Pk,ε were proved in Theorem 3.10(iii)
at every algebraic point of type (k, ε).

It follows from the one-dimensionality of these Frac
(
I[[G∞]]

)
-vector spaces, that

rankI[[Γ]]

(
Im
(
PR∞,F

))
= (p− 1) ×

∑

gcd(c,M)=1

1

= (p− 1)×#
(
Z/MZ

)× = (p− 1) [F : Q]. (c)
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As a consequence of (a), (b) and (c), we conclude that the I[[Γ]]-rank of both H1
kum,F

and Im
(
PR∞,F

)
, is exactly half that of the projective limit of the semi-local H1’s.

This finally establishes the injectivity of PR∞,F modulo the image of Kummer.
In conclusion, we have shown the following:

Theorem 6.11. Assume R is a Gorenstein ring, and the hypotheses of §4.3 hold.
Then for each primitive I-algebra homomorphism λ : hord(Np∞;OK) ⊗Λwt

K
I → I

the corresponding 4-term sequence

0 −→ H0(F(µp∞)⊗ Zp,T∞
)
[λ] −→ H1

kum,F
(
T∞
)
[λ] −→

lim←−
n
H1(F(µpn)⊗ Zp,T∞[λ]

)/
I[[G∞,F]]-tors

PR∞,F−→ I[[G∞,F]]⊗I L′

is exact, and the image of PR∞,F is free of rank one over I[[G∞,F]].

It is interesting to ask whether the image of PR∞,F has any poles in the weight
variable (in Hida’s terminology if it is genuine).

Certainly, we know the image of the zeta-elements yields an analytic L-function.
If there are any poles, they must therefore occur in the divisor of a Pi mod Jcy,
where the Pi’s are associated primes of the characteristic ideal

charOK[[X,Y ]]



 lim←−nH1
(
F(µpn)⊗ Zp,T∞[λ]

)

lim←−nH1(. . . ) ∩ I[[G∞,F]].
(
Z[λ],pn

)

n



.

This quotient module measures the failure of the super Euler system to generate
the full semi-local cohomology. In this situation, the best inference we can make is
that there are probably no poles, provided the indices of the p-adic zeta-elements
inside étale cohomology are controlled by a fixed absolute bound.

If R is not Gorenstein, then our sequence almost certainly requires modification.
Indeed T∞/F+

T∞ will no longer be R-free, meaning the I[[Γcy]]-torsion submodules
of H1

kum,F and lim←−nH1 must differ.

Example 6.12 Assume the ground field F = Q, and that ε is the trivial character.
It follows that the q-coefficient ap

(
fk
) �= 1 at some weight k ≥ 2, in which case

H0
(
Q(µp∞)⊗ Zp,T∞

)
[λ] = T∞[λ]GQp(µp∞ ) is the zero subspace.

As a corollary H1
kum,Q(T∞)[λ] and lim←−nH1

(
Qp(µpn),T∞[λ]

)
will be I[[G∞,Q]]-free,

with PR∞,Q mapping their quotient injectively into I[[G∞,Q]]⊗I L′.

In a forthcoming paper [Db2] we study in some detail the specialisation of this
4-term exact sequence to weight one. Although considerable degeneration occurs
(e.g. T∞ at weight one isn’t even Hodge-Tate), enough of the sequence remains
intact to obtain results highly reminiscent of the p-adic analogue of Stark’s formula.
The Euler systems manifest themselves as S-units, the I-adic L-function becomes
an Artin L-function and, assuming the non-vanishing of certain L-invariants, the
big dual exponential map degenerates into a standard p-adic logarithm.
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6.5 Computing the R[[Γ]]-torsion

Before supplying the missing proof of Lemma 6.10, it is necessary to review some
notation from Chapter V. If M is a finitely-generated R-module, we defined

AM := Homcont
(
M,µp∞

)
, and wrote M∨ := Homcont

(
M,Qp/Zp

)

for the Pontrjagin dual of M . Moreover, if M possesses a continuous R-linear
GL-action for some finite algebraic extension L/Qp, there are perfect dualities

H i(L,M) × H2−i(L,AM ) −→ Qp/Zp for i = 0, 1 or 2

induced by the invariant map of local class field theory.

The semi-local result 6.10 follows easily from the following local version.

Lemma 6.10’. For every prime P of Spec Z[µM ] lying over p,

TorsR[[Γcy]]

(
lim←−
n
H1(FP(µpn),T∞

)
)
∼= H0(FP(µp∞),T∞

)
= T

GFP(µp∞ )
∞

assuming that the ring R is Gorenstein.

Deferring its demonstration for the moment, let’s see how to deduce 6.10 from 6.10’.
To simplify matters somewhat, we replace Γcy = Gal

(
F(µp∞)/F(µp)

)
just with Γ.

We need to show that the R[[Γ]]-torsion submodule of lim←−nH1
(
F(µpn) ⊗ Zp,T∞

)

coincides with the image of H0
(
F(µp∞)⊗ Zp,T∞

)
under the Kummer map.

If (Xpn)n ∈ TorsR[[Γ]]

(
lim←−nH1

(
F(µpn)⊗Zp,T∞

))
, then (Xpn)n restricts at each

prime ideal P ∈ SF,p to the R[[Γ]]-torsion submodule of lim←−nH1
(
FP(µpn),T∞

)
.

The latter object equals H0
(
FP(µp∞),T∞

)
by Lemma 6.10’, thus (Xpn)n must

have originated in the image of the H0.
Conversely, the group H0

(
F(µp∞) ⊗ Zp,T∞

)
= lim−→nH

0
(
F(µpn) ⊗ Zp,T∞

)
is

clearly torsion over R[[Γ]] = lim←−nR[Γ/Γp
n−1

], which means the first statement of
Lemma 6.10 is true. To deduce the second, by 6.9(i) we know that H1

kum,FP
(T∞)

contains H0
(
FP(µp∞),T∞

)
for all P ∈ SF,p. In particular H1

kum,F(T∞) contains
the entire R[[Γ]]-torsion module H0

(
F(µp∞)⊗ Zp,T∞

)
, and we are done.

Proof of Lemma 6.10’: Let us denote by L the completion FP at P ∈ SF,p.
We shall also write L∞ for the field union of the L(µpn)’s, which is an infinite Lie
extension of dimension one.

The argument has a couple of steps in total. We initially use a standard trick of
Iwasawa’s, to construct a map from the inverse limit lim←−nH1

(
L(µpn),T∞

)
to an

R[[Γ]]-free module. The second step is to show the kernel of this map is precisely
the 0th-cohomology group H0

(
L∞,T∞

)
.
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Step 1: Constructing the map α3 ◦ α2 ◦ α1.
The perfect duality between H1

(
L(µpn),T∞

)
and H1

(
L(µpn), AT∞

)
furnishes us

(upon passage to the limit) with an isomorphism

α1 : lim←−
n
H1(L(µpn),T∞

) ∼−→ H1(L∞, AT∞
)∨ = H1(L∞,T∗

∞(1)⊗R R∨)∨.

The right-hand equality follows because AM ∼= M∗(1)⊗RR∨ whenever M isR-free.
Now for any R[G]-module M , there is a canonical homomorphism

Homcont

(
H1(G,M ⊗R R∨), Qp/Zp

)
−→ HomR

(
H1(G,M

)
, R∨∨

)

ϑ �→ {
β �→ {σ �→ ϑ(β ⊗ σ)}}.

In our situation G = Gal
(
L/L∞

)
and M = T

∗
∞(1), so the above map becomes

α2 : Homcont

(
H1(L∞,T∗

∞(1)⊗R R∨), Qp/Zp

)
−→ HomR

(
H1(L∞,T∗

∞(1)
)
,R
)

as R∨∨ ∼= R by Pontrjagin duality. The composition α2 ◦ α1 just fails to be an
isomorphism, because α2 has a non-trivial kernel. In fact, there is a factorisation

lim←−
n

(
H1(L(µpn),T∞

)/
R-tors

)
α2◦α1−→ HomR

(
H1(L∞,T∗

∞(1)
)
, R
)

since HomR
(
H1
(
L∞,T∗

∞(1)
)
,R
) ∼= lim←−nHomR

(
H1
(
L(µpn),T∗

∞(1)
)
,R
)

and the

functor HomR
( −,R) kills off all R-torsion.

Remark: Let us now write AGL∞
T∗∞(1) as a shorthand for the group H0

(
L∞, AT∗∞(1)

)
.

If Γn = Gal
(
L∞/L(µpn)

)
, the inflation-restriction sequence

0→ H1
(
Γn, A

GL∞
T∗∞(1)

)
infln→ H1 (L(µpn), AT∗∞(1)

) restn→ H1 (L∞, AT∗∞(1)
)Γn → 0

is right-exact provided n ≥ 1, as Γn has cohomological dimension one.

Taking Pontrjagin duals of the latter, yields another exact sequence

0→
(
lim←−
m
H1(L(µpm),T∗

∞(1)
)
)

Γn

rest∨
n→ H1(L(µpn),T∗

∞(1)
) infl∨

n→ H1
(
Γn, A

GL∞
T∗∞(1)

)∨
→ 0

due to the isomorphism
(
H1
(
L∞, AT∗∞(1)

)Γn
)∨ ∼=

(
lim←−mH1

(
L(µpm),T∗

∞(1)
))

Γn
.

Applying the functor HomR( −,R) once more, then passing to the limit over n, we
obtain a third map

α3 : HomR
(
H1(L∞,T∗

∞(1)
)
,R
) ∼= lim←−

n
HomR

(
H1(L(µpn),T∗

∞(1)
)
,R
)

(rest∨
n)

∗
n−→ lim←−

n
HomR

((
lim←−
m
H1(L(µpm),T∗

∞(1)
)
)

Γn

,R
)
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whose kernel is precisely
(

lim−→nH
1
(
Γn, A

GL∞
T∗∞(1)

)∨)∗
. Finally, the right-most space

can be identified with lim←−n HomR[Γ/Γn]

((
lim←−mH1

(
L(µpm),T∗

∞(1)
))

Γn
,R[Γ/Γn

]
)•

,

i.e. the compact module HomR[[Γ]]

(
lim←−
m
H1(L(µpm),T∗

∞(1)
)
, R[[Γ]]

)•

where as usual the superscript • indicates that the Γ-action has been inverted.

Remark: We now have our desired map

lim←−
n
H1
(
L(µpn),T∞

)
α3◦α2◦α1−→ HomR[[Γ]]

(
lim←−
n
H1(L(µpn),T∗

∞(1)
)
, R[[Γ]]

)•

and it remains to compute its kernel. In particular lim←−nH1
(
L(µpn),T∗

∞(1)
)

is of
finite type over R[[Γ]] by [Gr1]. Its dual HomR[[Γ]]

(
. . .
)• must then be free, thus

Ker
(
α3 ◦ α2 ◦ α1

)
identifies naturally with the R[[Γ]]-torsion submodule.

Step 2: Calculation of the kernel of α3 ◦ α2 ◦ α1.
Let us now exploit the condition that the ring R is Gorenstein; in particular, the
dual module HomZp(R,Zp) will be free of rank one over R. Using Lemma 5.5 we
have the identification T∞ ⊗Zp Qp/Zp ∼= AT∗∞(1) due to the fact that T∞ is R-free.
Examining the Γn-cohomology of its Gal

(
L/L∞

)
-invariant subspace, there exists a

canonical homomorphism

β : Qp/Zp ⊗Zp H
1
(
Γn, T

GL∞∞
)
−→ H1

(
Γn, A

GL∞
T∗∞(1)

)

whose kernel and cokernel are both R-cotorsion. Applying the Pontrjagin dual to
both sides, yields a dual map

H1
(
Γn, A

GL∞
T∗∞(1)

)∨ β∨
−→ HomZp

(
H1
(
Γn,T

GL∞∞
)
,Zp

)

= HomR
(
H1
(
Γn,T

GL∞∞
)
,R
)
.

The right-hand equality follows from the general fact that for Gorenstein rings
R, both the functors HomZp( −,Zp) and HomR( −,R) agree on the category of
finitely-generated projective R-modules. This time taking the R-dual of both sides

then the projective limit over n, we can switch between
(
lim−→nH

1
(
Γn, A

GL∞
T∗∞(1)

)∨)∗

and lim←−n
(
H1
(
Γn,T

GL∞∞
)
/

R-tors

)
as we please.

Let us now return to our calculation of Ker
(
α3 ◦ α2 ◦ α1

)
. From the discussion

about the kernels of α2 ◦ α1 and α3, there is an embedding

lim←−
n



 H1
(
L(µpn),T∞

)

R-tors + H1
(
Γn,T

GL∞∞
)



 ↪→ HomR[[Γ]]

(
lim←−
n
H1(L(µpn),T∗

∞(1)
)
, R[[Γ]]

)•

(****)
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induced by the composition α3 ◦ α2 ◦ α1. On the other hand, the restriction map
clearly injects H1

(
L(µpn),T∞

)

R-tors
+ H1

(
Γn,T

GL∞∞
)/

H1
(
Γn,T

GL∞∞
)

into the

Γn-invariants of TorsR
(
H1
(
L∞,T∞

))
.

Claim: lim←−
n

TorsR
(
H1(L∞,T∞

))Γn
= 0.

To see why this is so, we remark that one can replace TorsR( . . . ) by TorsΛwt( . . . )
because any element that is killed by r ∈ R will also be killed by rσ1 . . . rσd ∈ Λwt

– here Gal(R′/Λwt) = {σ1, . . . , σd} where R′ is the Galois closure of R over Λwt.
Picking a suitable element � ∈ pZp such that θ = u0 + � − 1 ∈ Λwt does not

divide the characteristic ideal of TorsΛwt

(
H1
(
L∞,T∞

))
, we have the equality

lim←−
n

TorsΛwt

(
H1(L∞,T∞

))Γn
= lim←−

n
TorsZp

(
lim←−
r
H1(L∞,T∞

/
θrT∞

)
)Γn

.

One can interchange the order of n and r in the projective limits, since the Galois
and diamond actions on T∞ commute with each other. For a fixed integer r ≥ 1,
the Zp-torsion submodule of H1

(
L∞,T∞

/
θrT∞

)
will be a finite group. It follows

that lim←−n TorsZp

(
H1
(
L∞,T∞

/
θrT∞

))Γn
= 0, and our Claim is therefore true.

One useful consequence is that in passing to the projective limit over n, we
trivialise the quotient H1

(
L(µpn),T∞

)

R-tors
+ H1

(
Γn,T

GL∞∞
)/

H1
(
Γn,T

GL∞∞
)
.

In terms of Equation (****), this becomes an injection

lim←−
n



H
1
(
L(µpn),T∞

)

H1
(
Γn,T

GL∞∞
)



 α3◦α2◦α1
↪→ HomR[[Γ]]

(
lim←−
n
H1(L(µpn),T∗

∞(1)
)
, R[[Γ]]

)•
.

Finally, the left-hand space is none other than lim←−nH1
(
L(µpn),T∞

)/
T
GL∞∞ , since

H1
(
Γn,T

GL∞∞
) ∼=

(
T
GL∞∞

)

Γn
as the group Γn is pro-cyclic.

The proof is finished.
�

Remark: Whilst we do not need it here, one can even prove the exactness of

0 −→ H0(L∞,T∞
) −→ lim←−

n
H1(L(µpn),T∞

) α3◦α2◦α1−→

HomR[[Γ]]

(
lim←−
n
H1(L(µpn),T∗

∞(1)
)
, R[[Γ]]

)•
−→ Ext1R

(
H1(L∞,T∞

) ∨
R-tors,R

)
.

At arithmetic points of Spec(R), this long exact sequence will specialise to the
p-adic versions constructed by Perrin-Riou in [PR1, Prop 2.1.6].



CHAPTER VII

Vertical and Half-Twisted Arithmetic

This connection we have just found, between the Greenberg-Stevens L-function and
the super zeta-elements, is very powerful indeed. However it is only half the story.
In order to fully appreciate the applications to number theory, we need to establish
a secondary link between these zeta-elements, and arithmetic objects such as III.
Inevitably we are led to consider Selmer groups over deformation rings.

Fortunately, we already encountered these ideas in the context of elliptic curves.
For an elliptic curve E defined over a number field F, its Selmer group was the
smallest cohomologically defined subgroup containing the Mordell-Weil groupE(F).
More precisely, it is the set of one-cocycles in

H1
(
Gal

(
FΣ/F

)
, E[tors]

)

which restrict at all places ν of F, to lie in the image of E(Fν) ⊗ Q/Z under the
Kummer map. Here the field FΣ denotes the maximal algebraic extension of F,
unramified outside Σ and the infinite places. As usual, the finite set Σ is assumed
to contain all the primes where E has bad reduction.

To mimic these constructs in the situation of an ordinary deformation, we should
consider cocycles with coefficients inside T∞ (or better still, its Pontrjagin dual).
One then demands that they restrict everywhere locally, to produce families of
points living on pro-Jacobians such as J∞ (see §5.4 for a short discussion).

Once we have defined these big Selmer groups, it is worth asking:

Question 1. Are they finitely-generated over the deformation ring?

Question 2. What are their ranks over the weight algebra?

Question 3. At weight two, how are their invariants related to abelian varieties?

The third question seems rather arbitrary, and has been deliberately badly worded.
Clearly there are infinitely many ways one may approach the point (s, k) = (1, 2)
within the (s, k)-plane. For example, along the line k = 2 we are essentially studying
the Iwasawa theory of abelian varieties, and so never see the weight deformation.

Likewise, à priori we need not have made k = 2 our chosen weight and are free
to specialise at any other integral weights, as we please – it is only the author’s
unhealthy obsession with the elliptic curve theory that has motivated this choice.
One advantage of studying elliptic curves is that their Tamagawa numbers are
easily computed (thanks to Tate’s algorithm), whereas we know far less about the
Tamagawa factors of arbitrary modular forms.
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7.1 Big Selmer groups

Essentially there are three principal lines in the (s, k)-plane that we wish to examine:
the vertical line s = 1, the central line s = k/2, and the boundary line s = k − 1.
Luckily the boundary line is reflected into the vertical, courtesy of the two-variable
functional equation. Consequently, it is enough to consider only s = 1 and s = k/2.
Our first task is to write down the correct Galois representations corresponding to
each of these two lines.

We start with the vertical line s = 1. Let p �= 2 be a prime number, and as usual
write N ≥ 1 for the tame level. Recall from Chapter IV, we defined the universal
p-ordinary Galois representation

ρ∞ : GQ −→ AutR
(
T∞

)
= GL2(R)

which was cut out of the Tate module of J∞ = lim←−r JacX1(Npr) using idempotents
in the abstract algebra HNp∞ ⊗Λwt Frac(Λwt).

Definition 7.1. For each primitive triple v = (λ, k0, ε), one defines T∞,v to be the
image of the Hecke eigenspace T∞[λ] under the analytic transform M̃ellk0,ε.

By its very construction the GQ-representation T∞,v is free of rank two, over the
affinoid K-algebra of the closed disk Uk0 . If k ≥ 2 is an integral weight lying in Uk0 ,
then each specialisation T∞,v

∣
∣
∣
w=k

will be equivalent to the Deligne representation
associated to the p-stabilisation fPk,ε .

We shall now explain how to attach a Selmer group to big Galois representations
such as T∞,v. More generally, the techniques we describe here work equally well for
pseudo-geometric representations in the sense of §5.4. Let F be any number field.
As always we write SF for the finite primes in Spec(OF), and also SF,p for those
places lying above the prime p. We ensure that Σ ⊂ SF is chosen to be a finite
subset which includes all primes dividing Np.

For a finite place ν � p of F, let H1
nr
(
Fν ,T∞,v

)
denote the Λwt

K -saturation of

H1
(
Frobν , T

IFν∞,v

) ∼= Ker
(
H1(Fν ,T∞,v

) −→ H1(IFν ,T∞,v

))

inside the ambient cohomology group H1
(
Fν ,T∞,v

)
.

Definition 7.2. (i) The compact Selmer group SF(T∞,v) is defined to be the kernel
of the restriction maps

H1(FΣ/F,T∞,v

) ⊕resv−→
⊕

ν∈Σ−SF,p

H1
(
Fν ,T∞,v

)

H1
nr
(
Fν ,T∞,v

) ⊕
⊕

ν∈SF,p

H1
(
Fν ,T∞,v

)

XT∞,v
(Fν)

where XT∞,v (Fν) denotes the image under M̃ellk0,ε of the local points XT∞[λ](Fν),
arising from the pro-Jacobian variety J∞ in Definition 5.17.
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The cohomology groups occurring above, together with the subgroup XT∞,v
(Fν),

naturally possess the structure of compact, finitely-generated OK[[Γwt]]-modules.
More precisely, an element of the weight algebra Λwt

K acts on them through the
Mellin transform, centred on the base weight k0 and finite order character ε.

Remark: In fact, the local condition XT∞,v
(Fν) is automatically Λwt

K -saturated
inside H1

(
Fν ,T∞,v

)
, because XT∞(−) was R-saturated in its ambient cohomology.

This observation will become very important to us later on, when we attempt to
relate the Euler characteristic with the covolume of our big dual exponential maps.

When connecting arithmetic objects with analytic objects such as L-functions,
it turns out that the natural Selmer groups to examine are their discrete versions,
rather than the compact SF(T∞,v)’s above. Recall first that the χcy-twisted dual
of T∞,v is the group AT∞,v

of continuous homomorphisms Homcont
(
T∞,v, µp∞

)
.

Under Pontrjagin duality, for a finite place ν ∈ Spec
(OF

)
there is a perfect pairing

H1(Fν ,T∞,v

)×H1(Fν , AT∞,v

) −→ H2(Fν , µp∞
) ∼= Qp/Zp.

If ν � p then H1
nr
(
Fν , AT∞,v

)
denotes the orthogonal complement H1

nr
(
Fν ,T∞,v

)⊥.
Alternatively if ν|p, we define the dual group X D

T∞,v
(Fν) as the complement

{
x ∈ H1(Fν , AT∞,v

)
such that invFν

(
XT∞,v

(Fν) ∪ x
)

= 0
}
.

It is hard to visualise X D
T∞,v

concretely, but it plays an analogous rôle to the group
of p-primary torsion points on an abelian variety over a local field.

Definition 7.2. (ii) The big Selmer group SelF(T∞,v) is defined to be the kernel
of the restriction maps

H1(FΣ/F, AT∞,v

) ⊕resv−→
⊕

ν∈Σ−SF,p

H1
(
Fν , AT∞,v

)

H1
nr
(
Fν , AT∞,v

) ⊕
⊕

ν∈SF,p

H1
(
Fν , AT∞,v

)

X D
T∞,v

(Fν)

induced on the discrete cohomology.

In particular, this Selmer group has the structure of a discrete module over the
weight algebra. One of our initial chores will be to establish that SelF(T∞,v) is
indeed cofinitely generated over Λwt

K .

For each arithmetic weight k ∈ Uk0 ∩ N≥2, the specialisation SelF(T∞,v)
∣
∣
∣
w=k

is
interpolating the Bloch-Kato Selmer group which is attached to the p-adic Galois
representation T∞,v

∣
∣
∣
w=k

. Given that the latter object (conjecturally) encodes those
formulae related to the critical L-values of the eigenform fPk,ε , the big Selmer group
should encapsulate the arithmetic of the whole Hida family f ∈ S

ord
I .
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The main example: modular elliptic curves.
Let E be an elliptic curve defined over the rationals. In particular, by the work of
Breuil, Conrad, Diamond and Taylor [BCDT], the curve E is necessarily modular.
Without loss of generality, we shall henceforth assume that E is a strong Weil
curve of conductor NE , and denote by ±φ the non-constant morphism of curves
φ : X0(NE) � E which is minimal amongst all X0(NE)-parametrisations.

In the following discussion, we shall assume that the prime number p > 3,
although p = 3 should work provided the analogue of Theorem 4.3 holds true.
Let’s write N = p−ordpNENE for the tame level again.

Hypothesis(p-Ord). E has good ordinary or bad multiplicative reduction at p.

If fE is the newform of weight two and level NE associated to φ : X0(NE) � E,
then its p-stabilisation is

f2 :=
{
fE(q)− βpfE(qp) if p � NE

fE(q) if p||NE

where βp denotes the non-p-unit root of the Hecke polynomial X2 − ap(E)X + p.
As the notation itself suggests, the p-stabilisation of fE represents the weight two
term in an ordinary family f ∈ Qp,Uk0

〈〈w〉〉[[q]] centred on k0 = 2.
In this special situation we interchange T∞,v with the notation T∞,E , and the

disk Uk0 above with UE . Finally, one writes Zp〈〈w〉〉 for the rigid analytic functions
convergent on UE . The following result is simply a restatement of Theorem 4.3.

Corollary 7.3. If ρ∞,E : GQ → GL2
(
Zp〈〈w〉〉

)
is the Galois representation lifting

ρE,p : GQ → Aut
(
Tap(E)

)
to its modular deformation T∞,E, then

(i) The module T∞,E is free of rank 2 over Zp〈〈w〉〉;
(ii) As a GQ-representation T∞,E is unramified outside of Np, and for l � Np

det
(
1− ρ∞,E(Frobl).X

)∣∣
∣
w=k

= 1− al(fk)X + ω(l)2−klk−1X2

at any integral weight k ∈ UE with k ≥ 2;

(iii) If φw is the unramified character sending Frobp to the image of Up in Zp〈〈w〉〉×,
then at a decomposition group above p

ρ∞,E

∣
∣
∣
GQp

∼
(
χcy < χcy >

w−2 φ−1
w ∗

0 φw

)
.

The behaviour of the big Selmer group SelF(T∞,E) at weight k = 2, is intimately
connected with the p-primary portion of the classical Selmer group of E over F.
Instead one could consider the general situation of abelian varieties occurring as
subquotients of JacX1(Np), by allowing non-trivial characters of Z

×
p,N . However

the case of elliptic curves is more than enough for this author to cope with!
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The half-twisted Galois representation.
Having dealt with the vertical line s = 1, we now turn our attention to the line of
symmetry s = k/2 in the functional equation. Here we had better assume p ≥ 5.
Let v = (λ, k0, ε) be a primitive triple, so T∞,v is the image of T∞[λ] under M̃ellk0,ε.

The representation T∞,v is not self-dual. However, there exists a skew-symmetric
bilinear form on it

T∞,v × T∞,v −→ OK〈〈w〉〉(1)⊗ 〈
χcy ◦ ResQcyc

〉

induced from the Poincaré pairings on Tate modules of each of the Jac X1(Npr)’s.
N.B. The action of an element g ∈ Gal

(
Q(µp∞)/Q

)
on T∞,v is given by ωk0−2(g)

〈
g̃
〉
,

where g̃ denotes the projection of χcy(g) to the principal units 1 + pZp.

Remark: In order to make the Galois representation ‘nearly self-dual’, there is a
neat trick which was devised by Nekovár̃ [NP, §3.2.3]. Firstly if k0 ≡ 2 mod p− 1,
we suppose that ρ∞[λ] : GQ → GL2(I) is a residually irreducible representation.
Then as a Hecke module

T∞,v ⊗Ψ−1/2 means exactly the same object as T∞,v ,

except that its Galois action is now twisted by ω(−)1−k0/2
〈
χ

−1/2
cy ◦ ResQcyc(−)

〉
.

One therefore obtains a nearly self-dual, skew-symmetric pairing

T∞,v ⊗Ψ−1/2 × T∞,v ⊗Ψ−1/2 −→ OK〈〈w〉〉(1);

the latter produces an isomorphism between T∞,v ⊗Ψ−1/2 and its Kummer dual,
at those arithmetic weights k ≥ 2 which are congruent to k0 modulo 2(p− 1).

To write down the p-adic representations T∞,v ⊗ Ψ−1/2 encodes, let us recall
that at an arithmetic prime Pk,ε ∈ Spec I(OK)alg of type (k, ε), the specialisation
T∞,v⊗I I/Pk,ε is a GQ-lattice inside of the dual space V ∗

fPk,ε
for each k ∈ Uk0 ∩N≥2.

It follows in the case of trivial character ε, that

Q⊗
(
T∞,v ⊗Ψ−1/2

) ∣∣
∣
∣
w=k

∼= V ∗
fk ⊗ ω1−k0/2 < χcy >

1−k/2

∼= Vfk(k/2)⊗
( ·
p

)(k−k0)/(p−1)

.

Moreover if k ≡ k0 mod 2(p−1) and k ∈ Uk0 is even, then at w = k the half-twisted
representation T∞,v ⊗Ψ−1/2 specialises to give a lattice in Vfk(k/2).

Unfortunately, we don’t have the local conditions XT∞,v
(−) any more, as the

half-twisted representation is certainly not pseudo-geometric in the sense of §5.4.
Nevertheless, we can still use the ordinary filtration at the primes above p.
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Definition 7.4. (i) The compact Selmer group SF
(
T∞,v ⊗Ψ−1/2

)
consists of the

cocycles inside H1
(
FΣ/F,T∞,v ⊗Ψ−1/2

)
whose restrictions are zero under

⊕resv−→
⊕

ν∈Σ−SF,p

H1
(
Fν ,T∞,v ⊗Ψ−1/2

)

H1
nr
(
Fν ,T∞,v ⊗Ψ−1/2

) ⊕
⊕

ν∈SF,p

H1
(
Fν ,T∞,v ⊗Ψ−1/2

)

H1
+

(
Fν ,T∞,v ⊗Ψ−1/2

) ;

note that here H1
+(Fν) refers to the Λwt

K -saturation of the local condition

H1
+,0 := Im

(
H1(Fν ,F+

T∞,v ⊗Ψ−1/2)→ H1(Fν ,T∞,v ⊗Ψ−1/2)
)
.

(ii) The big Selmer group SelF
(
T∞,v ⊗Ψ−1/2

)
is defined to be the kernel of

H1
(
FΣ/F, A

−1/2
T∞,v

) ⊕resv−→
⊕

ν∈Σ−SF,p

H1
(
Fν , A

−1/2
T∞,v

)

H1
nr

(
Fν , A

−1/2
T∞,v

) ⊕
⊕

ν∈SF,p

H1
(
Fν , A

−1/2
T∞,v

)

H1
+

(
Fν

)⊥

where the notation A−1/2
T∞,v

indicates the discrete dual Homcont
(
T∞,v ⊗Ψ−1/2, µp∞

)
.

The orthogonal complement H1
+
(
Fν

)⊥ above is with respect to the perfect pairing

H1
(
Fν ,T∞,v ⊗Ψ−1/2

)
× H1

(
Fν , A

−1/2
T∞,v

)
−→ Qp/Zp

induced by the cup-product, which is between compact and discrete cohomologies.
Needless to say, in the special situation where f2 is the p-stabilisation of the newform
associated to a strong Weil curve E satisfying the condition (p-Ord), we shall replace
T∞,v ⊗Ψ−1/2 with T∞,E ⊗Ψ−1/2, and likewise A−1/2

T∞,v
with A−1/2

T∞,E
.

The behaviour of the vertical Selmer groups SelF
(
T∞,v

)
and their half-twisted

versions SelF
(
T∞,v ⊗Ψ−1/2

)
is strikingly different. As a useful illustration, the

specialisations of the former at arithmetic weights k ≥ 3 should be finite groups,
whilst specialisations of the latter can be infinite all of the time, conjecturally.
However there is the following prediction of Greenberg, which suggests that the
number of cogenerators of the divisible part is generically fixed:

Conjecture 7.5. (Greenberg) The order of vanishing of the two-variable p-adic
L-function LGS

p,Q along the line s = k/2 should be either always zero or always one,
at all bar finitely many bad weights k ∈ Uk0 .

Translating back in terms of our half-twisted Selmer groups over Q, this indicates
their OK-coranks at arithmetic primes should be either zero or one, up to finitely
many exceptional weights. One of the important achievements in Nekovár̃’s work
on Selmer complexes was to verify that this is very frequently the case ‘modulo 2’,
i.e. the parity expected in these coranks is almost always either even or odd.
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7.2 The fundamental commutative diagrams

We begin our study of these Selmer groups with some fairly general comments.
For the purposes of discussion G will denote either the group Gal(FΣ/F), or one
of the decomposition groups Gal(Fν/Fν). In particular, both examples satisfy the
p-finiteness condition mentioned in Definition 5.1.

Let T denote a free OK〈〈w〉〉-module of finite rank with a continuous G-action,
which is also a Λwt-module via the Mellin transform. Let P = (gP ) ∈ Spec(Λwt)
be a principal height one prime ideal. The tautological exact sequence

0 = Ker
(× (gP )

) −→ T
×(gP )−→ T −→ T⊗Λwt Λwt/P −→ 0

induces long exact sequences: in continuous G-cohomology,

. . . −→ Hj(G,T)
×(gP )−→ Hj(G,T) −→ Hj

(
G, T⊗Λwt Λwt/P

) −→ . . .

and in discrete G-cohomology,

. . . −→ Hj (G, AT,P ) −→ Hj(G,AT) −→ Hj(G,AT) −→ . . ..

Note we’ve written AT,P for the χcy-twisted dual Homcont

(
T ⊗Λwt Λwt/P, µp∞

)
.

For example, if gP = u0 − (1 + p)k−k0 then clearly T ⊗Λwt Λwt/P = T
∣
∣
∣
w=k−k0

.

In this manner, we can relate G-cohomologies over deformations rings with their
standard p-adic counterparts.

Question. What do these long exact sequences reveal in the specific situation of
a modular elliptic curve E satisfying assumption (p-Ord)?

Lemma 7.6. If T equals either T∞,E or T∞,E ⊗Ψ−1/2, then putting k = k0 = 2
we have equalities

T
∣
∣
w=0 = T⊗Λwt Zp

∼= Tap(Cmin) and H0 (Γwt, AT
) ∼= Cmin[p∞]

where Cmin denotes the Q-isogenous elliptic curve to E which occurs as a subvariety
inside the Jacobian of X1(Np).

As an application, suppose T is either the vertical or the half-twisted lifting of
ρE,p : GQ → Aut

(
Tap(E)

)
. The multiplication by

(
u0 − (1 + p)k−k0

)
-map is just

multiplication by u0 − 1 for a topological generator u0 of the diamond group Γwt.
Thus the specialisation (−)w=0 must correspond to taking the Γwt-coinvariants.
Also, the kernel of multiplication by u0 − (1 + p)k−k0 is precisely the submodule of
Γwt-invariants.



148 Vertical and Half-Twisted Arithmetic

Truncating the continuous long exact sequence above, we obtain

0 −→ Hj(G,T)⊗Λwt Zp −→ Hj
(
G,Tap(Cmin)

) −→ Hj+1 (G, T)Γ
wt −→ 0.

Similarly, in terms of discrete cohomology

0 −→ Hj (G, AT)⊗Λwt Zp −→ Hj+1 (G, Cmin[p∞]
) −→ Hj+1 (G,AT)Γ

wt −→ 0

is also exact.

Proof of Lemma 7.6: Consider the arithmetic pro-variety X̂ = lim←−r≥1X1(Npr)
endowed with its canonical Q-structure. Let T be the vertical representation T∞,E .
The specialisation map

T∞,E � T∞,E ⊗Λwt Zp ↪→ Tap
(
Jac X1(Np)

)

is clearly induced from the projection X̂
proj−→ X1(Np).

Now the Galois representation on T∞,E⊗Λwt Zp is equivalent to ρE,p, in fact the
former is a GQ-stable lattice in the vector space Tap(E) ⊗Zp Qp. By construction
it must be the p-adic Tate module of the elliptic curve Cmin, which is a subvariety
of Jac X1(Np); the identification T∞,E ⊗Λwt Zp

∼= Tap(Cmin) therefore occurs on a
p-integral level. Furthermore, there are naturally isomorphisms

H0 (Γwt, AT∞,E

) ∼= Homcont

(
T∞,E ⊗Λwt Zp, µp∞

)

∼= Homcont

(
Tap(Cmin), µp∞

) ∼= Cmin[p∞] by the Weil pairing.

Finally, the argument for T = T∞,E ⊗ Ψ−1/2 is identical because at weight k = 2
it looks like T∞,E as a Galois module (they differ only at weight k > 2).

�

Remarks: (i) We should point out that if Tap(E) �∼= Tap(Cmin), there must exist
a Q-rational cyclic p-isogeny between these two elliptic curves. This situation can
only happen if our prime is very small, i.e. p ≤ 163. Equivalently, when p > 163
we automatically have an isomorphism Tap(E) ∼= Tap(Cmin) on an integral level.

(ii) The curve Cmin is the optimal X1(Np)-curve lying in the Q-isogeny class for E.
In other words, it is the elliptic curve which admits the smallest degree modular
parametrisation by X1(Np). Conjecturally, the Manin constant associated to this
morphism X1(Np) � Cmin should be ±1, according to Stevens [St, Conj. I, II].

(iii) It is possible to adjust the universal representation T∞ by an element of GL2(R)
so that it specialises to give Tap(E) p-integrally. However in so doing, we pick up
an extra term in our Tamagawa number calculations (via the archimedean periods)
hence there is no net gain in the long term.
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The vertical Selmer diagram.
The obvious strategy is to compare the vertical Selmer group with the p-primary
part of the classical Selmer group for E over F. However we cannot always achieve
this directly, rather the optimal curve Cmin seems to be the natural integral object
to consider. Nevertheless, it is easy to switch between Cmin and E courtesy of the
Isogeny Theorem 1.19.

Let’s begin by writing down maps between the various discrete cohomologies,
both local and global. Assume first that G is the global Galois group Gal

(
FΣ/F

)
.

Putting j = 0 in our truncated exact sequence, we obtain

0 −→ H0 (FΣ/F, AT∞,E

)⊗Λwt Zp −→ H1 (FΣ/F, Cmin[p∞]
)

β∞,E−→ H1 (FΣ/F, AT∞,E

)Γwt

−→ 0.

In particular, observe that the right-hand homomorphism β∞,E is clearly surjective.
The coinvariants H0

(
FΣ/F, AT∞,E

) ⊗Λwt Zp turn up in our Euler characteristic
computations – we abbreviate them with the notation AT∞,E (F)Γwt .

Turning our attention locally, assume ν ∈ Σ is any place of F not lying above p
and set G = Gal

(
Fν/Fν

)
. We claim there exists a map

δ∞,E,ν :
H1

(
Fν , Cmin[p∞]

)

H1
nr
(
Fν , Cmin[p∞]

) −→
(
H1

(
Fν , AT∞,E

)

H1
nr
(
Fν , AT∞,E

)

)Γwt

where H1
nr
(
Fν , Cmin[p∞]

)
denotes the orthogonal complement, to the p-saturation

of the unramified cocycles H1
(
Frobν ,Tap(Cmin)IFν

)
inside of H1

(
Fν ,Tap(Cmin)

)
.

Since H1
nr
(
Fν ,T∞,E

)
is Λwt-torsion, it follows easily that H1

nr
(
Fν ,T∞,E

) ⊗Λwt Zp

is p∞-torsion, and must lie in any p-saturated subgroup of H1
(
Fν ,Tap(Cmin)

)
.

Consequently, the Γwt-coinvariants inject via

H1
nr
(
Fν ,T∞,E

)
Γwt ↪→ the p-saturation of H1(Frobν ,Tap(Cmin)IFν

)

and then dualising we obtain δ∞,E,ν .
On the other hand, let p ∈ SF,p be a finite place of F lying above the prime p.

It is a direct corollary of Theorem 5.18, that the geometric part H1
G
(
Fp,T∞,E

)
is

identified with the family of local points XT∞,E
(Fp). By exploiting the finiteness

of the invariants H1
(
Fp,T∞,E

)Γwt

, it is a simple exercise to show

XT∞,E
(Fp)Γwt = H1

G
(
Fp,T∞,E

)⊗Λwt Zp

↪→ H1
g

(
Fp,Tap(Cmin)

) ∼= Cmin(Fp)⊗̂Zp

the latter isomorphism arising from [BK, Section 3]. Dualising the above yields

δ∞,E,p :
H1

(
Fp, Cmin[p∞]

)

H1
e

(
Fp, Cmin[p∞]

) −→
(
H1

(
Fp, AT∞,E

)

X D
T∞,E

(Fp)

)Γwt

because H1
e

(
Fp, Cmin[p∞]

) ∼= Cmin(Fp)⊗Qp/Zp and XT∞,E
(Fp)⊥ = X D

T∞,E
(Fp).
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These facts are neatly summarised in the following commutative diagram:

0 0


�



�

SelF
(Cmin) [p∞]

α∞,E−→ SelF
(
T∞,E

)Γwt



�



�

H1(FΣ/F, Cmin[p∞]
) β∞,E−→ H1(FΣ/F, AT∞,E

)Γwt



� λCmin



� λ∞,E

⊕

ν∈Σ−SF,p

H1
(
Fν , Cmin[p∞]

)

H1
nr
(
Fν , Cmin[p∞]

) ⊕δ∞,E,ν−→
⊕

ν∈Σ−SF,p

(
H1

(
Fν , AT∞,E

)

H1
nr
(
Fν , AT∞,E

)

)Γwt

⊕
⊕

ν∈SF,p

H1
(
Fν , Cmin[p∞]

)

H1
e

(
Fν , Cmin[p∞]

) ⊕
⊕

ν∈SF,p

(
H1

(
Fν , AT∞,E

)

X D
T∞,E

(Fν)

)Γwt

Figure 7.1

Remark: Both of the columns appearing in Figure 7.1 are left-exact sequences.
The diagram itself is strongly reminiscent of the fundamental diagram involved in
the cyclotomic Iwasawa theory of elliptic curves. However, in the latter theory
there are no extra complications concerning E and the optimal curve Cmin, as the
underlying deformation space is canonically Tap(E)⊗Zp Zp

[[
Gal

(
F(µp∞)/F

)]]
.

Applying the Snake lemma to Figure 7.1, we obtain a long exact sequence

0 −→ Ker(α∞,E) −→ Ker(β∞,E) −→
Im (λCmin) ∩ ⊕Ker(δ∞,E,ν) −→ Coker(α∞,E) → 0

since the map β∞,E is surjective. Analysing the various terms above, will be our
principal objective during the next few pages.

Lemma 7.7. The kernel of β∞,E is a finite p-group of size #Cmin(F)[p∞].

Proof: By definition, the kernel is the module of Γwt-coinvariants

AT∞,E (F)Γwt = H1
(
Γwt, H0(FΣ/F, AT∞,E

))
.

As Γwt is a pro-cyclic group and AT∞,E is a discrete module, the size of the H1 is
the same as that of the H0.
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It follows that

#H1(Γwt, H0(FΣ/F, AT∞,E
)
)

= #H0(Γwt, H0(FΣ/F, AT∞,E
)
)

= #H0(FΣ/F, H0(Γwt, AT∞,E )
)

= #H0
(
FΣ/F, Homcont

(
T∞,E ⊗Λwt Zp, µp∞

))

= #H0
(
FΣ/F, Homcont

(
Tap(Cmin), µp∞

))
.

By the Weil pairing, the interior term is none other than the torsion part Cmin[p∞].
We conclude that the size of the Γwt-coinvariants equals #H0

(
FΣ/F, Cmin[p∞]

)

which is well known to be finite.
�

Lemma 7.8. For each place ν ∈ Σ, the kernel of δ∞,E,ν is a finite p-group.

Proof: It makes good sense to subdivide the calculation into two separate parts.
To begin with, if ν ∈ Σ does not lie over p then #Ker(δ∞,E,ν) equals the size of
the cokernel of

δ̂∞,E,ν : H1
nr
(
Fν ,T∞,E

)
Γwt ↪→ H1

nr
(
Fν ,Tap(Cmin)

)

where the right-hand side above denotes the p-saturation of the unramified cocycles.
However H1

nr
(
Fν ,Tap(Cmin)

)
is itself a finite p-group as ν � p, whence the size of

the kernel of our map δ∞,E,ν is bounded by #H1
nr
(
Fν ,Tap(Cmin)

)
.

Alternatively, if p ∈ Σ does lie over p then #Ker(δ∞,E,p) coincides with the size
of the cokernel of

δ̂∞,E,p : H1
G
(
Fp,T∞,E

)⊗Λwt Zp ↪→ H1
g

(
Fp,Tap(Cmin)

)
.

Clearly the Zp-rank of H1
G
(
Fp,T∞,E

)⊗Λwt Zp is bounded below by the Zp〈〈w〉〉-rank
of H1

G
(
Fp,T∞,E

)
, which is [Fp : Qp] by Theorem 5.18. On the other hand,

rankZpH
1
g

(
Fp,Tap(Cmin)

)
= rankZp

(
E(Fp)⊗̂Zp

)
= [Fp : Qp]

since the formal group of E over OFp has height one whenever (p-Ord) holds true.
Consequently, both H1

G
(
Fp,T∞,E

)⊗Λwt Zp and H1
g

(
Fp,Tap(Cmin)

)
are Zp-modules

of finite type, sharing the same rank. Thus they are commensurate, and the kernel
of δ∞,E,p is therefore finite.

�
Even though the kernels of the maps δ∞,E,ν are finite, to actually calculate their
exact sizes is a highly non-trivial problem. In fact, for the primes lying above p
one needs to use all of the Super Euler system machinery from Chapters V and VI.
However, the formulae we obtain for their orders are both surprising, and suggest
strong links to the improved p-adic L-function discussed in §4.4.
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Before discussing these notions, we had better check the discrete Selmer group is
well behaved as a bundle over weight-space.

Proposition 7.9. The Selmer group SelF
(
T∞,E

)
is cofinitely generated over Λwt,

i.e. its Pontrjagin dual

SelF
(
T∞,E

)∨ = Homcont

(
SelF

(
T∞,E

)
, Qp/Zp

)

is a compact Λwt-module of finite type.

These types of finiteness statement have well known analogues in the cyclotomic
Iwasawa theory of elliptic curves. In the latter situation, the cofinite generation of
the Selmer group over the extension F(µp∞) was first established by Mazur [Mz2],
and then generalised to GL2-extensions in the work of Harris [Ha].

Proof: Applying Lemmas 7.7 and 7.8 to the long exact sequence

0 −→ Ker(α∞,E) −→ Ker(β∞,E) −→
Im (λCmin) ∩ ⊕Ker(δ∞,E,ν) −→ Coker(α∞,E) → 0

we deduce that both the kernel and the cokernel of the map α∞,E are finite groups.

It follows that SelF
(Cmin

)
[p∞]

α∞,E−→ SelF
(
T∞,E

)Γwt

is a quasi-isomorphism.

Because the p-primary part of the Selmer group of Cmin over the field F is
cofinitely generated over the ring Zp, so are the Γwt-invariants of SelF

(
T∞,E

)
.

Equivalently, the number of generators of the compact Zp-module of coinvariants(
SelF

(
T∞,E

)∨)

Γwt
must then be finite. By Nakayama’s lemma, the number of

generators of SelF
(
T∞,E

)∨ over Λwt is also finite and bounded.
�

The half-twisted Selmer diagram.
We once more focus our attention on the line of symmetry s = k/2 in the functional
equation, corresponding to the half-twisted big GQ-representation T∞,E ⊗ Ψ−1/2.
However it should be pointed out that à priori, the half-twisted Selmer group might
not specialise (at weight two) to produce the exact p-primary part of SelF

(Cmin
)
.

Following [NP, §2.3.6] one defines Sel†F
(Cmin

)
as the kernel of

H1
(
FΣ/F, Cmin[p∞]

) ⊕resν−→
⊕

ν∈Σ−SF,p

H1
(
Fν , Cmin[p∞]

)

Cmin(Fν)⊗Qp/Zp
⊕

⊕

ν∈SF,p

H1
(
Fν , Cmin[p∞]

)

WCmin,+
(
Fν

)⊥

where WCmin,+
(
Fν

)
denotes the p-saturation of the subgroup

WCmin,+,0 := Im
(
H1(Fν ,Fil+Tap(Cmin)

)→ H1(Fν ,Tap(Cmin)
))
.
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To cut a long story short, we claim the commutativity of the following diagram
with exact columns:

0 0

�


�

Sel†F
(Cmin) α

−1/2
∞,E−→ SelF

(
T∞,E ⊗Ψ−1/2)Γwt



�



�

H1(FΣ/F, Cmin[p∞]
) β

−1/2
∞,E−→ H1

(
FΣ/F, A

−1/2
T∞,E

)Γwt



� λ

−1/2

Cmin



� λ

−1/2
∞,E

⊕

ν∈Σ−SF,p

H1
(
Fν , Cmin[p∞]

)

H1
nr
(
Fν , Cmin[p∞]

)
⊕δ−1/2

∞,E,ν−→
⊕

ν∈Σ−SF,p




H1

(
Fν , A

−1/2
T∞,E

)

H1
nr

(
Fν , A

−1/2
T∞,E

)





Γwt

⊕
⊕

ν∈SF,p

H1
(
Fν , Cmin[p∞]

)

WCmin,+
(
Fν

)⊥ ⊕
⊕

ν∈SF,p




H1

(
Fν , A

−1/2
T∞,E

)

H1
+
(
Fν

)⊥





Γwt

Figure 7.2

Let’s explain both its existence and properties over the next couple of paragraphs.
Firstly, the global map β−1/2

∞,E arises from the specialisation sequence

0 −→ H0
(
FΣ/F, A

−1/2
T∞,E

)
⊗Λwt Zp −→ H1 (FΣ/F, Cmin[p∞]

)

β
−1/2
∞,E−→ H1

(
FΣ/F, A

−1/2
T∞,E

)Γwt

−→ 0.

If ν ∈ Σ is a place not lying over p, then δ−1/2
∞,E,ν is the dual of the injection

H1
nr

(
Fν ,T∞,E ⊗Ψ−1/2

)

Γwt
↪→ the p-saturation of H1

(
Frobν ,Tap(Cmin)IFν

)

N.B. this method is identical to the construction of its vertical analogue δ∞,E,ν .

Remark: To deal with those primes of OF which lie above p, observe that there
exists a filtered exact sequence of local GQp -modules

0 −→ Fil+Tap(Cmin) −→ Tap(Cmin) −→ Tap(Cmin)
/
Fil+ −→ 0

where Fil+ is identified with the Tate module of the formal group of Cmin over Zp.

In particular, we may consider the Γwt-coinvariants
(
F+

T∞,E ⊗Ψ−1/2
)
⊗Λwt Zp as

a GQp -stable Zp-submodule of the filtered term Fil+Tap(Cmin) above.
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Therefore, one naturally obtains a commutative descent diagram

H1(G,F+
T∞,E ⊗Ψ−1/2)→ H1(G,T∞,E ⊗Ψ−1/2)→ H1(G,T∞,E

/
F+ ⊗Ψ−1/2)



� ⊗ΛwtZp



�⊗ΛwtZp



� ⊗ΛwtZp

H1(G,Fil+Tap(Cmin)
) −→ H1(G,Tap(Cmin)

) −→ H1(G,Tap(Cmin)
/
Fil+

)

which works well for any open subgroup G of the decomposition group above p.
Consequently, if p divides p then δ−1/2

∞,E,p is taken as the dual homomorphism to

H1
+

(
Fp,T∞,E ⊗Ψ−1/2

)
⊗Λwt Zp ↪→ WCmin,+

(
Fp

)
.

In this manner, the definition and also the commutativity of the bottom square
occurring in Figure 7.2, should now become evident.

Question. What is the precise difference between our filtration version Sel†F
(Cmin

)
,

and the classical p∞-Selmer group of Cmin over F?

Lemma 7.10. The p-group Sel†F
(Cmin

)
coincides with SelF

(Cmin
)
[p∞].

Proof: The only conceivable places where the local conditions for Sel†F
(Cmin

)
and

SelF
(Cmin

)
[p∞] might differ, are at the subset of primes SF,p which lie above p.

Let us write V to denote the p-adic representation Tap(Cmin)⊗Zp Qp.
If p divides p and Cmin does not possess split multiplicative reduction over Fp,

then we have a strict equality

H1
g

(
Fp, V

)
= Im

(
H1(Fp,Fil+V

)→ H1(Fp, V
))
.

On the other hand, if the curve Cmin admits split multiplicative reduction over Fp,
then Tate’s rigid analytic parametrisation 0 → Qp(1) → V → Qp → 0 yields the
long exact sequence

0 −→ H0(Fp,Qp

) −→ F×
p ⊗̂ Qp −→ H1

g

(
Fp, V

)

−→ H1
g

(
Fp,Qp

) ∂−→ H2
g

(
Fp,Qp(1)

) −→ H2
g

(
Fp, V

)

where H2
g

(
Fp,W

)
is the linear dual of the Qp-vector space Dcris,Fp

(
W ∗(1)

)ϕ=1.
When W = V the H2

g is zero, and ∂ is an isomorphism; the above degenerates into

F×
p ⊗̂ Qp

||
0 −→ Qp −→ H1(Fp,Fil+V

) −→ H1
g

(
Fp, V

) −→ 0.

In the exceptional case, the corank ofH1
g is one less than that of theH1

(
Fp,Fil+V

)
.

However, we may still identify H1
g

(
Fp, V

)
with the image of H1

(
Fp,Fil+V

)
.

The result follows because the local conditions are identical.
�
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What this result reveals is that one may replace Sel†F
(Cmin

)
with SelF

(Cmin
)
[p∞]

in Figure 7.2, without compromising either its commutativity nor its exactness.
Let us now turn our attention to the restriction maps. Recall that the abstract

Hecke algebra HNp∞ operates on both T∞,E , and the half-twist T∞,E ⊗ Ψ−1/2.
Henceforth, we shall write RE for the local component through which it acts.
To make the most accurate statement, we are forced to work under the following
assumption (which is closely related to Greenberg’s Conjecture 7.5).

Conjecture 7.11. If at each place p ∈ Σ lying over p, we write

Zp = Im
(
H1(Fp,T∞,E ⊗Ψ−1/2)→ H1(Fp,T∞,E/F+ ⊗Ψ−1/2)

)

then the indices
[
H1

(
Fp,T∞,E/F+ ⊗Ψ−1/2

)Γwt

: Z Γwt

p

]
are always finite.

As we shall see in due course, this conjecture can be easily proven in the case where
the curve E does not have split multiplicative reduction at any prime above p.
However, we believe that it holds true in general.

Lemma 7.12. (a) The kernel of β−1/2
∞,E is finite of size #Cmin(F)[p∞];

(b) For each place ν ∈ Σ− SF,p, the kernel of δ−1/2
∞,E,ν is finite;

(c) If RE is Gorenstein, then the kernel of δ−1/2
∞,E,p is cofinitely-generated over Zp

at every place p ∈ SF,p. Furthermore, under Conjecture 7.11

corankZpKer
(
δ

−1/2
∞,E,p

)
=

{
1 if E is split multiplicative at p

0 otherwise.

Proof: The demonstration of (a) is almost identical to the proof of Lemma 7.7.
Likewise, the argument for part (b) is very similar to the first half of Lemma 7.8.
This leaves us with the task of proving (c).

Assume p ∈ Σ is a place over p, and let’s abbreviate T∞,E ⊗ Ψ−1/2 by T
−1/2
∞,E .

Firstly, the invariants/coinvariants sequence for the filtration on T∞,E yields

· · · → (
T∞,E/F+)Γwt

→ (
F+

T∞,E

)
Γwt →

(
T∞,E

)
Γwt →

(
T∞,E/F+)

Γwt → 0

and the left-hand term is zero, because T∞,E/F+ is RE-free in the Gorenstein case.
It follows that one has an identification

0→
(
F+

T
−1/2
∞,E

)

Γwt
→

(
T

−1/2
∞,E

)

Γwt
→

(
T

−1/2
∞,E /F

+
)

Γwt
→ 0


� ∼=


� ∼=


� ∼=

0→ Fil+Tap(Cmin)→ Tap(Cmin) → Tap(Cmin)/Fil+ → 0

since at weight two only, both T∞,E and T
−1/2
∞,E look the same as Galois modules.
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Taking its Gal
(
Fp/Fp

)
-cohomology, one deduces the exactness of

0 = H0
(
Fp,T

−1/2
∞,E /F

+
)
−→ H1

(
Fp,F+

T
−1/2
∞,E

)
−→ H1

(
Fp,T

−1/2
∞,E

)

−→H1
(
Fp,T

−1/2
∞,E /F

+
)
−→H2

(
Fp,F+

T
−1/2
∞,E

)

which shortens to become

0 −→ H1
(
Fp,F+

T
−1/2
∞,E

)
−→ H1

(
Fp,T

−1/2
∞,E

)
−→ Zp −→ 0.

In particular, the quotient H1
(
Fp,T

−1/2
∞,E /F

+
)/Zp must be a Λwt-torsion module

because the H2
(
Fp,F+

T
−1/2
∞,E

)
clearly is.

This time forming the Γwt-cohomology, we obtain a long exact sequence

. . . −→ H0
(
Γwt, H1

(
Fp,T

−1/2
∞,E

))
−→ H0 (Γwt, Zp

) −→

H1
(
Fp,F+

T
−1/2
∞,E

)

Γwt
−→ H1

(
Fp,T

−1/2
∞,E

)

Γwt
−→

(
Zp

)

Γwt
−→ 0.

The left-hand term is isomorphic to H0
(
Fp,Tap(Cmin)

)
, which is obviously finite.

We claim there exists a commutative diagram, with exact rows and columns:

finite finite

�


�

H0(Γwt,Zp

)
H0

(
Fp,Tap(Cmin)/Fil+

)


�


�

0→H1
(
Fp,F+

T
−1/2
∞,E

)

Γwt

f1→ H1
(
Fp,Fil+Tap(Cmin)

)
→ H2

(
Fp,F+

T
−1/2
∞,E

)Γwt

→ 0

�
g1


�
g2


�

0→ H1
(
Fp,T

−1/2
∞,E

)

Γwt

f2−→ H1
(
Fp,Tap(Cmin)

)
−→ finite group −→ 0


�


�

H1
(
Fp,T

−1/2
∞,E /F

+
)

Γwt

f3→ H1
(
Fp,Tap(Cmin)/Fil+

)
.

To see why the map f2 has a finite cokernel, it is equivalent to demonstrate that
the Γwt-invariants of H2

(
Fp,T∞,E ⊗ Ψ−1/2

)
are always finite. By local duality,

they correspond to the Γwt-coinvariants of its dual H0
(
Fp, A

−1/2
T∞,E

)
. However

#H1
(
Γwt, H0

(
Fp, A

−1/2
T∞,E

))
= #H0

(
Γwt, H0

(
Fp, A

−1/2
T∞,E

))

= #H0
(
Fp, Homcont

(
T

−1/2
∞,E ⊗Λwt Zp, µp∞

))

= #H0
(
Fp, Cmin[p∞]

)
= #Cmin(Fp)[p∞] < ∞.
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As an immediate corollary,

#H2
(
Fp,T

−1/2
∞,E

)Γwt

=
[
H1

(
Fp,Tap(Cmin)

)
: H1

(
Fp,T

−1/2
∞,E

)

Γwt

]
< ∞

and our diagram must therefore be correct.

Remark: Returning to the proof of (c), we are required to establish that

Coker
(
δ̂

−1/2
∞,E,p : H1

+

(
Fp,T

−1/2
∞,E

)

Γwt
−→ WCmin,+

(
Fp

))

is finitely-generated over Zp, with the rank required from the statement of 7.12(c).
It is enough to prove this for the quotient module

g2

(
H1

(
Fp,Fil+Tap(Cmin)

))

f2 ◦ g1
(
H1

(
Fp,F+T

−1/2
∞,E

)

Γwt

) .

We proceed by examining the Zp-ranks of g2(. . . ) and f2 ◦ g1(. . . ), and then show
that they differ by at most one.

Chasing round our diagram and noting the injectivity of f2, yields the equality

rankZpIm
(
f2 ◦ g1

)
+ rankZpH

0(Γwt,Zp

)
= rankZpH

1
(
Fp,F+

T
−1/2
∞,E

)

Γwt

– we shall refer to this quantity as r+(Fp), say. On the other hand,

rankZpIm(g2) = rankZpH
1
(
Fp,Fil+Tap(Cmin)

)
− rankZpH

0
(
Fp,Tap(Cmin)/Fil+

)

= r+(Fp) + rankZpH
2
(
Fp,F+

T
−1/2
∞,E

)Γwt

− dimQp

(
V/Fil+

)GFp

where V = Tap(Cmin)⊗Zp Qp. Furthermore, by local duality

rankZpH
2
(
Fp,F+

T
−1/2
∞,E

)Γwt

= corankZpH
0
(
Fp, AF+T

−1/2
∞,E

)

Γwt

= dimQpH
0
(
Fp,Qp ⊗Zp Fil+Tap(Cmin)∗(1)

)
.

Remark: To simplify matters we now suppose Conjecture 7.11 holds, whence

rankZpH
0(Γwt,Zp

)
= rankZpH

0
(
Γwt, H1

(
Fp,T

−1/2
∞,E /F

+
))

= rankZpH
0
(
Fp,Tap(Cmin)/Fil+

)
= dimQp

(
V/Fil+

)GFp .

As an immediate consequence,

rankZpIm(g2) = r+(Fp) − rankZpH
0(Γwt,Zp

)
+ rankZpH

2
(
Fp,F+

T
−1/2
∞,E

)Γwt

= rankZpIm
(
f2 ◦ g1

)
+ dimQp

(
Qp ⊗Zp Fil+Tap(Cmin)∗(1)

)GFp
.
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In the non-exceptional case, the Qp-dimension of
(
Qp ⊗Zp Fil+Tap(Cmin)∗(1)

)GFp

is zero, which means that

rankZpIm(g2) = rankZpIm
(
f2 ◦ g1

)
= r+(Fp).

In the exceptional case, the Qp-dimensions of
(
Qp⊗Zp Fil+Tap(Cmin)∗(1)

)GFp and

also of H0
(
Fp, V/Fil+

)
are both one, hence

rankZpIm(g2) = rankZpIm
(
f2 ◦ g1

)
+ 1 = r+(Fp).

Finally, if Conjecture 7.11 is false(!) then the whole argument works fine, except
we are unable to eliminate rankZpH

0
(
Γwt,Zp

)
from our formulae.

�

Arguing as we did in the vertical case, the Snake lemma applied to Figure 7.2
produces the long exact sequence

0 −→ Ker
(
α

−1/2
∞,E

)
−→ Ker

(
β

−1/2
∞,E

)
−→

Im
(
λ

−1/2
Cmin

)
∩ ⊕Ker

(
δ

−1/2
∞,E,ν

)
−→ Coker

(
α

−1/2
∞,E

)
→ 0.

In the Gorenstein situation, by Lemma 7.12 each term is of cofinite-type over Zp,
and the first two terms are certainly finite p-groups. Consequently

SelF
(Cmin) [p∞]

α
−1/2
∞,E−→ SelF

(
T∞,E ⊗Ψ−1/2)Γwt

is a quasi-injective map, and its cokernel is cofinitely-generated. The module of
coinvariants

(
SelF

(
T∞,E ⊗Ψ−1/2

)∨)

Γwt
must then be finitely-generated over Zp,

in which case Nakayama’s lemma implies

Corollary 7.13. The half-twisted Selmer group SelF
(
T∞,E ⊗Ψ−1/2

)
is cofinitely

generated over the weight algebra Λwt, provided the local factor RE is Gorenstein.

If the local component is not Gorenstein, we still expect the half-twisted Selmer
group to be of cofinite-type over Λwt. However, we are unable to prove that the
kernel of δ−1/2

∞,E,p is cofinitely-generated over Zp. This apparent anomaly should
not worry us too much, since these universal deformations tend to yield complete
intersection rings, anyway.

It should be pointed out that the proof of cofinite-generation for both the vertical
and the half-twisted Selmer groups, is very much inspired by analogous techniques
in the cyclotomic Iwasawa theory of elliptic curves. The reader who is familiar with
the latter theory will probably spot many connections between the two approaches.
Indeed many of the theorems in the next section rely heavily on finiteness results,
which so far have only been proved using p-adic Euler systems.
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7.3 Control theory for Selmer coranks

Let us begin with some general comments on the structure theory of Λ-modules.
Assume that M is some finitely-generated, compact Λ-module where Λ ∼= Zp[[X]],
e.g. Λ might denote the weight algebra Λwt, or the cyclotomic Iwasawa algebra.
The first invariant is its Λ-rank, i.e. the number of copies of Λ contained inside M .
For instance if rankΛ(M) = 0, we say that M is Λ-torsion.

Remark: Given M = Homcont (S, Qp/Zp) with S of cofinite-type over Λ, then

TorsΛ(M) ∼= Homcont
(
S/Λ-div, Qp/Zp

)

will automatically be Λ-torsion (here S/Λ-div means we have quotiented S by its
maximal (p,X)-divisible submodule). In particular, this construction is a neat way
of extracting a Λ-torsion component from a non-Λ-torsion module.

We shall now assume that M is Λ-torsion. By the structure theory, it sits inside

0 −→ finite group −→ M −→
r⊕

i=1

Λ
Peii

−→ finite group −→ 0

which is an exact sequence of Λ-modules. The Pi’s are those height one prime ideals
in Spec(Λ), occurring in the support of M . Moreover, the product

charΛ(M) =
r∏

i=1

Peii

constitutes the characteristic ideal of M .
Since Λ is a principal ideal domain, charΛ(M) has a single generator called the

characteristic power series (which is well-defined modulo Λ×). Rather confusingly,
we sometimes refer to this generator of the characteristic ideal, also as charΛ(M).
Lastly, under the isomorphism Λ ∼= Zp[[X]] there is a factorisation

charΛ(M) = pµ(M) × F (X)× U(X)

where F (X) is a distinguished polynomial, and U(X) is an invertible polynomial.
The quantity µ(M) ≥ 0 is commonly known as the µ-invariant of M .

Definition 7.14. Suppose T denotes either T∞,E or its half-twist T∞,E ⊗Ψ−1/2.
We define the Tate-Shafarevich series

IIIF(T) := charΛwt

(
Homcont

(
SelF

(
T
)/

Λwt-div
, Qp/Zp

))

or equivalently, it’s the characteristic power series of TorsΛwt

(
SelF

(
T
)∨).
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As the notation suggests, the power series IIIF(T) should interpolate the individual
Tate-Shafarevich groups attached to the eigenforms in the Hida family

{
fk
}
k∈UE

.
More precisely, for appropriate values of n ≥ 0 we expect connections between

dnIIIF(T)
dXn

∣
∣
∣
∣
∣
X=(1+p)k−2−1

and #IIIF
(
T
∣
∣
X=(1+p)k−2−1

)
[p∞].

At weight k = 2, we may therefore ask the following:

Question. What is the precise relationship between the leading term of IIIF(T)
and the p-primary part of the Tate-Shafarevich group of E over F?

The actual answer is quite involved, and will occupy the next couple of chapters.
For the moment, let us focus exclusively on the vertical representation T = T∞,E .
We want to prove the Λwt-cotorsion of the vertical Selmer group under various
hypotheses, so the first result we will need is a Control Theorem.

Let V be a p-adic representation equipped with a continuous Gal
(
FΣ/F

)
-action.

Following [BK, §5.1], one defines H1
f,SpecOF

(
FΣ/F, V

)
as the kernel of

H1(FΣ/F, V
) ⊕resν−→

⊕

ν∈Σ−SF,p

H1
(
Fν , V

)

H1
nr
(
Fν , V

) ⊕
⊕

ν∈SF,p

H1
(
Fν , V

)

H1
f

(
Fν , V

) .

Moreover, if T ⊂ V is a Galois-stable Zp-lattice and A = V/T , we define its discrete
version H1

f,SpecOF

(
FΣ/F, A

)
to be the kernel of

H1(FΣ/F, A
) ⊕resν−→

⊕

ν∈Σ−SF,p

H1
(
Fν , A

)

H1
nr
(
Fν , A

) ⊕
⊕

ν∈SF,p

H1
(
Fν , A

)

pr∗H1
f

(
Fν , V

) .

One may then replaceH1
f (Fν ,−) with the possibly larger local conditionH1

g (Fν ,−),
and obtain analogous objects H1

g,SpecOF

(
FΣ/F,−

)
.

Theorem 7.15. (Smith) Assume that the prime p does not ramify in the field F.
Then for all bar finitely many arithmetic weights k ∈ UE , the natural map

H1
g,SpecOF

(
FΣ/F, AT∞,E

[× gk
]) −→ SelF

(
T∞,E

)[× gk
]

has finite kernel and cokernel, bounded independently of gk = u0 − (1 + p)k−2.

Note that we have written [×g] above, for the kernel of multiplication by g ∈ Λwt.
The control theorem itself allows us to relate the specialisation of SelF

(
T∞,E

)
at

weight k ∈ UE , with the Bloch-Kato Selmer group attached to each eigenform fk.
Provided the latter are generically small, then so is the Λwt-corank of SelF

(
T∞,E

)
.

A proof of Theorem 7.15 is supplied in Appendix C by P. Smith.
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Theorem 7.16. (Kato) Assume that F is an abelian number field, and that f = fk
denotes an eigenform whose p-adic Galois representation is residually irreducible.
Then the vector space Selmer group

H1
f,SpecOF

(
FΣ/F, V ∗

fk

)
= 0

whenever the weight k of fk is at least 3.

In fact, if the weight k = 2 then H1
f,SpecOF

(
FΣ/F, V ∗

fE

)
must contain E(F)⊗̂ Qp.

It follows when the Mordell-Weil group has an F-rational point of infinite order,
the Selmer group H1

f,SpecOF
cannot be zero.

Splicing together Theorems 7.15 and 7.16, we can at last make an interesting
statement about the arithmetic of the vertical deformation.

Corollary 7.17. Assume (i) F is an abelian number field, (ii) the prime p does
not ramify in F, and (iii) that ρ∞,E is residually irreducible. Then

rankΛwt

(
SelF

(
T∞,E

)∨) = 0

i.e. the discrete Selmer group SelF
(
T∞,E

)
is Λwt-cotorsion.

Proof: We first verify H1
f,SpecOF

(
FΣ/F, V ∗

fk

)
is equal to H1

g,SpecOF

(
FΣ/F, V ∗

fk

)
.

This claim certainly follows, provided the local conditions at the primes p ∈ SF,p
are the same for each Selmer group. By [BK, Corr 3.8.4], we have an equality

dimQp

(
H1
g/f

(
Fp, V

∗
fk

))
= dimQp

(
Dcris,Fp

(
Vfk(1)

)/
(ϕ− 1)

)
.

However, the Frobenius cannot have eigenvalue one as the slopes would be wrong.
We conclude that H1

g/f is indeed zero, whence our claim.
By condition (iii), there exists an infinite subset U ′ ⊂ UE ∩N of integral weights

such that if k ≥ 2 belongs to U ′, then ρ∞,E mod gk ∼= ρ∨
fk is residually irreducible

as a GQ-representation. Specifically at weight k ≥ 3, by applying Theorem 7.16
one discovers that H1

g,SpecOF

(
FΣ/F, V ∗

fk

)
= 0. Consequently, the discrete version

H1
g,SpecOF

(
FΣ/F, AT∞,E

[× gk
])

corresponding to the lattice T∞,E ⊗Λwt,gk
Zp ⊂ V ∗

fk , must then be a finite p-group.
The Control Theorem 7.15 implies that SelF

(
T∞,E

)[ × gk
]

is also a finite group,
after possibly jettisoning finitely many bad weights from U ′.

To finish off the argument, we show SelF
(
T∞,E

)
contains no copies of

(
Λwt

)∨.
Courtesy of Proposition 7.9, we know SelF

(
T∞,E

)
is cofinitely-generated over Λwt.

In particular, its (p,X)-divisible part must be trivial, because the specialisations
at infinitely many distinct weights k ∈ U ′ are finite.

Thus the Pontrjagin dual of SelF
(
T∞,E

)
is Λwt-torsion, as required.

�
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The connection with Greenberg’s conjecture.
We now shift discussion to the half-twisted Galois representation T = T∞,E⊗Ψ−1/2

which deforms ρE,p : GQ −→ AutZp

(
Tap(E)

)
along the line of symmetry s = k/2.

To simplify matters, for the moment assume that F is an abelian extension of Q

such that the prime p does not ramify in OF.
For every eigenform fk in our Hida family, there is a product decomposition

L
(
fk/F, s∞

)
=

∏

ψ∈XF

L
(
fk ⊗ ψ, s∞

)
, s∞ ∈ C

where XF = Hom
(
Gal(F/Q),Gmult

)
is the character group associated to F/Q.

Because p is unramified, the conductor of each ψ is coprime to the level of fk.
Consequently these twists fk ⊗ ψ are all p-stabilised newforms.

Recall that Greenberg’s Conjecture 7.5 predicts for each given ψ, the order of
vanishing of the p-adic L-function Lp

(
fk⊗ψ, s

)
at the point s = k/2 is either always

zero or always one (except at finitely many bad weights).

Remarks: Assume that Vfk is residually irreducible as a GQ-representation, and
the weight k ∈ UE is an even integer:

(a) If k ≥ 3 and ords=k/2Lp
(
fk, ψ, s

)
= 1, then

dimQpH
1
f,SpecZ

(
Q, Vfk ⊗ ψχk/2cy

)
= 1 by [Ne2, Thms C, D];

(b) If k ≥ 2 and ords=k/2Lp
(
fk, ψ, s

)
= 0, then

H1
f,SpecZ

(
Q, Vfk ⊗ ψχk/2cy

)
= 0 by [Ka1, Thm 14.2].

It clearly follows that the ψ−1-component of H1
f,SpecOF

(
FΣ/F, Vfk⊗χk/2cy

)
will have

dimension equal to ords=k/2Lp
(
fk, ψ, s

)
, again discarding finitely many weights.

However in the non-exceptional situation, it is also widely conjectured

ords=k/2 Lp
(
fk, ψ, s

)
= ords∞=k/2 L

(
fk, ψ, s∞

)

because there is no trivial p-adic zero to contend with.
Therefore Greenberg’s conjecture implies the order of vanishing of L

(
fk/F, s∞

)

along the central line s∞ = k/2, should coincide generically with

corankZp H
1
f,SpecOF

(
FΣ/F, T

−1/2
∞,E ⊗Λwt,gk

Zp

)
.

We can now relax our assumption that the number field F is abelian.

Conjecture 7.18. Providing the right-hand side exists,

rankΛwt

(
SelF

(
T∞,E ⊗Ψ−1/2)∨) = the generic orders∞=k/2 L

(
fk/F, s∞

)
.

This prediction is a direct translation of Conjecture 7.5, in terms of the behaviour
of the half-twisted Selmer group interpolating

{
fk
}
k∈UE

.
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Let’s try to understand what this statement means about the Selmer rank of E.
However we might need to make a few assumptions, in order to obtain a formula
with some meat on it.

Throughout we supposeRE is a Gorenstein ring, and that Conjecture 7.11 holds.
Let rgen(F) denote the generic order of vanishing of L

(
fk/F, s∞

)
along s∞ = k/2.

Writing ĨII
−1/2

for the Λwt-torsion submodule of SelF
(
T∞,E ⊗Ψ−1/2

)∨, and with
the proviso that Conjecture 7.18 is true:

rankZp

(
ĨII

−1/2⊗Λwt Zp

)
= corankZpSelF

(
T∞,E ⊗Ψ−1/2

)Γwt

− rgen(F).

Furthermore, diagram chasing around Figure 7.2 then employing Lemma 7.12(c),
we quickly discover

corankZpSelF
(
T∞,E ⊗Ψ−1/2

)Γwt

= corankZpSelF
(Cmin) [p∞] + #Ssplit

F,p

where Ssplit
F,p ⊂ SF,p is the set of primes at which E has split multiplicative reduction.

Since E and Cmin are isogenous elliptic curves over F (in fact over the rationals),
it is acceptable to swap the coranks of their respective p∞-Selmer groups over F.
One concludes that

rankZp

(
ĨII

−1/2
)

Γwt

= corankZpSelF (E) [p∞] + #Ssplit
F,p − rgen(F).

Remark: To make further progress, we will assume ĨII
−1/2

exhibits a semi-simple

Λwt-structure at the prime ideal (X). In other words ĨII
−1/2

should contain no
pseudo-summands of the form Zp[[X]]

/
Xj

Zp[[X]] with j > 1.

In this situation, both Zp-ranks of the Γwt-coinvariants and the Γwt-invariants of

ĨII
−1/2

are exactly the same. Moreover, this quantity will coincide with the order
of vanishing of the characteristic power series IIIF

(
T

−1/2
∞,E

)
at the point X = 0.

As a corollary,

ordX=0IIIF
(
T

−1/2
∞,E

)
= rankZE(F) + corankZpIIIF (E) [p∞] + #Ssplit

F,p − rgen(F).

Last of all, we’ll now take the field F to be an abelian extension of the rationals.
The p-adic Birch and Swinnerton-Dyer Conjecture predicts the triple summation

rankZE(F) + corankZpIIIF (E) [p∞] + #Ssplit
F,p

is equal to the order of vanishing of the p-adic L-function Lp(E/F, s) at s = 1.

However the latter function coincides with LGS
p

(
f/F, 2, s

)
up to an I-adic period,

i.e. up to a non-zero scalar.
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Conjecture 7.19. The order of vanishing of IIIF
(
T

−1/2
∞,E

)
at X = 0 equals

orders=1LGS
p

(
f/F, 2, s

)
− the generic orders=k/2LGS

p

(
f/F, k, s

)

under the various hypotheses made above.

The Conjectures 7.18 and 7.19 appear very plausible when considered in tandem.
The former predicts that the number of copies of (Λwt)∨ = Homcont

(
Λwt,Q/Z

)

lying inside the half-twisted Selmer group, is governed by the generic behaviour of
LGS
p

(
f/F, k, s

)
. The latter conjecture then corrects by the p-adic L-function of E

which plays the rôle of a ‘weight two error term’.

Example 7.20. Consider the modular elliptic curve E = X0(11) and put F = Q.
As we already saw in 4.14, if p = 11 then RE ∼= Z11[[X]] which is clearly Gorenstein.
Writing f ∈ Λwt[[q]] for the Hida family lifting X0(11) at p, then f2 = fX0(11) and
f12 is the 11-stabilisation of the Ramanujan ∆-function.

The generic rank may be computed via specialisation at weight 12:

rgen(Q) = orders=6 Lp
(
f12, s

)
= orders=6 L

(
∆, s

)
= 1.

The Greenberg-Stevens formula implies that L11
(
f2, s

)
has a simple zero at s = 1

because L
(
X0(11), 1

) �= 0. Finally, we expect from Conjecture 7.19 that

ordX=0 IIIF
(
T

−1/2
∞,E

)
= orders=1 L11

(
f2, s

) − rgen(Q) = 0.

In other words, IIIF
(
T

−1/2
∞,E

)
= a0 + a1X + a2X

2 + · · · where a0 �= 0.

Question. What is the 11-adic valuation of the constant term a0?

In the next two chapters, we will find complete solutions to questions of this type.
More generally, for any strong Weil curve E which is ordinary at a prime p ≥ 3,
we prove formulae for the leading term of the characteristic power series IIIF

(
T
)

where T denotes either T∞,E , or its half-twist T∞,E ⊗Ψ−1/2.



CHAPTER VIII

Diamond-Euler Characteristics: the Local Case

We now have a pretty good idea of what Λwt-coranks to expect for both the vertical
and the half-twisted Selmer groups, the latter subject to Greenberg’s conjecture.
However there are several other invariants attached to these objects, which have
deep arithmetic significance. Those occurring at weight two are connected to the
Birch and Swinnerton-Dyer formula, whilst at weight greater than two they relate
to the Bloch-Kato conjectures.

Pioneering the cyclotomic Iwasawa theory of elliptic curves, Mazur et al [Mz2]
analysed the structure of the Selmer group over the Zp-extension, and essentially
recovered the BSD formulae. This corresponds to the line k = 2 in the (s, k)-
plane. One of our tasks will be to compute invariants along the vertical line
s = 1, and along the line of symmetry s = k/2. These quantities equate with
the power of p occurring in the leading term of IIIF

(
T∞,E

)
and IIIF

(
T

−1/2
∞,E

)
,

respectively.

One of the principal reasons why we wish to know the leading terms, relates to
the so-called two-variable ‘Main Conjecture of Iwasawa theory’ for the Hida family.
This statement predicts that the Greenberg-Stevens p-adic L-function generates
the characteristic ideal of the Selmer group, deformed as a sheaf over the (s, k)-
plane. To make the connection precise, it is necessary to match up the leading
terms of the analytic and algebraic L-functions. The former is estimated using p-
adic BSD, whilst the latter arises from determinants of certain Galois cohomology
sequences.

To work out these quantities, we need to study the Γwt-Euler characteristic of
both vertical and half-twisted versions – the calculation breaks up into a local
problem and a global problem. The global issues are resolved in Chapters IX and
X, and involve introducing p-adic weight pairings, and likewise p-adic height pair-
ings. These in turn allow us to define regulators, which (conjecturally) should not
vanish.

The local side of the problem will be dealt with exclusively here in this chapter.
The main difficulty is to evaluate the size of the kernels of the local restriction maps
δ∞,E,ν and δ

−1/2
∞,E,ν at the finite primes ν of F. In general, this is way too difficult!

To make the calculation tractable, there are two assumptions we are forced into.
The first hypothesis requires that the number field F be an abelian extension of Q

(this allows us to exploit properties of the super zeta-elements). The second one
assumes that the local component through which the Hecke algebra acts on T∞,E

is a complete intersection ring.

As motivation for what is to come, let’s begin by explaining the simplest case.
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8.1 Analytic rank zero

Throughout this chapter, we suppose that E is a modular elliptic curve over Q

satisfying the condition (p-Ord). In addition, we also assume

Hypothesis(F-ab). The number field F is an abelian extension of the rationals
such that the prime p does not ramify as an ideal of OF.

Rather than rush headlong into tackling the most general situation, in this section
we outline a very special case of our calculations. The reason for this simplification
is due to the following deep result [Kv,Ka1].

Theorem 8.1. If L(E/F, 1) is non-zero and ρE,p : GQ → GL2(Zp) is a residually
irreducible Galois representation, then the Selmer group of E over F is finite.

In particular, whenever E has analytic rank zero over F then #SelF
(
E
)
[p∞] <∞.

Because E and Cmin are Q-isogenous, the p-primary part of SelF
(Cmin
)

is also finite.
In this section only, we will work under the assumption that L(E/F, 1) �= 0.

Let’s focus first on the vertical deformation of Tap(E), i.e. the straight line s = 1.
Recalling the existence of the quasi-isomorphism

SelF
(Cmin) [p∞]

α∞,E−→ SelF
(
T∞,E

)Γwt

one easily deduces the finiteness of the Γwt-invariants of the vertical Selmer group.
Furthermore, the characteristic power series of SelF

(
T∞,E

)
is non-zero at X = 0,

and has leading term

IIIF
(
T∞,E

)∣∣
∣
X=0

= χ
(
Γwt, SelF

(
T∞,E

))

up to p-adic units, of course. Note that the Γwt-Euler characteristic is defined by

χ
(
Γwt, SelF

(
T∞,E

))
:=

∞∏

j=0

(
#Hj
(
Γwt, SelF(T∞,E)

))(−1)j

=
#H0
(
Γwt, SelF

(
T∞,E

))

#H1
(
Γwt, SelF

(
T∞,E

))

since Γwt ∼= Zp has cohomological dimension one.

Question. How should we compute alternating products of this form?

The answer lies hidden in the fundamental commutative diagram in Figure 7.1.
Chasing around the kernel/cokernels of the three horizontal maps, we find

χ
(
Γwt,SelF

(
T∞,E

))
=

#SelF
(Cmin
)
[p∞]×#

(
Im
(
λCmin

) ∩⊕ν∈Σ #Ker
(
δ∞,E,ν

))

#Ker
(
β∞,E

) × #H1
(
Γwt, SelF

(
T∞,E

)) .

In particular, by Lemmas 7.7 and 7.8 each of these terms above is a finite p-group.
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Corollary 8.2. If L(E/F, 1) �= 0 and ρE,p is residually irreducible, then

IIIF
(
T∞,E

)∣∣
∣
X=0

=
#IIIF
(Cmin
)
[p∞]

#Cmin
(
F
)
[p∞]

× #H1
(
Γwt, SelF

(
T∞,E

))−1

×
∏
ν∈Σ #Ker

(
δ∞,E,ν

)

∏
ν∈Σ

[
Ker
(
δ∞,E,ν

)
: Im
(
λCmin

) ∩Ker
(
δ∞,E,ν

)]

up to an element in Z
×
p .

Proof: Observe that Cmin(F) is finite because the Selmer group containing it is,
whence SelF

(Cmin
)

is isomorphic to IIIF
(Cmin
)
. Moreover, the kernel of β∞,E has

size #Cmin
(
F
)
[p∞] by Lemma 7.7 again.

�
Remark: In the analytic rank zero situation, this corollary reduces the evaluation
of IIIF(T∞,E) at X = 0 into the computation of two separate quantities:

(A)
∏

ν∈Σ

#Ker
(
δ∞,E,ν

)
; and

(B) #H1
(
Γwt, SelF

(
T∞,E

)) ×
∏

ν∈Σ

[
Ker
(
δ∞,E,ν

)
: Im
(
λCmin

) ∩Ker
(
δ∞,E,ν

)]
.

The first calculation is basically local, and occupies the remainder of this chapter.
The second part (B) is global, and constitutes the majority of Chapter IX.

Eliminating Corollary 7.11.
Let us now shift our attention to the half-twisted representation T = T∞,E⊗Ψ−1/2,
i.e. to the central line s = k/2. What causes something of a nuisance is the failure
of the quasi-injective map

SelF
(Cmin) [p∞]

α
−1/2
∞,E−→ SelF

(
T∞,E ⊗Ψ−1/2

)Γwt

to be quasi-surjective, if there are primes above p where E is split multiplicative.
More precisely, if RE is Gorenstein and under Conjecture 7.11

corankZpSelF
(
T∞,E ⊗Ψ−1/2

)Γwt

= corankZpSelF
(Cmin) [p∞] + #Ssplit

F,p

= 0 + #Ssplit
F,p

where the notation Ssplit
F,p denotes the split multiplicative primes for E lying over p.

The following result works whether or not L(E/F, s) vanishes at s = 1.

Lemma 8.3. If Ssplit
F,p = ∅ and RE is Gorenstein, then Conjecture 7.11 holds true.

For example, if E admits complex multiplication then its j-invariant is p-integral,
in which case there are no primes of split multiplicative reduction, that is Ssplit

F,p = ∅.
It follows that 7.11 is true for all CM elliptic curves over Q.
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Proof of 8.3: We need to establish for all p ∈ SF,p that the index

[
H1(Fp,T∞,E/F+ ⊗Ψ−1/2)Γwt

: Z Γwt

p

]

is finite, where Zp = Im
(
H1
(
Fp,T∞,E ⊗ Ψ−1/2

) → H1
(
Fp,T∞,E/F+ ⊗ Ψ−1/2

))
.

If we set T = T∞,E ⊗Ψ−1/2 then there is a short exact sequence

0 −→ H0(Fp,T/F+)⊗Λwt Zp −→ H0(Fp,Tap(Cmin)/Fil+
)

−→ H1(Fp,T/F+)Γwt

−→ 0.

The middle group is finite, because as a Gal
(
Fp/Fp

)
-module

Qp ⊗Zp

(
Tap(Cmin)

/
Fil+
)
�∼= Qp

when E is not split multiplicative at p. The finiteness of H1
(
Fp,T/F+

)Γwt

follows.
�

We are understandably cautious in relying on too many hypotheses and conjectures.
Thus our calculation of the Euler characteristic for the half-twisted Selmer group
will only be in the situation where E does not have split multiplicative reduction
at any of the primes above p.

Corollary 8.4. Assume that RE is Gorenstein, and the subset Ssplit
F,p ⊂ Σ is empty.

If L(E/F, 1) �= 0 and ρE,p is residually irreducible,

IIIF
(
T∞,E ⊗Ψ−1/2

) ∣∣
∣
∣
X=0

=
#IIIF
(Cmin
)
[p∞]

#Cmin
(
F
)
[p∞]

× #H1
(
Γwt, SelF

(
T

−1/2
∞,E

))−1

×
∏
ν∈Σ #Ker

(
δ

−1/2
∞,E,ν

)

∏
ν∈Σ

[
Ker
(
δ

−1/2
∞,E,ν

)
: Im
(
λ

−1/2
Cmin

) ∩Ker
(
δ

−1/2
∞,E,ν

)]

up to elements of Z
×
p .

Proof: To establish the finiteness of SelF
(
T

−1/2
∞,E

)Γwt

we just apply Lemma 7.12(c).
The argument reduces to a familiar diagram chase, this time around Figure 7.2
rather than Figure 7.1 (otherwise, the details are identical to the previous corollary).

�
Let us now return to the general case, and ask what happens if L(E/F, 1) is zero.
We can no longer say that the Γwt-invariants of our big Selmer groups are finite,
and therefore expect the associated Tate-Shafarevich series to vanish at X = 0.

In Chapter IX, we obtain formulae for the leading term of these characteristic
power series IIIF(−), even when the analytic rank of E over F is strictly positive.
However, we need to work under a certain semi-simplicity criterion governing the
underlying Zp[[X]]-modules.

In the sequel, we drop all hypotheses concerning the order of L(E/F, s) at s = 1.
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8.2 The Tamagawa factors away from p

In order to work out the kernels of the restriction maps on local cohomology, it is
sensible to distinguish between primes that lie over p, and the primes that don’t.
In this section we complete the latter analysis, which is far easier than the former.
Let ν ∈ Σ such that ν � p; we want to calculate the size of

Ker



δ∞,E,ν :
H1
(
Fν , Cmin[p∞]

)

H1
nr
(
Fν , Cmin[p∞]

) −→
(
H1
(
Fν , AT∞,E

)

H1
nr
(
Fν , AT∞,E

)

)Γwt



and in the half-twisted scenario, the size of

Ker




δ

−1/2
∞,E,ν :

H1
(
Fν , Cmin[p∞]

)

H1
nr
(
Fν , Cmin[p∞]

) −→



H1
(
Fν , A

−1/2
T∞,E

)

H1
nr

(
Fν , A

−1/2
T∞,E

)





Γwt


.

This leads us nicely onto the concept of a Tamagawa factor for a p-adic deformation.

Definition 8.5. Let T denote either T∞,E , or its half-twisted form T∞,E⊗Ψ−1/2.
For a positive integral weight k ∈ UE, we define

Tam(k)
Fν

(
T
)

:= #
(
Zp ⊗Λwt,gk

TorsΛwtH1(IFν , T
)Frobν=1

)

which is an integral power of p, called the νth-Tamagawa number of T at k.

The following compiles a list of some basic properties for these numbers.

Lemma 8.6. (i) If the prime ν � Np, then Tam(k)
Fν

(
T
)

= 1 for all k as above;

(ii) If the prime ν|N , then Tam(k)
Fν

(
T
)

divides the Tamagawa number associated
to the lattice T⊗Λwt,gk

Zp by Fontaine and Perrin-Riou;

(iii) At weight two, Tam(2)
Fν

(
T
)

divides the p-primary part of
[Cmin(Fν) : Cmin

0 (Fν)
]
.

Proof: To show (i), we simply remark that H1
(
IFν , T

) ∼= T(−1) since the lattice
T is unramified at the prime ν. In particular, its Λwt-torsion submodule is trivial.

To prove that part (ii) is true, one observes any cocycle x ∈ H1
(
IFν , T

)
which

is gk-torsion, is also killed by the power pn with n = ordp

(

#
(
T⊗Λwt,gk

Zp

)IFν
TIFν ⊗Λwt,gk

Zp

)

.

Clearly there is an injection

TorsΛwtH1(IFν , T
)⊗Λwt,gk

Zp ↪→ TorsZpH
1
(
IFν , T⊗Λwt,gk

Zp

)

which respects taking the Frobenius invariants at ν. It follows that Tam(k)
Fν

(
T
)

divides into #TorsZpH
1
(
IFν , T ⊗Λwt,gk

Zp

)Frobν=1
. The latter is precisely the

definition of the p-adic Tamagawa factors given in [FPR].
Finally, part (iii) is just a special case of (ii) since T⊗Λwt,g2

Zp
∼= Tap(Cmin).

�
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Proposition 8.7. (i) #Ker
(
δ∞,E,ν

)
=

∣
∣[Cmin(Fν):Cmin

0 (Fν)
]∣∣−1

p

Tam(2)
Fν

(
T∞,E

) for all ν � p;

(ii) #Ker
(
δ

−1/2
∞,E,ν

)
=

∣
∣[Cmin(Fν):Cmin

0 (Fν)
]∣∣−1

p

Tam(2)
Fν

(
T∞,E⊗Ψ−1/2

) for all ν � p.

Proof: We start with the vertical case (i). By definition δ∞,E,ν is the dual of

δ̂∞,E,ν : H1
nr
(
Fν ,T∞,E

)⊗Λwt Zp ↪→ H1
nr
(
Fν ,Tap(Cmin)

)

where the right-hand term was the p-saturation of

H1
(
Frobν , Tap

(Cmin)IFν
) ∼= Tap

(Cmin
)IFν

(Frobν − 1)
.

In fact H1
nr
(
Fν ,T∞,E

)
is all of H1

(
Fν ,T∞,E

)
when ν � p, as the Λwt-rank is zero.

Remark: The key quantity we need to calculate is

#Coker
(
δ̂∞,E,ν

)
=
[
H1

nr
(
Fν ,Tap(Cmin)

)
: H1(Fν ,T∞,E

)⊗Λwt Zp

]
.

To begin with, there is an exact sequence

0 −→ T
IFν

∞,E ⊗Λwt Zp −→ Tap(Cmin)IFν −→ H1(IFν ,T∞,E

)Γwt

−→ 0.

Further, T
IFν

∞,E ⊗Λwt Zp coincides with
(
T∞,E ⊗Λwt Zp

)IFν = Tap(Cmin)IFν because
inertia must act trivially on Zp, through the weight two specialisation g2 = u0 − 1.

As a corollary H1
(
IFν ,T∞,E

)Γwt

must be zero.

The group Gal
(
Funr
ν /Fν

)
is topologically generated by the Frobenius element, and

has cohomological dimension ≤ 1. There is an identification

H1
(
Frobν , T

IFν
∞,E

)

Γwt

∼=
(

T
IFν

∞,E

(Frobν − 1).T IFν
∞,E

)

⊗Λwt Zp

=

( (
T∞,E ⊗Λwt Zp

)IFν

(Frobν − 1).
(
T∞,E ⊗Λwt Zp

)IFν

)
∼= H1
(
Frobν , Tap(Cmin)IFν

)
.

Since the local cohomology H1
(
Fν ,T∞,E

)
is always Λwt-torsion whenever ν � p,

inflation-restriction provides us with a short exact sequence

0→ H1
(
Frobν ,T

IFν
∞,E

)
infl→ H1(Fν ,T∞,E

) rest→ TorsΛwtH1(IFν ,T∞,E

)Frobν → 0.

The boundary map TorsΛwt

(
H1
(
IFν ,T∞,E

)Frobν
)Γwt

−→ H1
(
Frobν ,T

IFν
∞,E

)

Γwt
in

Γwt-cohomology trivialises because H1
(
IFν ,T∞,E

)Γwt

= 0. It therefore follows that

the coinvariants H1
(
Frobν ,T

IFν
∞,E

)

Γwt
inject into H1

(
Fν ,T∞,E

)
Γwt under inflation.
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We deduce that there is a commutative diagram, with exact rows and columns:

0 0


�



�

H1
(
Frobν ,T

IFν
∞,E

)

Γwt

infl
↪→ H1(Fν ,T∞,E

)
Γwt

rest� TorsΛwt

(
H1(IFν ,T∞,E

)Frobν
)

Γwt
∣
∣
∣
∣
∣
∣



� θν



�

H1
(
Frobν ,Tap(Cmin)IFν

)
infl
↪→ H1

nr
(
Fν ,Tap(Cmin)

) rest� H1(IFν ,Tap(Cmin)
)Frobν [p∞]



�



�

H2(Fν ,T∞,E

)Γwt ∼= Coker(θν)


�



�

0 0

Exploiting the above to compute indices, general nonsense informs us that

#Coker
(
δ̂∞,E,ν

)
=
[
H1

nr
(
Fν ,Tap(Cmin)

)
: H1(Fν ,T∞,E

)
Γwt

]
= #Coker(θν)

=
#H1
(
IFν ,Tap(Cmin)

)Frobν
[p∞]

#TorsΛwt

(
H1
(
IFν ,T∞,E

)Frobν
)

Γwt

=

∣
∣
∣
[Cmin(Fν) : Cmin

0 (Fν)
]∣∣
∣
−1

p

Tam(2)
Fν

(
T∞,E

) .

However this is also the size of the kernel of δ∞,E,ν , and part (i) follows.
Finally to prove (ii), one employs an absolutely identical argument to before

except T∞,E is replaced with T∞,E ⊗Ψ−1/2, and δ∞,E,ν is replaced with δ−1/2
∞,E,ν .

�
We now have a suitable working definition in place, for Tamagawa numbers inside
a p-adic deformation. It is natural to ask what relation (if any) they bear to the
standard Tamagawa numbers of the individual modular forms living in the family.
In particular, for our original elliptic curve E/Q we may ask the following

Question. Can the Tam(2)
Fν

(
T
)
’s ever differ from the p-part of

[
E(Fν) : E0(Fν)

]
?

Let’s look for an answer in the special situation where the ground field F = Q.
Certainly one way of spotting when there is a difference occurs if the p-primary
part of

[Cmin(Ql) : Cmin
0 (Ql)

]
is strictly smaller than p-part of

[
E(Ql) : E0(Ql)

]
,

for some rational prime number l �= p.
Clearly for this to happen, there must exist a rational cyclic p-isogeny between

the elliptic curves E and Cmin, otherwise their two p-primary factors are the same.

When E has split multiplicative reduction at l, then
∣
∣
∣
[
E(Ql) : E0(Ql)

]∣∣
∣
−1

p
equals

the p-part of ordl
(
qE
)
, which can be arbitrarily large. It follows that the likeliest

candidates to consider are the primes at which E and Cmin become Tate curves.
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Table of differing Tamagawa factors up to conductor ≤ 10, 000

E [a1, a2, a3, a4, a6] p l cl(E) RE = Λwt?

11A1 [0,−1,1,−10,−20] 5 11 5 Yes

14A1 [1,0,1,4,−6] 3 7 3 Yes

19A1 [0,1,1,−9,−15] 3 19 3 Yes

26A1 [1,0,1,−5,−8] 3 13 3 Yes

35A1 [0,1,1,9,1] 3 7 3 Yes

37B1 [0,1,1,−23,−50] 3 37 3 Yes

38A1 [1,0,1,9,90] 3 19 3 Yes

77B1 [0,1,1,−49,600] 3 7 6 Yes

158D1 [1,0,1,−82,−92] 3 79 3 Yes

278B1 [1,0,1,−537,6908] 3 139 3 Yes

326C1 [1,0,1,−355,1182] 3 163 3 Yes

370C1 [1,0,1,−19,342] 3 37 3 No

485A1 [0,1,1,−121,−64] 3 97 3 Yes

2771A1 [0,1,1,−737,10177] 3 163 3 Yes

4385B1 [0,1,1,−12931,539706] 3 877 3 Yes

6070C1 [1,0,1,−5934,163232] 3 607 3 Yes

6886A1 [1,0,1,−2630,58512] 3 313 3 No

7094C1 [1,0,1,−288181,59747904] 3 3547 3 No

8027A1 [0,1,1,−3243,77986] 3 349 3 No

Figure 8.1

Let us quickly explain how to read this table. The first column refers to Cremona’s
notation [Cr] for the strong Weil curve E (rather than the Antwerp nomenclature)
and the second column supplies its coefficients in Weierstrass form, i.e.

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6.

The third and fourth columns indicate the choice of p �= l, whilst the fifth column
is the Tamagawa factor cl(E) =

[
E(Ql) : E0(Ql)

]
at the prime l.

In all cases the Tamagawa factor Tam(2)
Ql

(
T
)

of both deformations equals one,
because cl(Cmin) is coprime to p. Since we stopped searching at conductor 10,000
and found only 19 examples, it appears the Λwt-adic Tamagawa number at l differs
from its p-adic counterpart very infrequently (see [Sm, App. A] for the algorithm).
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8.3 The Tamagawa factors above p (the vertical case)

Having disposed of the primes away from p, we now deal with those above p.
Throughout we are forced to make:

Hypothesis(Gor). The deformation ring RE is Gorenstein.

Let us recall that for all places p above p, we are hoping to calculate the size of

Ker



δ∞,E,p :
H1
(
Fp, Cmin[p∞]

)

H1
e

(
Fp, Cmin[p∞]

) −→
(
H1
(
Fp, AT∞,E

)

XD
T∞,E

(
Fp

)

)Γwt



and for the half-twisted lifting, the size of

Ker




δ

−1/2
∞,E,p :

H1
(
Fp, Cmin[p∞]

)

WCmin,+
(
Fp

)⊥ −→



H1
(
Fp, A

−1/2
T∞,E

)

H1
+

(
Fp

)⊥





Γwt


 .

In order not to overload the reader with too much exposition, we defer the analysis
in the half-twisted case to the next section. From now on consider T = T∞,E .

Definition 8.8. For a positive integral weight k ∈ UE , one defines

Tam(k)
Fp

(
T∞,E

)
:=

[
H1
f

(
Fp,T∞,E ⊗Λwt,gk

Zp

)
: H1

f

(
Fp,F+

T∞,E ⊗Λwt,gk
Zp

)]

#H0
(
Fp, AT∞,E

)
⊗Λwt,gk

Zp

which is an integral power of p, called the pth-Tamagawa number of T∞,E at k.

As we shall shortly see, at weight two these Tamagawa numbers are always one;
however this appears to be a fluke, in general we expect them to be non-trivial.
The rest of this section is devoted to the proof of the following

Proposition 8.9. (a) If E has good ordinary reduction over Qp, then

#Ker
(
⊕p|p δ∞,E,p

)
=
∏

p
∣
∣p

#Ẽ(fp)[p∞] ×

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p

covol(2)T∞,E

(
Fp

)× Tam(2)
Fp

(
T∞,E

) ;

(b) If E has bad multiplicative reduction over Qp, then

#Ker
(
⊕p|p δ∞,E,p

)
=
∏

p
∣
∣p

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p

covol(2)T∞,E

(
Fp

)× Tam(2)
Fp

(
T∞,E

) ;

(c) At weight k = 2, the factor Tam(2)
Fp

(
T∞,E

)
= 1 for every place p

∣
∣p.

N.B. At those primes p lying over p, we have defined covol(2)T∞,E

(
Fp

)
to be the index

[
exp∗

ω

(
H1(Fp,Tap(Cmin)

))
: exp∗

ω

(
H1(Fp,T∞,E

)⊗Λwt Zp

)]
.

Note that exp∗
ω is the homomorphism obtained by cupping the dual exponential

map with a Néron differential ω ∈ H1
dR, living on the optimal elliptic curve Cmin.
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Remarks: (i) In the statement of the above proposition, we have grouped together
the kernels at all the primes above p simultaneously. The underlying reason is that
the calculation is best carried out semi-locally rather than locally, as the connection
with L-functions becomes more apparent.

(ii) When E has good ordinary reduction over Qp, the extra terms #Ẽ(fp)[p∞]
enter into our formulae – by definition, they are the number of p-power torsion
points on the reduction of E over fp, the residue field of F at p.

There are two main technical tools we need: the super zeta-elements of §6.1,
and the big dual exponential map (constructed in §5.3 via Iovita-Stevens’ theory).
Employing Definition 5.11(ii), since Fp is a normal extension of the p-adic numbers
there exists a unique Λwt-homomorphism EXP∗, which makes

H1(Fp,T∞,E

) EXP∗
T∞,Fp−→ Fp ⊗Zp Zp〈〈w〉〉

w=k





�





� w=k

H1 (Fp, V
∗
fk

) exp∗
V ∗
fk−→ cotang

(
V ∗
fk/Fp

) ∪(1−ϕ)−1.
(
t−1.vI,λE

)
w=k−→ DdR,Fp(Kfk)

commute at all arithmetic weights k ∈ UE ∩N≥2. It is at this point we require RE
to be Gorenstein, otherwise we might have to throw away a dense set of weights.

Warning: One must be very careful here precisely what is meant by uniqueness,
i.e. only after a generator vI,λE ∈ D

I
cris

(
T

∗
∞,E

)
over the affinoid algebra Qp〈〈w〉〉

has actually been chosen, can the homomorphism EXP∗ be considered unique.

Now we indicated in 5.11(iii) that these maps can be glued along primes p ∈ SF,p;
together they yielded a homomorphism on semi-local cohomology

EXP∗
T∞,E

: H1
(
F⊗ Zp,T∞,E

) ∼−→
∏

p|p
H1
(
Dp,T∞,E

) EXP∗
T∞,Fp−→ F⊗ Zp〈〈w〉〉.

Let us begin the proof of Proposition 8.9 by checking how large the image is.

Lemma 8.10. rankΛwt

(
Im
(
EXP∗

T∞,E

))
=
[
F : Q
]
.

Proof: Because F is an abelian extension of Q, we can split up the calculation over
the XF-eigenspaces, i.e.

rankΛwt

(
Im
(
EXP∗

T∞,E

))
=
∑

ψ∈XF

rankΛwt
ψ

(
EXP∗

T∞,E

(
H1(F⊗ Zp,T∞,E

))(ψ)
)

=
∑

ψ∈XF

rankZp,ψ

(
EXP∗

T∞,E

(
H1(F⊗ Zp,T∞,E

)⊗Λwt,gk
Zp

)(ψ)
)

at all bar finitely many weights k ∈ UE ∩N≥2. In fact, the weights we must discard
correspond precisely to those primes occurring in the support of the semi-local H1.
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As a consequence of Theorem 6.2, there exist zeta-elements Z = ZF belonging to

MSord ⊗hord(Np∞) H
1
(
F,T∞,E

)
⊗R R̃;

we don’t care about their exact normalisation, and just drop theMSord hereon in.
Exploiting the interpolation properties of EXP∗, at each character ψ ∈ XF

EXP∗
T∞,E

(
locp
(
ZF
)(ψ)
)

w=k
= exp∗

V ∗
fk

(
locp
(
ZF
)(ψ)
w=k

)
∪ (1− ϕ)−1.

(
t−1.vI,λE

)
w=k

=
(
a non-zero number

) × L
(
fk ⊗ ψ−1, 1

)

Ωsign(ψ)
fk

which does not vanish provided k ≥ 3. It follows directly that the Zp,ψ-rank of the
ψ-part of EXP∗

T∞,E

(− )
w=k is at least one, in which case

rankΛwt

(
Im
(
EXP∗

T∞,E

)) ≥
∑

ψ∈XF

1 = #XF =
[
F : Q
]
.

Conversely, the image of EXP∗
T∞,E

is a compact subset of F⊗Zp〈〈w〉〉, which means
its Λwt-rank is also bounded above by

[
F : Q
]
.

�
Corollary 8.11. (i) There is a left-exact sequence of Λwt-modules

0 −→ XT∞,E

(
F⊗ Zp

) −→ H1
(
F⊗ Zp, T∞,E

) EXP∗
T∞,E−→ F⊗ Zp〈〈w〉〉.

(ii) At weight two, this specialises to a left-exact sequence of Zp-modules

0 −→ XT∞,E

(
F⊗ Zp

)⊗Λwt Zp −→ H1
(
F⊗ Zp, T∞,E

)
⊗Λwt Zp

exp∗
ω−→ F⊗ Zp.

Proof: We start with part (i). If X ∈ XT∞,E

(
F⊗ Zp

)
, then for all k ∈ UE ∩ N≥2

EXP∗
T∞,E

(
X
)
w=k = exp∗

V ∗
fk

(
Xw=k
) ∪ (1− ϕ)−1.

(
t−1.vI,λE

)
w=k = 0

as the specialisation Xw=k lies in H1
g

(
F ⊗ Zp, T∞,E ⊗Λwt,gk

Zp

)
⊂ Ker

(
exp∗

V ∗
fk

)
.

It follows that EXP∗
T∞,E

(
X
)

vanishes at infinitely many distinct k, and so is zero.
However XT∞,E

is Λwt-saturated inside the semi-local H1; using Lemma 8.10

rankΛwtH1
(
F⊗ Zp, T∞,E

)
= 2
[
F : Q
]

=
[
F : Q
]

+
[
F : Q
]

= rankΛwtXT∞,E

(
F⊗ Zp

)
+ rankΛwt Im

(
EXP∗

T∞,E

)
.

Therefore the first sequence above must be left-exact.
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To deduce part (ii), we will examine the Γwt-invariants and Γwt-coinvariants of (i).
In particular, one obtains a long-exact sequence in cohomology

. . . −→



H1
(
F⊗ Zp,T∞,E

)

XT∞,E

(
F⊗ Zp

)





Γwt

∂−→ XT∞,E

(
F⊗ Zp

)

Γwt

−→ H1
(
F⊗ Zp, T∞,E

)

Γwt

(
EXP∗

T∞,E

)
w=2−→ F⊗ Zp〈〈w〉〉

∣
∣
∣
w=2

.

Key Claim: The image of the boundary homomorphism ∂ is always zero.

To justify this assertion, observe the quotient of H1 by XT∞,E
is Λwt-torsion free,

in which case the Γwt-invariants of H
1(F⊗Zp,T∞,E)

XT∞,E
(F⊗Zp)

have no option but to be Zp-free.

Thus it suffices to show the Zp-rank of H1
(
F⊗ Zp, T∞,E

)

Γwt
is equal to

rankZpXT∞,E

(
F⊗ Zp

)

Γwt
+ rankZpIm

(
EXP∗

T∞,E

)
w=2.

Firstly, the former rank is 2
[
F : Q
]
. The Zp-rank of XT∞,E

( − )Γwt is bounded
below by the Λwt-rank of XT∞,E

( − ) which is
[
F : Q
]

courtesy of Theorem 5.18;
however, it is also bounded above by the Zp-rank of the H1

g

(
F ⊗ Zp, Tap(Cmin)

)

which again equals the degree
[
F : Q
]
. Lastly, if pn = #H2

(
F⊗Zp,T∞,E

)Γwt

then

pn.
(
the pullback of Im

(
exp∗

V ∗
f2

))
has Zp-rank

[
F : Q
]

in H1
/g

(
F⊗ Zp,Tap(Cmin)

)
;

it also lies inside the pullback of Im
(
EXP∗

T∞,E

)
w=2 modulo XT∞,E

(
F⊗Zp

)

Γwt
with

the same maximal Zp-rank.

As a consequence of this Key Claim, we obtain the exactness of the sequence

0 −→ XT∞,E

(
F⊗ Zp

)

Γwt
−→ H1

(
F⊗ Zp, T∞,E

)

Γwt

(
EXP∗

T∞,E

)
w=2−→ F⊗ Zp.

It remains to replace
(
EXP∗

T∞,E

)

w=2
on the right with exp∗

ω, then we are done.

Indeed, for any X ∈ XT∞,E

(
F⊗ Zp

)

EXP∗
T∞,E

(
X
)
w=2 = exp∗

V ∗
f2

(
Xw=2
) ∪ (1− ϕ)−1.

(
t−1.vI,λE

)
w=2

=
Cf2(

1− p−1ap(f2)
) × exp∗

V ∗
f2

(
Xw=2
) ∪ (t−1.vE

)

N.B. here vE ∈ Dcris,Qp
(
Vf2

)ϕ=Up satisfies f∗2 ∪ vE = 1 and
(
vI,λE

)
w=2 = Cf2vE .

However exp∗
V ∗
f2

( − ) ∪ (t−1.vE
)

coincides with exp∗
ω(−), up to a non-zero scalar.

Since the quotient
H1
(
F⊗Zp, T∞,E

)
Γwt

XT∞,E

(
F⊗Zp

)
Γwt

is free of any p∞-torsion, the restriction of

exp∗
ω to H1

(
F⊗ Zp, T∞,E

)

Γwt
must share the same kernel as EXP∗

T∞,E

(− )
w=2.

The proof of part (ii) is completed.
�
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We should bear in mind our original task was to compute the size of Ker
(
δ∞,E,p

)
.

By local duality, this corresponds to the size of the cokernel of

δ̂∞,E,p : XT∞,E
(Fp)Γwt ↪→ H1

g

(
Fp,Tap(Cmin)

) ∼= Cmin(Fp)⊗̂Zp

i.e. to the index of the Γwt-coinvariants of XT∞,E
inside the local H1

g for Cmin.
Applying the Snake lemma to the commutative diagram

0 −→ XT∞,E

(
F⊗ Zp

)⊗Λwt Zp −→ H1
(
F⊗ Zp, T∞,E

)
⊗Λwt Zp

exp∗
ω−→ F⊗ Zp



�incl



�incl

∣
∣
∣
∣
∣
∣

0 −→ H1
g

(
F⊗ Zp, Tap

(Cmin)
)
−→ H1

(
F⊗ Zp, Tap

(Cmin)
)

exp∗
ω−→ F⊗ Zp

via the usual nonsense, one finds that

#Ker
(
⊕p|p δ∞,E,p

)
=
[
H1
g

(
F⊗ Zp, Tap

(Cmin)
)

: XT∞,E

(
F⊗ Zp

)⊗Λwt Zp

]

=

[
H1
(
F⊗ Zp, Tap

(Cmin
))

: H1
(
F⊗ Zp, T∞,E

)
⊗Λwt Zp

]

[
exp∗

ω

(
H1
(
F⊗ Zp, Tap

(Cmin
)))

: exp∗
ω

(
H1
(
F⊗ Zp, T∞,E

)
⊗Λwt Zp

) ] .

Significantly the latter quotient no longer involves either H1
g nor XT∞,E .

Remark: The denominator above is equal to
∏

p|p covol(2)T∞,E

(
Fp

)
by definition.

On the other hand, using the short exact sequence
(
H0(Fp, AT∞,E

)
Γwt

)∨

�
∼=

0→ H1
(
Fp,T∞,E

)
⊗Λwt Zp → H1

(
Fp,Tap(Cmin)

)
→H2
(
Fp,T∞,E

)Γwt

→ 0

we immediately deduce the numerator is the product
∏

p|p #H0
(
Fp, AT∞,E

)
Γwt .

As a corollary, one obtains the closed formula

#Ker
(
⊕p|p δ∞,E,p

)
=
∏

p|p

#H0
(
Fp, AT∞,E

)

Γwt

covol(2)T∞,E

(
Fp

) .

If we elect to write out Definition 8.8 in full, then at weight two

Tam(2)
Fp

(
T∞,E

)
=

[
H1
f

(
Fp,T∞,E ⊗Λwt Zp

)
: H1

f

(
Fp,F+

T∞,E ⊗Λwt Zp

)]

#H0
(
Fp, AT∞,E

)

Γwt

. (*)

Clearly Proposition 8.9 will follow, and thence the triviality of these Tam(2)
Fp

(−)’s,
provided we can establish:
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Proposition 8.9’. (a) If E has good ordinary reduction over Qp, then

#H0
(
Fp, AT∞,E

)

Γwt
= #Ẽ(fp)[p∞]×

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p
for all p

∣
∣p;

(b) If E has bad multiplicative reduction over Qp, then

#H0
(
Fp, AT∞,E

)

Γwt
=
∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p
for all p

∣
∣p;

(c) In either case it equals
[
H1
f

(
Fp,T∞,E ⊗Λwt Zp

)
: H1

f

(
Fp,F+

T∞,E ⊗Λwt Zp

)]
.

Proof: We start by calculating these coinvariant terms:

#H0
(
Fp, AT∞,E

)

Γwt
= #H0

(
Fp, AT∞,E

)Γwt

as Γwt is pro-cyclic

= #Homcont

(
T∞,E ⊗Λwt Zp, µp∞

)GFp =#Cmin(Fp

)
[p∞].

It makes sense to consider the good ordinary and bad multiplicative cases separately.
Recall that the index

[
H1
f

(
Fp,T∞,E ⊗Λwt Zp

)
: H1

f

(
Fp,F+

T∞,E ⊗Λwt Zp

)]
is the

numerator of (*).

First case: E and Cmin have good ordinary reduction at p.
Write Ĉmin

/OFp
for the height one formal group of Cmin over the ring of integers of Fp.

As Gal
(
Fp/Fp

)
-modules, F+

T∞,E ⊗Λwt Zp
∼= Tap

(
Ĉmin
/OFp

)
on a p-integral level.

Consequently the numerator in (*) transforms into
[
H1
f

(
Fp,Tap

(Cmin)
)

: H1
f

(
Fp,Tap

(
Ĉmin
/OFp

))]

which is precisely the index
[
Cmin
(
Fp

)⊗̂Zp : Ĉmin
/OFp

(p)⊗̂Zp

]
.

Because p ≥ 3 does not ramify in the field F, the formal group has no p-torsion.

It follows that the quotient
Cmin
(
Fp

)
⊗̂ Zp

Ĉmin
/OFp

(p)⊗̂ Zp

∼= C̃min
(
fp

)⊗̂ Zp, where C̃min denotes

the reduction of the optimal elliptic curve Cmin over the residue field fp = OFp

/
p.

Moreover, there are equalities

#C̃min
(
fp

)⊗̂ Zp = #C̃min
(
fp

)
[p∞] = #Ẽ

(
fp

)
[p∞]

due to the fact that C̃min and Ẽ are Fp-isogenous elliptic curves, hence they have
the same number of points over the residue field extension. As had been predicted

the numerator of (*) = #Ẽ
(
fp

)
[p∞] ×

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p

= the denominator of (*)

since
[Cmin(Fp) : Cmin

0 (Fp)
]

is trivial in the good ordinary case.
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Second case: E and Cmin have bad multiplicative reduction at p.
To make the calculation work, we’ll examine the connected piece of Cmin over Fp.
From Chapter I, there is the well-known short exact sequence

0 −→ Ĉmin
/OFp

(p) −→ Cmin
0 (Fp) −→ Gmult(fp) −→ 0.

Now #Gmult(fp) = #fp − 1 is coprime to p, hence Cmin
0 (Fp)

/
pn ∼= Ĉmin

/OFp
(p)
/
pn

and similarly Cmin
0 (Fp)[pn] ∼= Ĉmin

/OFp
(p)[pn] =

{
OCmin

}
.

Arguing in an identical fashion to the situation of good ordinary reduction at p,
again the numerator in (*) coincides with

[
Cmin(Fp

)⊗̂Zp : Ĉmin
/OFp

(p)⊗̂Zp

]

which is none other than the stable index
[
Cmin(Fp)

/
pn : Ĉmin

/OFp
(p)
/
pn
]

for n� 0.

But we already know Ĉmin
/OFp

(p)
/
pn ∼= Cmin

0 (Fp)
/
pn, in which case

the numerator of (*) =
∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p
.

Let Φmin
p denote the group of connected components of Cmin over the local field Fp.

If we now consider the effect of multiplication by pn on the tautological short exact
sequence 0→ Cmin

0 (Fp)→ Cmin(Fp)→ Φmin
p → 0, we obtain a long exact sequence

0 −→ Cmin
0 (Fp)[pn] −→ Cmin(Fp)[pn] −→ Φmin

p [pn]

−→ Cmin
0 (Fp)

/
pn −→ Cmin(Fp)

/
pn −→ Φmin

p

/
pn −→ 0.

Because Φmin
p is known to be a finite abelian group, for all integers n ≥ ordp

(
#Φmin

p

)

this becomes

0 = Cmin
0 (Fp)[p∞] −→ Cmin(Fp)[p∞] −→ Φmin

p [p∞]

−→ Cmin
0 (Fp)

/
pn −→ Cmin(Fp)

/
pn −→ Φmin

p

/A′
p −→ 0

where A′
p denotes the non-p-primary subgroup of the components Φmin

p .
Computing orders along this sequence, we may conclude that #Cmin(Fp)[p∞]

coincides with #Φmin
p [p∞] =

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p
, i.e.

the denominator of (*) =
∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p
.

This is strong enough to imply the triviality of Tam(2)
Fp

(
T∞,E

)
at primes above p.

The proof of Propositions 8.9’ and 8.9 is finished.
�
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8.4 The Tamagawa factors above p (the half-twisted case)

Now that we have computed the local kernels above p in the vertical situation,
we switch to the line s = k/2 instead. Throughout this section we shall consider
T = T∞,E ⊗ Ψ−1/2 which was also abbreviated by T

−1/2
∞,E earlier on in the text.

The main objective is to calculate the size of

Ker




δ

−1/2
∞,E,p :

H1
(
Fp, Cmin[p∞]

)

WCmin,+
(
Fp

)⊥ −→



H1
(
Fp, A

−1/2
T∞,E

)

H1
+

(
Fp

)⊥





Γwt




where as before A−1/2
T∞,E

is the continuous χcy-twisted dual Homcont

(
T

−1/2
∞,E , µp∞

)
.

The local conditions WCmin,+ and H1
+ were themselves given in §7.1-§7.2.

Notation: For each prime p
∣
∣p, let us employ the prefix

N univ
∞ H1(Fp, −

)
:=
⋂

n≥0

coresFp(µpn)/FpH
1
(
Fp(µpn), −

)

to indicate the group of universal norms over the cyclotomic Z
×
p -extension.

In the half-twisted scenario, the universal norms play a key rôle in the calculation
of the local kernels. First we must redefine the covolume terms mentioned in §8.3;
precisely, the label covol(2)

T
−1/2
∞,E

(
Fp

)
denotes the regularised index

[
exp∗

ω

(
N univ

∞ H1
(
Fp,Tap(Cmin)

))
: exp∗

ω

(
N univ

∞ H1
(
Fp,T

−1/2
∞,E

)
Γwt

)]

[
N univ∞ H1

(
Fp,Tap(Cmin)

)
: N univ∞ H1

(
Fp,T

−1/2
∞,E

)
Γwt

]

at all primes p lying above p. This formula is very ugly, but thankfully temporary!

Definition 8.12. For a positive weight k ∈ UE, one defines Tam(k)
Fp

(
T

−1/2
∞,E

)
as

[
H1
(
Fp,F+

T
−1/2
∞,E

)
⊗Λwt,gk

Zp : N univ
∞ H1

(
Fp,F+

T
−1/2
∞,E

)
⊗Λwt,gk

Zp

]

which is called the pth-Tamagawa number of T
−1/2
∞,E at k.

The following result is essentially the half-twisted analogue of 8.9(a) and 8.9(b).

Proposition 8.13. (a) If E has good ordinary reduction over Qp, then

#Ker
(
⊕p|p δ

−1/2
∞,E,p

)
=
∏

p
∣
∣p

(
#Ẽ(fp)[p∞]

)2
×

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p

covol(2)
T

−1/2
∞,E

(
Fp

)× Tam(2)
Fp

(
T

−1/2
∞,E

) ;

(b) If E has non-split multiplicative reduction over Qp, then

#Ker
(
⊕p|p δ

−1/2
∞,E,p

)
=
∏

p
∣
∣p

∣
∣
∣
[Cmin(Fp) : Cmin

0 (Fp)
]∣∣
∣
−1

p

covol(2)
T

−1/2
∞,E

(
Fp

)× Tam(2)
Fp

(
T

−1/2
∞,E

) .
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Remarks: (i) When the elliptic curve E has non-split multiplicative reduction,
the Tam(2)

Fp
(−)’s are always trivial. However, if E has good ordinary reduction then

they divide into the square of #Ẽ(fp)[p∞], and presumably can be non-trivial.

(ii) The reader will notice we have carefully avoided the case of split multiplicative
reduction in our proposition. If Conjecture 7.11 is to be believed, in this case the
size of the kernel of each δ−1/2

∞,E,p will be infinite, and the calculation stalls abruptly.

(iii) It is somewhat annoying that covol(2)
T

−1/2
∞,E

(
Fp

)
incorporates the universal norms,

rather than the whole local cohomology. Unfortunately this is something we shall
just have to live with – there is no decent theory of the dual exponential map in
the half-twisted case, which doesn’t first rely on taking a cyclotomic deformation.

Sketch of the Proof of Proposition 8.13.
The argument is very similar to §8.3; we shall only briefly outline the main ideas.
The missing ingredient is that there is no analogue of the homomorphism EXP∗

T∞,E

for the representation T∞,E ⊗Ψ−1/2, which is a major obstruction to working out
the covolumes.

To rectify matters, we try and construct a large enough portion of EXP∗
T

−1/2
∞,E

(?)

using cyclotomic methods from §6.3, which will allow us to make the measurement.
Let’s first consider our interpolating homomorphism

PR∞,F :MSord ⊗hord lim←−
n
H1
(
F(µpn)⊗ Zp, T∞,E

)
−→ Zp

〈〈
w
〉〉[[

G∞,F
]]⊗I L′.

We drop the ‘MSord⊗hord−’ again as we don’t care about its precise normalisation.
Without loss of generality, we may also assume that there are no poles in the weight
variable by clearing denominators in L′.

The kernel will properly contain the submodule lim←−nH1
(
F(µpn)⊗Zp, F+

T∞,E

)
;

moreover, its Λwt
[[
G∞,F
]]

-saturation gives the whole kernel because the image of
PR∞,F has Λwt

[[
G∞
]]

-rank exactly equal to [F : Q], courtesy of Theorem 6.11.
One can twist these objects by the half-integral character

〈
χ

−1/2
cy ◦ ResQcyc(−)

〉
;

over the cyclotomic tower, the twist absorbs into the coefficients T∞,E and F+
T∞,E .

We therefore obtain the left-exact sequence

0 −→ the saturation of lim←−
n
H1
(
F(µpn)⊗ Zp, F+

T
−1/2
∞,E

)

−→ lim←−
n
H1
(
F(µpn)⊗ Zp, T

−1/2
∞,E

)
PR∞,F⊗id−→ Zp

〈〈
w
〉〉[[

G∞,F
]]⊗Ψ−1/2.

Taking its G∞-coinvariants, the above degenerates into

0 −→ N univ
∞ H1

+

(
F⊗ Zp, T

−1/2
∞,E

)
−→ N univ

∞ H1
(
F⊗ Zp, T

−1/2
∞,E

)
(**)

PR†
∞,F−→ Zp

〈〈
w
〉〉[

Gal(F/Q)
]⊗
(

Ψ−1/2
∣
∣
∣
Gal(F/Q)

)

where PR†
∞,F denotes the map ‘PR∞,F⊗ id’ modulo JG∞ , the augmentation ideal

(in fact
〈
χ

−1/2
cy ◦ ResQcyc(−)

〉
restricted to Gal(F/Q) is just the trivial character).
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Remark: We consider the number field F as a finite-dimensional Q-vector space.
For each choice of basis e =

{
eψ
}
ψ∈XF

of the integers OF with σ(eψ) = ψ(σ)eψ,
one naturally obtains a map

Zp

〈〈
w
〉〉[

Gal(F/Q)
] Twe−→ F⊗ Zp

〈〈
w
〉〉
, G �→ Twe(G) :=

∑

ψ∈XF

ψ(G).eψ.

The composition Twe ◦ PR†
∞,F : N univ

∞ H1
(
F ⊗ Zp,T

−1/2
∞,E

)
−→ F ⊗ Zp

〈〈
w
〉〉

will
now play an identical rôle to that of EXP∗

T∞,E
in the previous section.

Making a suitable choice of
{
eψ
}
ψ∈XF

, the interpolation formulae in Corollary 6.6
imply at the bottom layer

(
Twe ◦ PR†

∞,F

)

w=2
: N univ

∞ H1
(
F⊗ Zp, T

−1/2
∞,E

)
⊗Λwt Zp −→ F⊗ Zp

coincides with the dual exponential map exp∗
ω, up to some non-zero scalar u ∈ Q

×
p .

As a corollary, the sequence (**) at weight two specialises into

. . . −→



N univ

∞ H1
(
F⊗ Zp, T

−1/2
∞,E

)

N univ∞ H1
+

(
F⊗ Zp, T

−1/2
∞,E

)





Γwt

∂−→ N univ
∞ H1

+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

−→ N univ
∞ H1

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

u×exp∗
ω−→ F⊗ Zp.

The quotient group on the left is Zp-torsion free, and a simple calculation of ranks
shows that the image of ∂ must be trivial.

On the other hand, the kernel of u× exp∗
ω : H1
(
F⊗ Zp,Tap(Cmin)

) −→ F⊗ Zp

is the p-saturation of H1
(
F⊗ Zp,Fil+Tap(Cmin)

)
, in which case

0 −→ WCmin,+
(
F⊗ Zp

) −→ H1
(
F⊗ Zp,Tap

(Cmin)
) u×exp∗

ω−→ F⊗ Zp

is left-exact. Further, the sequence remains exact if one takes universal norms of
the first two groups on the left-hand side.

Remark: As a direct consequence, we obtain a commutative diagram

N univ
∞ H1

+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt
↪→ N univ

∞ H1
(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

u×exp∗
ω−→ F⊗ Zp



�incl



�incl

∣
∣
∣
∣
∣
∣

N univ
∞ WCmin,+

(
F⊗ Zp

)
↪→ N univ

∞ H1
(
F⊗ Zp,Tap

(Cmin)
) u×exp∗

ω−→ F⊗ Zp

whose terms are (the duals of) the objects occurring in the kernel of ⊕p|p δ
−1/2
∞,E,p,

albeit their universal norms appear rather than the full cohomology.



Evaluating the covolumes 183

Applying the Snake lemma to this diagram, one deduces that
[
N univ

∞ WCmin,+
(
F⊗ Zp

)
: N univ

∞ H1
+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

]
= covol(2)

T
−1/2
∞,E

(
F⊗Zp

)−1
.

Moreover the size of the kernel of ⊕p|p δ
−1/2
∞,E,p coincides with

#Coker
(
⊕p|p δ̂

−1/2
∞,E,p

)
=
[
WCmin,+

(
F⊗ Zp

)
: H1

+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

]

=

[
WCmin,+ : N univ

∞ WCmin,+

]
.
[
N univ

∞ WCmin,+ : N univ
∞ H1

+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

]

[
H1

+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt
: N univ∞ H1

+

(
F⊗ Zp, T

−1/2
∞,E

)

Γwt

]

then plugging in the definition of Tamagawa numbers, the latter is none other than
[
WCmin,+

(
F⊗ Zp

)
: N univ

∞ WCmin,+
(
F⊗ Zp

)]

covol(2)
T

−1/2
∞,E

(
F⊗ Zp

) × ∏
p
∣
∣pTam(2)

Fp

(
T

−1/2
∞,E

) .

Mazur showed in [Mz2] that the numerator is trivial if E has non-split multiplicative

reduction, and equal to
∏

p
∣
∣p

(
#C̃min(fp)[p∞]

)2
if E has good ordinary reduction.

Furthermore, in the good ordinary situation #C̃min(fp) actually equals #Ẽ(fp),
since the two reduced elliptic curves are Fp-isogenous.

This completes our rather tiresome computation of #Ker
(
⊕p|p δ

−1/2
∞,E,p

)
.

8.5 Evaluating the covolumes

In this last section, we shall give an interpretation of the quantity covol(2)T∞,E
in terms

of the I-adic periods which manifest themselves in the two-variable L-function.
This viewpoint arises naturally when one considers these covolume terms as being
volumes on the dual space (the correction factors are then precisely the periods).
In order to introduce the notion of a Λwt-adic volume, we shall first review the
non-archimedean Haar measures used by Bloch and Kato in [BK, Sect 5].

Let A be an elliptic curve defined over Q, and ωA ∈ Fil0H1
dR a differential 1-form.

For a local field K of residue characteristic p > 0, the above fixes an isomorphism

ωA : detQp

(
DdR,K
(
V
)
/Fil0
)
−→ Qp

where V = Tap(A) ⊗Zp Qp denotes the p-adic GQ-representation associated to A.
This trivialisation of the determinant defines a Haar measure on the tangent space.
On the other hand, the exponential map sends

expV : DdR,K
(
V
)
/Fil0 −→ H1

e

(
K,V
) ∼= A(K)⊗̂ Qp.

We write volA,K for the Haar measure induced on H1
e

(
K,V
)

via the exponential.
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Remark: The product measure µ =
∏
p�=∞ volA,Qp(−) conjecturally converges,

and should then yield

volA,R
(
A(R)
/A(Q)

)
× µ



∏

p�=∞
A(Qp)
/A(Q)



 ?=
#H0
(
Q, A[tors]

)

#IIIQ(A)/div

provided that the Bloch-Kato conjecture over Q holds for the elliptic curve A.
Assuming finiteness of the Tate-Shafarevich group and other standard suppositions,
this is equivalent to the formula predicted by Birch and Swinnerton-Dyer.

Question. Is there some Λwt-adic analogue of the Haar measure?

The answer is very straightforward: ‘No’.
Whilst it is certainly possible to write down a weight deformation of the volume,

we lose the necessary property of additivity thus we do not get a Haar measure.
This will not be too serious a problem, provided one is ready and willing to sacrifice
additivity (our ‘measure’ will at least be multiplicative along exact sequences).

Step 1: Background on the exponential.
Let K denote any number field – it need not be an abelian extension of the rationals.
We now discuss how to measure volumes semi-locally over K ⊗ Zp =

∏
p|pKp.

The constructions work in a wider context than the p-ordinary deformation of ρE,p.
In fact, the scenario considered here will be identical to Chapters V and VI.

First fix a primitive I-algebra homomorphism λ : hord(Np∞;OK) ⊗Λwt
K

I → I
corresponding to f ∈ S

ord
I . In particular, either of the conditions (Rk1) or (UF)

ensure that MSord(I)±[λ] is free of rank one, generated by the symbols Ξ±
λ say.

Recall from §5.3 that there was a commutative square

I.vI,λ
EXPQp,i−→ H1

(
Qp,T

∗
∞[λ]⊗Zp Qp(i)

)

.t−i mod B
+,wt
dR



�



�resKp/Qp

(
I(Φχicy)⊗Λwt B

wt
dR/B

+,wt
dR

)GKp
(J−)∗◦EXPΦχicy−→ H1

(
Kp, T

∗
∞[λ]⊗Zp Qp(i)

)

for all integers i ≥ 1.

If i = 1 then
(
I(Φχcy)⊗Λwt B

wt
dR/B

+,wt
dR

)GKp is free of rank
[
Kp : Qp

]
over I[1/p];

further, the element t−1.vI,λ generates an OKp ⊗Zp I-lattice denoted by DKp,vI,λ .
We also abbreviate (J−)∗ ◦ EXPΦχcy by the shorter EXP∞,λ, in other words

EXP∞,λ :
(
T

∗
∞[λ](1)⊗Λwt B

wt
dR/B

+,wt
dR

)GKp � H1
E
(
Kp, T

∗
∞[λ](1)⊗Zp Qp

)
.

It follows that EXP∞,λ

(
DKp,vI,λ

)
is an I-lattice of maximal rank inside of H1

E .
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Remark: The precise connection between EXP∞,λ and our big dual exponential
homomorphism EXP∗

T∞,Kp
: H1
(
Kp,T∞[λ]

) −→ Kp ⊗Zp I is easy to describe.
Using Definition 5.11(ii),(iii) the two are related via the simple formula

EXP∗
T∞,Kp

(−) = EXP∗
∞,λ(−) ∪ (1− ϕ)−1

.
(
t−1.vI,λ

)
(***)

where EXP∗
∞,λ denotes the I-linear dual homomorphism to EXP∞,λ.

There is one last bit of theory we need to review before we can define our volumes.
For each Pk,ε ∈ Spec I(OK)alg of type (k, ε), there exist scalars CfPk,ε such that

vI,λ mod Pk,ε = CfPk,ε× vk,ε with f∗Pk,ε ∪ vk,ε = 1.

We computed these I-adic periods exactly in Theorem 6.4, and found that

CfPk,ε =
(
Pk,ε ◦ �±λ

)
× Per ±

I,λP (****)

where the elements �+λ , �
−
λ ∈ L′ satisfy E††

∞,δ

(
�Z[λ]

)±
= �±λ × Ξ±

λ inMSord(L′)±[λ].
Under this identification, the crystalline zeta-periods given by

vzeta
λ,+ :=

1
�+λ
× vI,λ and vzeta

λ,− :=
1
�−λ
× vI,λ

behaved like global invariants (c.f. Definition 6.8), depending only on the original
choice of universal modular symbol Ξλ = Ξ+

λ + Ξ−
λ .

Step 2: I-adic Tamagawa measures of local points.
For an I[1/p]-module M of finite type, we use ML′ to indicate the tensor product
M⊗I[1/p] L′. Let us fix some generator vI,λ of the Hecke eigenspace D

I
cris

(
T∞
)
[λ].

Notation: One writes DKp,vI,λ for the OKp⊗Zp I-lattice generated by the element

t−1.vI,λ inside the L′-vector space
(
T

∗
∞[λ](1)⊗Λwt B

wt
dR/B

+,wt
dR

)GKp

L′
.

By transport of structure EXP∞,λ

(
DKp,vI,λ

)
will be an I-lattice in the vector space

H1
E
(
Kp, T

∗
∞[λ](1)⊗Zp Qp

)

L′
, which has dimension

[
Kp : Qp

]
over the field L′.

Remark: Let Lp be an auxiliary I-lattice inside of H1
E
(
Kp, T

∗
∞[λ](1)⊗Zp Qp

)

L′
.

Then for a suitable choice of scalar element g ∈ I, the lattice g.EXP∞,λ

(
DKp,vI,λ

)

will be properly contained within Lp. The divisor of the fractional ideal

g−[Kp:Qp] × charI



 Lp

g.EXP∞,λ

(
DKp,vI,λ

)





will be called µKp,vI,λ

(
Lp

)
, and is clearly independent of this initial choice of g.

Furthermore, if I is a regular local ring then we may view the divisor µKp,vI,λ

(
Lp

)

as being a well-defined element of L′ ×/I×.
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The reader should regard µKp,vI,λ as rudimentary prototypes of the volume forms
volA,Kp for the elliptic curve A, however they depend heavily on the choice of vI,λ!
Our next task, therefore, must be to remove this dependence.

Suppose that L is an I-submodule of H1
E
(
K⊗Zp,T

∗
∞[λ](1)

)

L′
of maximal rank.

Moreover to simplify the exposition, we shall now assume that the ring I is regular.

Definition 8.14. We define the I-adic Tamagawa measure of L over K⊗ Zp by

volT∞[λ],K,p
(
L
)

:=
(
�+λ
)−r1 × (�+λ �−λ

)−r2 ×
∏

p
∣
∣p

µKp,vI,λ

(
Lp

)

where r1 is the number of real embeddings of K ↪→ R, and r2 denotes the number
of pairs of conjugate embeddings.

Lemma 8.15. The I-adic volume form volT∞[λ],K,p(−) is canonically defined.

Proof: Let us first show the independence of volT∞[λ],K,p from the choice of vI,λ.
We study the effect of replacing vI,λ by the multiple u × vI,λ with u ∈ L′, u �= 0.
The product term in Definition 8.14 transforms into

∏

p
∣
∣p

urank(Lp) × µKp,vI,λ

(
Lp

)
= u

∑
p|p[Kp:Qp] ×

∏

p
∣
∣p

µKp,vI,λ

(
Lp

)
.

On the other hand, sending vI,λ �→ u× vI,λ multiplies EXP∗
T∞ by u, which in turn

multiplies the interpolation E††
∞,δ by u again. However E††

∞,δ

(
�Z[λ]

)±
= �±λ × Ξ±

λ ,

which means both of the periods �+λ and �−λ will also be scaled by this factor u.
Hence the first chunk of Definition 8.14 becomes

u−(r1+2r2) × (�+λ
)−r1 × (�+λ �−λ

)−r2
.

But the discrepancy −(r1 + 2r2) +
∑

p|p
[
Kp : Qp

]
equals zero, so the volume itself

is invariant under scaling.
Finally, the form volT∞[λ],K,p cannot depend on how we chose the symbols Ξ±

λ ,
because the volume only takes values modulo I×.

�
An important feature is that we can now specialise at arithmetic weights, in order to
obtain information about the standard Tamagawa measures in the analytic family.
More precisely at every point Pk,ε ∈ Spec I(OK)alg of type (k, ε), the natural map

L′ ×/I× Pk,ε−→ (K×/O×
K
) ∪ {∞} produces an element

vol(k,ε)
T∞[λ],K,p

(
L
)

:= Pk,ε

(
volT∞[λ],K,p

(
L
))
.

Warning: The poles (if there are any) occur with negative multiplicity in

∑

p
∣
∣p

divI



g
−[Kp:Qp]
p charI



 Lp

gp.EXP∞,λ

(
DKp,vI,λ

)







 − divI

((
�+λ
)r1(

�+λ �
−
λ

)r2
)
.
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Step 3: Relation between the volume and covolume at weight two.
Let us return to the original situation where E is a modular elliptic curve over Q,
and K = F is an abelian number field in which the prime p ≥ 3 does not ramify.
The hypotheses (F-ab) and (p-Ord) are assumed to hold true, as ever.

We shall henceforth write vol(k)T∞,E

(−) as shorthand in place of vol(k,1)
T∞[λE ],F,p

(−).
In particular, one may interpret vol(k)T∞,E

(− ) as taking values inside Q
×
p

/
Z

×
p
∼= pZ

at almost all positive integers k ∈ UE .

Question. What is the connection between vol(2)T∞,E
and covol(2)T∞,E

?

More generally, one can ask a similar question at other arithmetic weights k > 2
but for the narrow purposes of this chapter, weight two will be more than sufficient.
For each positive k ∈ UE , denote by Per(k)I,λE (F) the I-adic periods

(
Per+I,λPk,1

)r1 ×
(
Per+I,λPk,1 Per−

I,λPk,1

)r2

which occur naturally in the improved p-adic L-function Limp
p

(
f/F, k, 1

)
.

Proposition 8.16. At weight k = 2, there is an equality

Per(2)I,λE (F) × covol(2)T∞,E

(
F⊗ Zp

)
=

vol(2)T∞,E

(
H1

E
(
F⊗ Zp,T

∗
∞,E(1)

))

∏
p|p volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

)) .

Proof: The idea behind the demonstration is to break up the calculation into its
constituent eigenspaces, under the action of the finite abelian groupG = Gal

(
F/Q
)
.

In fact one can subdivide it even further, by decomposing over the primes in SF,p.
Firstly, recall that covol(2)T∞,E

(
F⊗ Zp

)
is by definition the index

[
exp∗

ω

(
H1(F⊗ Zp,Tap(Cmin)

))
: exp∗

ω

(
H1(F⊗ Zp,T∞,E

)⊗Λwt Zp

)]

=
∏

p
∣
∣p

∏

ψ∈XFp

[
exp∗

ω

(
H1(Fp,Tap(Cmin)

))(ψ)
: exp∗

ω

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)
]

whereXFp denotes the character group associated to Gal
(
Fp/Qp

)
at every p ∈ SF,p.

Fortunately each ψ-eigenspace is one-dimensional, hence the problem reduces to
estimating the p-adic distance between the respective exp∗

ω(−)(ψ)’s.

Remark: Fix a prime p and a character ψ ∈ XFp . If V = Tap(Cmin)⊗Zp Qp, then

exp∗
ω

(
H1(Fp,Tap(Cmin)

))(ψ)
= exp∗

V

(
H1(Fp,Tap(Cmin)

))(ψ)
∪ t−1.v2,1

since v2,1 is invariant under the GQp -action, and ω ∪ t−1.v2,1 = 1 ∈ DdR
(
Qp(1)
)

by the properties of the elements vk,ε given in §2.3.
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It follows directly that

exp∗
ω

(
H1(Fp,Tap(Cmin)

))(ψ)
= exp∗

V

(
H1(Fp,Tap(Cmin)

))(ψ)
∪ t−1v2,1.

(
e−1
ψ eψ
)

=
1[

Fp : Qp

] TrFp/Qp

(
exp∗

V

(
H1(Fp,Tap(Cmin)

)) ∪ Zp,ψ. e−1
ψ t−1v2,1

)
.eψ

=
1

[
Fp : Qp

] invFp

(
H1(Fp,Tap(Cmin)

) ∪ expV
(
Zp,ψ. e−1

ψ t−1v2,1

))
.eψ.

However, we can replace expV
(
Zp,ψ.e−1

ψ t−1v2,1

)
by V(ψ)

p . H1
e

(
Fp,Tap(Cmin)

)(ψ−1)

where V(ψ)
p := volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

)(ψ−1)
)
. The reason is that the lattice

expV
(
Zp.t

−1v2,1

)
is assigned Haar measure 1 under the volume form volCmin,Fp(−).

As a basic corollary,

exp∗
ω

(
H1(Fp,Tap(Cmin)

))(ψ)
=

V(ψ)
p[

Fp : Qp

] invFp

(
H1( . . .

) ∪H1
e (. . . )

(ψ−1)
)
. eψ

=
volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

)(ψ−1)
)

[
Fp : Qp

] Zp. eψ

since H1
(
Fp,Tap(Cmin)

)∪H1
e

(
Fp,Tap(Cmin)

)
projects onto Zp via the map invFp .

Remark: To play the same game with the term exp∗
ω

(
H1
(
F⊗Zp,T∞,E

)⊗Λwt Zp

)
,

we should now apply the p-adic interpolation properties of our big exponentials.
The necessary background on these homomorphisms has been supplied in Step 1.

Once more we fix a prime p dividing p, and a character ψ ∈ XFp ; then

exp∗
ω

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)
= exp∗

V

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)
∪ t−1.v2,1

= C−1
fP2,1

× exp∗
V

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)
∪
(
t−1.vI,λE mod P2,1

)

where as before vI,λ mod Pk,ε = CfPk,ε×vk,ε at an arithmetic point of type (k, ε).
Applying Equation (***) one deduces that

exp∗
ω

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)

= C−1
fP2,1

×
(
EXP∗

∞,λE

(
H1(Fp,T∞,E

))(ψ)
∪ t−1.vI,λE

)
modulo P2,1.

Exploiting the same argument as in the previous case, this becomes

exp∗
ω

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)
= C−1

fP2,1
× 1
[
Fp : Qp

] TrFp/Qp

(
. . . . . .
)

=
C−1
fP2,1[

Fp : Qp

] invFp

(
H1(Fp,T∞,E

) ∪ EXP∞,λE

(
DFp,vI,λE

)(ψ−1)
mod P2,1

)
. eψ.
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By our definition of the prototypes µFp,vI,λE
(−), the lattice DFp,vI,λE

was assigned

unit volume. Consequently, exp∗
ω

(
H1
(
. . .
)⊗Λwt Zp

)(ψ)
coincides with

Y(ψ)
I,p × C−1

fP2,1[
Fp : Qp

] invFp

(
H1(Fp,T∞,E

) ∪H1
E
(
Fp,T

∗
∞,E(1)

)(ψ−1) mod P2,1

)
. eψ

where we have defined Y(ψ)
I,p := µFp,vI,λE

(
H1

E
(
Fp,T

∗
∞,E(1)

)(ψ−1)
)

modulo P2,1.

Fortunately H1
E was already RE-saturated, which in turn implies

invFp

(
H1( . . .

) ∪H1
E
(
. . .
)(ψ−1) mod P2,1

)
= invFp

(
H2(Fp, I(1)

)
mod P2,1

)

= invFp

(
H2(Fp, Zp(1)

))
= Zp.

One may therefore conclude

exp∗
ω

(
H1(Fp,T∞,E

)⊗Λwt Zp

)(ψ)
=

Y(ψ)
I,p × C−1

fP2,1[
Fp : Qp

] Zp. eψ.

Remark: Evaluating the p-adic distance between these two Zp-lines, we discover

that each index
[
exp∗

ω

(
H1
(
Fp,Tap(Cmin)

))(ψ)
: exp∗

ω

(
H1
(
Fp,T∞,E

)⊗Λwt Zp

)(ψ)
]

must actually equal

Y(ψ)
I,p × C−1

fP2,1

V(ψ)
p

=
µFp,vI,λE

(
H1

E
(
Fp,T

∗
∞,E(1)

)(ψ−1)
)

mod P2,1 × C−1
fP2,1

volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

)(ψ−1)
) .

Taking the product over all p ∈ SF,p and ψ ∈ XFp , this becomes

covol(2)T∞,E

(
F⊗ Zp

)
=
∏

p
∣
∣p

C−#XFp
fP2,1

∏

ψ∈XFp

Y(ψ)
I,p

V(ψ)
p

= C−[F:Q]
fP2,1

×
∏

p
∣
∣p

µFp,vI,λE

(
H1

E
(
Fp,T

∗
∞,E(1)

))
mod P2,1

volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

))

= C−[F:Q]
fP2,1

×
(
�+λ
)r1(

�+λ �
−
λ

)r2 × volT∞,E ,F

(∏
p
∣
∣p H

1
E
(
Fp,T

∗
∞,E(1)

))
mod P2,1

∏
p
∣
∣p volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

)) .

Finally, the error term C−[F:Q]
fP2,1

× (�+λ
)r1(

�+λ �
−
λ

)r2 mod P2,1 will equal the quantity

(
Per+I,λP2,1

)−r1 ×
(
Per+I,λP2,1

Per−
I,λP2,1

)−r2
= 1
/
Per(2)I,λE

as a consequence of Equation (****).
The proof of Proposition 8.16 is finished.

�
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This relationship between the covolume and volume is quite beautiful, and explains
why the I-adic periods of ΞλE = Ξ+

λE
+ Ξ−

λE
enter the vertical arithmetic over F.

Moreover, it means that we can replace the covolume term in #Ker
(
⊕p|p δ∞,E,p

)

with the ratio of two volumes, one I-adic and the other p-adic in nature.

Question. Can one define an I-adic volume for the half-twisted lifting T
−1/2
∞,E ?

In particular, for any number field K we postulate the existence of a ‘measure’

vol
T

−1/2
∞,E

,K,p

(− ) =
(
�+λ
)−r1(

�+λ �
−
λ

)−r2 ×
∏

p
∣
∣p

µ
−1/2
Kp,vI,λ

(− )

taking values in L′ ×/I×, which plays an analogous rôle to that of volT∞,E ,K,p(−).
One would then demand a formula connecting

Per(2)I,λE (K)× covol(2)
T

−1/2
∞,E

(
K⊗ Zp

) ??←−−→
vol(2)

T
−1/2
∞,E

(
H1

+
(
K⊗ Zp,T

−1/2
∞,E

)∗)

∏
p|p volCmin,Kp

(
H1
e

(
Kp,Tap(Cmin)

))

very much in the spirit of Proposition 8.16.
We must confess that we have utterly failed to write down a suitable definition.

Due to the lack of a good exponential map for these half-twisted cohomologies, one
would first have to deform along the cyclotomic direction, define the ‘measure’ over
the two-variable deformation ring, then specialise back down to the weight-axis.
With tongue embedded in cheek, the reader is left with an unenviable task:

Exercise. For a lattice L ⊂
(
H1

+
(
K⊗ Zp,T

−1/2
∞,E

)∗)

L
construct vol

T
−1/2
∞,E

,K,p

(
L
)
!

This concludes our discussion concerning Ker
(
⊕p|p δ∞,E,p

)
and Ker

(
⊕p|p δ

−1/2
∞,E,p

)
.

It is now time to utilise Propositions 8.9, 8.13 and 8.16 in the systematic calculation
of the global Γwt-Euler characteristic of E.



CHAPTER IX

Diamond-Euler Characteristics: the Global Case

To motivate the global calculations, we illustrate what happens in the situation of
cyclotomic Iwasawa theory. In two well-known papers [PR1,Sn2] on this subject,
Perrin-Riou and Schneider computed the leading term of an algebraic L-function
attached to E over the cyclotomic Zp-extension of F. In particular, they related
the leading L-value with the determinant of a certain height pairing

〈−,−〉cy
F,p : E(F) × E(F) −→ Qp

which is a symmetric, bilinear form on E(F) ⊗ Qp. This pairing is known to be
degenerate if E has split multiplicative reduction at some prime of F lying above p.
In all cases, the discriminant of the p-adic height pairing should be closely related
to the dominant term in Lp

(
E/F, s

)
at the central point s = 1.

Surely one might then expect similar types of formulae, for both the vertical and
the half-twisted deformation? Let us recall the main reason in evaluating

χ
(
Γwt, S

)
=

#H0
(
Γwt, S

)

#H1
(
Γwt, S

) with S = SelF
(
T∞,E

)
or SelF

(
T∞,E ⊗Ψ−1/2)

is that these invariants occur as leading terms, in the Taylor series expansions of
IIIF

(
T∞,E

)
and IIIF

(
T∞,E ⊗ Ψ−1/2

)
respectively. Buoyed by the appearance of

a p-adic regulator in the work of Perrin-Riou and Schneider, it is not unreasonable
to expect analogous height pairings

〈−,−〉wt
F,p and

〈−,−〉−1/2
F,p : E(F)⊗Qp × E(F)⊗Qp −→ Qp

to manifest themselves in the arithmetic of the two deformations we are studying.
This is indeed the case.

Due to reasons of presentation, the calculations in the half-twisted scenario are
postponed to Chapter X – here we deal exclusively with the vertical deformation.
The major challenge facing us is the construction of a ‘p-adic weight regulator’
intrinsic to the big Galois representation T∞,E .

The approach which seems to yield the most explicit description for our pairings
involves using degeneration maps, connecting layers in the pro-variety J∞ covering
the elliptic curve Cmin. Unfortunately, the weight pairing itself can only be written
down on a subset of the (compact) Selmer group attached to Cmin over the field F.
Extending the pairing to the full Selmer group is only possible, provided that the
p-primary component of the Tate-Shafarevich group attached to E over F is finite.
Nobody has ever found an example where this condition doesn’t hold.
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9.1 The Poitou-Tate exact sequences

We now assume that K is a number field, not necessarily an abelian extension of Q.
Throughout R will be a complete local Noetherian ring, with finite residue field.
The two examples we have in mind are when R = Zp, or R is a finite flat extension
of the weight algebra Λwt. Recall for a compact R-module M of finite-type,

AM = Homcont

(
M, Qp/Zp(1)

)

denoted the χcy-twisted continuous dual of M .
For each place ν ∈ Σ of K, fix local conditions Xν which are finitely-generated

R-submodules of H1
(
Kν ,M

)
. Let Yν = X⊥

ν be the orthogonal complement under

H1(Kν , AM
) × H1(Kν ,M

) invKν ◦∪−→ Qp/Zp.

We define H1
X

(
KΣ/K,M

)
as the kernel of H1

(
KΣ/K,M

) ⊕resν−→ ⊕
ν∈Σ

H1(Kν ,M)
Xν

which is finitely-generated over R. Similarly, write H1
Y

(
KΣ/K, AM

)
for the kernel

of H1
(
KΣ/K, AM

) ⊕resν−→ ⊕
ν∈Σ

H1(Kν ,AM )
Yν

which is cofinitely-generated over R.

Proposition 9.1. (Poitou-Tate) There exists a long exact sequence

0 −→ H1
Y

(
KΣ/K, AM

) −→ H1(KΣ/K, AM
) −→

⊕

ν∈Σ

H1
(
Kν , AM

)

Yν

−→ H1
X

(
KΣ/K,M

)∨ −→ H2(KΣ/K, AM
) −→

⊕

ν∈Σ

H2(Kν , AM
)

−→ H0(KΣ/K,M
)∨ −→ 0.

The connecting homomorphisms in this sequence may be found in [FPR, Sect 1.2].
One important advantage of this proposition is that it is really the closest thing
one has to a global duality theorem for Selmer groups. We shall apply it initially
to the p-adic situation, and then afterwards to the Λwt-adic one.

Let A be an elliptic curve defined over the field K, and p will be an odd prime.
We choose M to be the p-adic Tate module of A, in which case AM ∼= A[p∞] by
the Weil pairing. The local conditions imposed are that Xν is the p-saturation
of the unramified cocycles if ν � p, and otherwise equals H1

f

(
Kν ,Tap(A)

)
if ν

∣
∣p.

Consequently, the Poitou-Tate sequence becomes

0 −→ SelK
(A)[p∞] −→ H1

(
KΣ/K,A[p∞]

)
−→

⊕

ν∈Σ

H1
(
Kν ,A[p∞]

)

A(Kν)⊗Qp/Zp

−→ H1
f

(
KΣ/K,Tap(A)

)∨
−→ H2

(
KΣ/K,A[p∞]

)
−→ . . . .

For instance, if the Selmer group of A over K is actually finite, it is a well-known
corollary that H2

(
KΣ/K,A[p∞]

)
must be zero.
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Remark: The elliptic curves we want to study are the strong Weil curve E and also
the optimal X1(Np)-curve Cmin, which are both modular and defined over Q ⊂ K.
Remember that the p∞-Selmer group of Cmin coincides with the Γwt-invariant part
of SelK

(
T∞,E

)
, up to a finite kernel and cokernel. Thus it makes good sense to

write down the Poitou-Tate sequence for the deformed Selmer group.

We now set M equal to the vertical deformation T∞,E , so vacuously AM = AT∞,E
.

Let us further recall from Chapter VII:

Definition 7.2. (i) The compact Selmer group SK
(
T∞,E

)
is defined to be the

kernel of the restriction maps

H1
(
KΣ/K,T∞,E

) ⊕resv−→
⊕

ν∈Σ−SK,p

H1
(
Kν ,T∞,E

)

H1
nr
(
Kν ,T∞,E

) ⊕
⊕

ν∈SK,p

H1
(
Kν ,T∞,E

)

XT∞,E
(Kν)

.

This time the local conditions are that Xν is the p-saturation of the unramified
cocycles if ν � p, and is otherwise equal to XT∞,E

(Kν) if ν is a place of K above p.
Under local duality Yν = X⊥

ν is the family of local points XD
T∞,E

(Kν) at ν
∣
∣p.

Therefore, upstairs the Poitou-Tate sequence reads as

0 −→ SelK
(
T∞,E

) −→ H1
(
KΣ/K, AT∞,E

)

λ̃∞,E−→
⊕

ν∈Σ−SK,p

H1
(
Kν , AT∞,E

)

H1
nr
(
Kν , AT∞,E

) ⊕
⊕

ν∈SK,p

H1
(
Kν , AT∞,E

)

XD
T∞,E

(Kν)

−→ SK
(
T∞,E

)∨ −→ H2
(
KΣ/K, AT∞,E

)
−→ . . . .

One is particularly interested in the surjectivity or otherwise, of this restriction
homomorphism λ̃∞,E .

From now on we set K = F to be an abelian extension of Q satisfying (F-ab).

Theorem 9.2. If ρ∞,E is residually irreducible, then SF
(
T∞,E

)
is zero.

The proof is deferred to the next section.
Assuming ρ∞,E is residually absolutely irreducible, we deduce immediately that

the map λ̃∞,E is surjective. The Γwt-cohomology induces a long exact sequence

0 −→ SelF
(
T∞,E

)Γwt

−→ H1
(
FΣ/F, AT∞,E

)Γwt

λ∞,E−→
⊕

ν∈Σ−SF,p

(
H1

(
Fν , AT∞,E

)

H1
nr
(
Fν , AT∞,E

)

)Γwt

⊕
⊕

ν∈SF,p

(
H1

(
Fν , AT∞,E

)

XD
T∞,E

(Fν)

)Γwt

−→ SelF
(
T∞,E

)
Γwt −→ H1

(
FΣ/F, AT∞,E

)

Γwt

λ′
∞,E−→

⊕

ν∈Σ−SF,p

(
H1

(
Fν , AT∞,E

)

H1
nr
(
Fν , AT∞,E

)

)

Γwt

⊕
⊕

ν∈SF,p

(
H1

(
Fν , AT∞,E

)

XD
T∞,E

(Fν)

)

Γwt

−→ 0.
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This notation is becoming rather cumbersome; to simplify things let’s define

H1
�

(
Fν , AT∞,E

)
:=

{
H1

nr
(
Fν , AT∞,E

)
if ν � p

XD
T∞,E

(Fν) if ν
∣
∣ p.

We claim that there is a commutative diagram naturally extending Figure 7.1:

0 0


�



�

SelF
(Cmin)[p∞]

α∞,E−→ SelF
(
T∞,E

)Γwt



�



�

H1
(
FΣ/F, Cmin[p∞]

)
β∞,E−→ H1

(
FΣ/F, AT∞,E

)Γwt



� λCmin



� λ∞,E

⊕

ν∈Σ

H1
(
Fν , Cmin[p∞]

)

Cmin(Fν)⊗Qp/Zp

⊕δ∞,E,ν−→
⊕

ν∈Σ

(
H1

(
Fν , AT∞,E

)

H1
�

(
Fν , AT∞,E

)

)Γwt



�



�

H1
f

(
F,Tap

(Cmin)
)∨ θ̂∞,E←− SelF

(
T∞,E

)
Γwt



�



�

H2
(
FΣ/F, Cmin[p∞]

) τ∞,E←↩ H1
(
FΣ/F, AT∞,E

)

Γwt
�


�

...
...

Figure 9.1

The columns are clearly exact from our discussion of both Poitou-Tate sequences.
Similarly, the commutativity of the top two squares has already been established.
The bottom horizontal map arises via the specialisation

0 −→ H1
(
FΣ/F, AT∞,E

)

Γwt

τ∞,E−→ H2
(
FΣ/F, Cmin[p∞]

)

−→ H2
(
FΣ/F, AT∞,E

)Γwt

−→ 0.

Finally, the construction of the homomorphism

θ̂∞,E : SelF
(
T∞,E

)⊗Λwt Zp −→ H1
f

(
F,Tap

(Cmin)
)∨

is highly non-trivial. It is intimately connected to the existence of a p-adic pairing

H1
f

(
F,Tap

(Cmin)
)
× H1

f

(
F,Tap

(Cmin)
)
−→ Qp.

These matters are considered at great length in §9.4 – for now one must be patient.
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Analytic rank zero revisited.
As a useful illustration of the general approach, we return to the situation which
was considered at the very start of the last chapter. In particular, for the moment
we shall temporarily assume that the L-function of E/F does not vanish at s = 1.

Let us first define the local invariant Lwt
p (E) :=

{ ∏
p|p#Ẽ(fp)[p∞] if p � NE

1 if p
∣
∣
∣
∣NE .

Theorem 9.3. Assume L(E/F, 1) �= 0, that ρE,p is residually irreducible, and
there are no rational cyclic p-isogenies between E/Q and any other elliptic curve.
Then IIIF

(
T∞,E

)
does not vanish at X = 0, in fact

IIIF
(
T∞,E

)
∣
∣
∣
∣
X=0

×
∏

finite ν

Tam(2)
Fν

(
T∞,E

) × vol(2)T∞,E

(
H1

E
)

= Lwt
p (E) × Per(2)I,λE (F) × #IIIF

(
E
)

#E
(
F
)2 ×

∏

finite ν

[
E(Fν) : E0(Fν)

] × volE
(
H1
e

)

up to an element of Z
×
p .

A special case of this result was shown in [Db1, Thm 1.4] under certain restrictions.
Before supplying the full demonstration, we should make a couple of observations.
The left-hand side comprises the specialisations of Λwt-adic objects to weight two.
Conversely, the right-hand side consists of the corresponding p-adic objects, which
just so happen to be the terms occurring in the BSD conjecture.

Stretching the analogy a bit further, the right-hand side of this formula should
conjecturally coincide with the special value

Lwt
p (E) × Per(2)I,λE (F) × L

(
E/F, 1

)

ΩE/F
× volE

(
H1
e

)

again up to a p-adic unit. However this is precisely the improved p-adic L-value
Limp
p

(
f/F, 2, 1

)
, scaled by the non-archimedean volume of H1

e

(
F⊗ Zp,Tap(E)

)
.

More on this strange coincidence later on . . .

Proof of 9.3: We begin by remarking that Tap(E) ∼= Tap(Cmin) as a GQ-module,
otherwise there would have to exist a rational cyclic p-isogeny between E and Cmin.
N.B. All of the equalities in this proof are assumed to hold true only modulo Z

×
p .

It follows from Corollary 8.2 that

IIIF
(
T∞,E

)∣∣
∣
X=0

=
#IIIF(E) [p∞]
#E

(
F
)
[p∞]

× #H1
(
Γwt, SelF

(
T∞,E

))−1

×
∏
ν∈Σ #Ker

(
δ∞,E,ν

)

∏
ν∈Σ

[
Ker

(
δ∞,E,ν

)
: Im

(
λE

) ∩Ker
(
δ∞,E,ν

)] .

Now applying Propositions 8.7(i) and 8.9(a),(b) we have an equality

∏

ν∈Σ

#Ker
(
δ∞,E,ν

)
=

Lwt
p (E)

covol(2)T∞,E

(
F⊗ Zp

) ×
∏

ν∈Σ

[
E(Fν) : E0(Fν)

]

Tam(2)
Fν

(
T∞,E

) .
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However Proposition 8.16 then informs us

1

covol(2)T∞,E

(
F⊗ Zp

) = Per(2)I,λE (F) ×
∏

p|p volE,Fp

(
H1
e

(
Fp,Tap(E)

))

vol(2)T∞,E

(
H1

E
(
F⊗ Zp,T∗

∞,E(1)
))

which explains why the volume and I-adic period enter the formula.

Remark: The theorem will follow, provided one can establish that

#H1
(
Γwt, SelF

(
T∞,E

)) ×
∏

ν∈Σ

[
Ker

(
δ∞,E,ν

)
: Im

(
λE

) ∩Ker
(
δ∞,E,ν

)]

is equal to the size of the p∞-Sylow subgroup of the Mordell-Weil group E(F).

Under the circumstances we are considering, the Selmer group of E over F is finite,
in which case both H2

(
FΣ/F, E[p∞]

)
and H1

(
FΣ/F, AT∞,E

)
Γwt must be trivial.

Consequently the bottom half of Figure 9.1 looks like

...
...



�



�

H1
(
FΣ/F, E[p∞]

)
β∞,E−→ H1

(
FΣ/F, AT∞,E

)Γwt



� λE



� λ∞,E

⊕

ν∈Σ

H1
(
Fν , E[p∞]

)

E(Fν)⊗Qp/Zp

⊕δ∞,E,ν−→
⊕

ν∈Σ

(
H1

(
Fν , AT∞,E

)

H1
�

(
Fν , AT∞,E

)

)Γwt



�



�

H1
f

(
F,Tap

(
E
))∨

��� H1
(
Γwt, SelF

(
T∞,E

))



�



�

0 0

Via the standard nonsense, one readily deduces

[
Ker

(⊕δ∞,E,ν

)
: Im

(
λE

)∩Ker
(⊕δ∞,E,ν

)]
=

[⊕
ν∈ΣH

1
(
Fν , E

)
[p∞] : Im

(
λE

)]

[
Im

(⊕ δ∞,E,ν

)
: ⊕δ∞,E,ν

(
Im(λE)

)] .

The numerator equals #H1
f

(
F,Tap(E)

)∨ = #E
(
F
)
[p∞] because IIIF(E) is finite.

Exploiting the surjectivity of β∞,E and δ∞,E,ν , the denominator is #Coker
(
λ∞,E

)
.

The demonstration is finished.
�
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9.2 Triviality of the compact Selmer group

Let us now supply the missing proof of Theorem 9.2.
Its statement asserted that the compact Selmer group SF

(
T∞,E

)
was trivial,

subject to the hypothesis that ρ∞,E : GQ −→ GL2(RE) is residually irreducible.
At this stage we should point out that the local conditions H1

nr
(
Fν ,T∞,E

)
defining

SF
(
T∞,E

)
at the finite places ν � p must be the whole of the local cohomology,

because the Λwt-ranks of the ambient groups are identically zero.
As a corollary, the compact Selmer group coincides with

Ker



H1
(
FΣ/F, T∞,E

) ⊕resp−→
⊕

p∈SF,p

H1
(
Fp,T∞,E

)

XT∞,E
(Fp)



 .

There are three stages. We first show that the compact Selmer group is Λwt-torsion.
Using a version of Nekovár̃’s control theory along the critical line (s, k) ∈ {1}×UE ,
we next establish it has finite order. Lastly one embeds SF inside a pro-tower of
F-rational points, whose narrow structure implies the Selmer group is zero.

Step 1: The Λwt-rank is zero.
Examining the behaviour of our dual exponential EXP∗

T∞,E from Definition 5.11,
there is a tautological sequence of Λwt-homomorphisms

0 −→ SF
(
T∞,E

) −→ H1
(
FΣ/F, T∞,E

) locp(−) mod XT∞,E−→ H1
(
F⊗ Zp,T∞,E

)

XT∞,E

(
F⊗ Zp

)

EXP∗
T∞,E



�

F⊗Zp Zp〈〈w〉〉

which is exact along the row. By Lemma 8.10, the Λwt-rank of the image of the
downwards arrow EXP∗

T∞,E is equal to
[
F : Q

]
.

Remark: A global Euler characteristic calculation reveals that

rankΛwt

(
H1(FΣ/F,T∞,E

))
= rankΛwt

(
H2(FΣ/F,T∞,E

))
+ d+(ρ∞,E

)

where d+
(
ρ∞,E

)
denotes the rank for the eigenspace of the induced representation

IndF/Q

(
T∞,E

)
fixed by complex conjugation. In our situation, this will be precisely

half the total rank, i.e.
[
F : Q

]
.

For all bar finitely many bad weights k ∈ UE ∩ N≥2, the rank of the H2 coincides
with that of its specialisations, namely

rankΛwt

(
H2(FΣ/F,T∞,E

))
= dimQp

(
H2(FΣ/F, V ∗

fk

))
.

Under our assumptions on ρ∞,E , at infinitely many such k the (contragredient)
p-adic Galois representation attached to the eigenform fk is residually irreducible;
in this case, the Qp-dimension of H2

(
FΣ/F, V ∗

fk

)
is zero due to [Ka1, Thm 14.5(1)].
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On the other hand, the bottom layer of the super zeta-elements Z
(ψ)
F with ψ ∈ XF

generate a Λwt-submodule Mglob of maximal rank inside H1
(
FΣ/F, T∞,E

)
, and

also a Λwt-submodule Mloc inside the quotient H1
(
F⊗Zp,T∞,E

)/
XT∞,E

(
F⊗Zp

)
.

In fact, Mloc is injected into F ⊗Zp Zp〈〈w〉〉 under the big dual exponential map.
Moreover the former submodule Mglob is mapped onto the latter one Mloc under the
homomorphism locp(−) modulo XT∞,E

, and the kernel must then be Λwt-torsion
since none of the individual Z

(ψ)
F ’s is killed by the composition EXP∗

T∞,E ◦ locp(−).
Consequently

rankΛwt

(
SF

(
T∞,E

))
= rankΛwt

(
H1(FΣ/F,T∞,E

)) − rankΛwt

(
Mloc

)

by Kato
= 0 + d+(ρ∞,E

) − rankΛwtIm
(
EXP∗

T∞,E

)
by 8.10

= 0.

The global H1 shares the same rank as the quotient of the local H1 by XT∞,E
(−).

As a corollary, one may identify SF
(
T∞,E

)
with the Λwt-torsion submodule of

H1
(
FΣ/F, T∞,E

)
, because the local condition XT∞,E

(
F⊗ Zp

)
is saturated.

Step 2: The compact Selmer group has finite order.
Given one now knows this Selmer group to be Λwt-torsion, by the structure theory
it sits inside an exact sequence

0 −→ finite group −→ SF
(
T∞,E

) −→
r⊕

j=1

Λwt

Pejj
−→ finite group −→ 0.

This decomposition naturally suggests the following

Question. Does SF
(
T∞,E

)
contain pseudo-summands of the form Λwt

/
F
ej
j Λwt

for some irreducible distinguished polynomial Fj and for ej ∈ N?

To provide an answer, we will need to specialise at arithmetic weights inside UE .
For any de Rham Gal

(
FΣ/F

)
-lattice T, the Selmer group H1

g,SpecOF

(
FΣ/F,T

)
is

defined to be

Ker



H1(FΣ/F,T
) ⊕resν−→

⊕

ν∈Σ−SF,p

H1(IFν ,T
)⊕

⊕

ν∈SF,p

H1
(
Fν ,T

)

H1
g

(
Fν ,T

)



 .

The following result is proved in Appendix C, and is the compact analogue of an
earlier Theorem 7.15.

Theorem 9.4. (Smith) Assume that the prime p does not ramify in the field F.
Then for all bar finitely many integral weights k ∈ UE, the induced specialisation

SF
(
T∞,E

)⊗Λwt,gk
Zp −→ H1

g,SpecOF

(
FΣ/F, T∞,E ⊗Λwt,gk

Zp

)

has finite kernel and cokernel, bounded independently of gk = u0 − (1 + p)k−2.

N.B. This result holds for pseudo-geometric families in the sense of Definition 5.13,
although it is only in the slope zero context that we need apply it here.
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Corollary 9.5. For almost all arithmetic weights k ∈ UE ∩N≥2, the order of each
specialisation SF

(
T∞,E

)⊗Λwt,gk
Zp is universally bounded.

Proof: Let us observe that T∞,E⊗Λwt,gk
Zp is a lattice inside V ∗

fk , the contragredient
of Deligne’sGQ-representation attached to the eigenform fk ∈ Sord

k

(
Γ0(Npr), ω2−k).

Now the Selmer groupH1
g,SpecOF

(
FΣ/F, V ∗

fk

)
coincides withH1

f,SpecOF

(
FΣ/F, V ∗

fk

)

as the local condition H1
g

(
Fp, V

∗
fk

)
is never strictly larger than H1

f

(
Fp, V

∗
fk

)
if p

∣
∣p.

We shall require the following deep result.

Theorem 7.16’. [Ka1, Thm 14.2] For almost all integral weights k ≥ 3 inside
UE, the Bloch-Kato compact Selmer group H1

f,SpecOF

(
FΣ/F, T∞,E ⊗Λwt,gk

Zp

)
is

finite.

Actually this theorem was stated in terms of discrete Selmer groups instead, but
they are easily seen to be equivalent. The non-vanishing of the L-value L

(
fk/F, 1

)

together with the residual irreducibility of ρ∞,E ⊗Λwt,gk
Zp at almost all k ∈ UE ,

forces these specialisations to be finite p-groups.
By the above H1

f,SpecOF
is finite, so it lies in H1

(
FΣ/F, T∞,E ⊗Λwt,gk

Zp

)
[p∞];

the latter torsion is identified with H0
(
FΣ/F,

(
T∞,E ⊗Λwt,gk

Zp

) ⊗ Q/Z
)

via a
standard technique in continuous cohomology. It follows from Theorem 9.4 that

SF
(
T∞,E

)⊗Λwt,gk
Zp

nat→ H1
f,SpecOF

(
FΣ/F, −

)
↪→

((
T∞,E⊗Λwt,gk

Zp

)⊗Q/Z
)GF

has its kernel killed by a universal power pν1 say, independent of the weight k.

Remark: This sequence respects the action of Gal
(
F/Q

)
and can be decomposed.

For each character ψ ∈ XF, the above induces a mapping

SF
(
T∞,E

)(ψ) ⊗Λwt,gk
Zp

×e−1
ψ−→

(((
ψ−1 ⊗ T∞,E

)⊗Λwt,gk
Zp

)
⊗Q/Z

)GQ

on the ψ-components, whose kernel will again be annihilated by the integer pν1 .

Let us choose any prime number l � Np.
By definition 1 − al(fk).Frobl + l < l >k−2 .Frob2

l is zero on V ∗
fk , therefore

1 − ψ(l)al(fk) + ψ(l)2l < l >k−2 must kill off
((
ψ−1 ⊗ T∞,E ⊗Λ,gk Zp

) ⊗ Q/Z
)GQ

because Frobenius acts trivially on the GQ-invariants. We claim that there are
infinitely many choices of l for which 1− ψ(l)al(fk) + ψ(l)2l < l >k−2 �= 0. If not,

1−ψ(l)al(fk)l−s+ψ(l)2l < l >k−2 l−2s =
(
1−l−s)(1−ω2−k(l)lk−1−s) for all l �∈ S

where S is some finite set containing Σ. Proceeding further down this cul-de-sac,
we would obtain an equality of incomplete L-functions

LS(fk, ψ, s) = ζS(s)LS(ω2−k, s+ 1− k)

which is patently ridiculous as fk ⊗ ψ is a cusp form, not an Eisenstein series!
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Provided two weights k, k′ ∈ UE satisfy k ≡ k′ mod (p− 1)pc+ordpradius(UE), then

1−ψ(l)al(fk)+ψ(l)2l < l >k−2 ≡ 1−ψ(l)al(fk′)+ψ(l)2l < l >k
′−2 modulo pc+1.

For each character ψ ∈ XF and congruence class τ modulo p − 1, we can cover
weight-space by a finite collection of open disks Dτ,ψ

1 , . . . , Dτ,ψ
n(τ,ψ) upon which

ordp
(
1 − ψ(l)al(fk) + ψ(l)2l < l >k−2

)
is constant for every weight k ∈ Dτ,ψ

j

with k ≡ τ ( mod p− 1).
Setting ν2,τ,ψ equal to the non-negative integer

max
1≤j≤n(τ,ψ)

{
ordp

(
1− ψ(l)al(fk) + ψ(l)2l < l >k−2 ) with k ∈ Dτ,ψ

j , k ≡ τ
}
,

clearly maxτ mod p−1
{
pν2,τ,ψ

}
will annihilate

((
ψ−1⊗T∞,E ⊗Λwt,gk

Zp

)⊗Q/Z
)GQ

.

Furthermore if we put ν2 := maxτ,ψ
{
ν2,τ,ψ

}
, similarly pν2 annihilates

((
T∞,E ⊗Λwt,gk

Zp

)⊗Q/Z
)GF ⊂

⊕

ψ∈XF

((
ψ−1 ⊗ T∞,E ⊗Λwt,gk

Zp

)⊗Q/Z
)GQ

.eψ.

Lastly, one deduces that pν1+ν2 kills off SF
(
T∞,E

)⊗Λwt,gk
Zp for almost all k ≥ 3,

and the corollary is proved.
�

Remark: The answer to the question posed above is therefore negative, i.e. there
can exist no pseudo-summands of the shape Λwt

/
F
ej
j Λwt lying inside of SF

(
T∞,E

)

(otherwise the specialisations SF
(
T∞,E

)⊗Λ,gk Zp would have unbounded order for
varying weights k, which violates Corollary 9.5). The compact Selmer group is of
finite-type over the local ring Λwt, and it follows from the structure theory that
SF

(
T∞,E

)
must be an abelian p-group, of order dividing pν1+ν2 .

Step 3: The compact Selmer group is very, very finite!
We recall the definition of the degeneration maps between modular curves in §1.5.
For integers d ≥ 1 and m,n ≥ 5 with dm

∣
∣n, the finite map πd : X1(n) → X1(m)

operates on the affine curves Y1(−) by the rule

πd

(
A, µn

θ
↪→ A[n]

)
=

(
A′, µm

θ′
↪→ A′[m]

)

where A′ = A
/
θ(µd), and the injection θ′ : µm ↪→ µn/d

d∼← µn/µd
θmod µd
↪→ A

/
θ(µd).

Let’s abbreviate
(
Γwt

)pr−1

by Γr. Hida [Hi1] identified the Γr-coinvariants of
T∞ with the Tate module of a p-divisible subgroup of Jac X1(n) at level n = Npr.
The natural composition

H1
(
FΣ/F, T∞

) ∼= lim←−
r≥1

H1
(
FΣ/F,

(
T∞

)
Γr

)
↪→ lim←−

πp ∗
H1

(
FΣ/F, Tap(Jr)ord

)

injects SF
(
T∞,E

)
into the projective limit lim←−πp ∗

(
H1

(
FΣ/F, Tap(Jr)ord

)
[p∞]

)
.

Again it’s continuous cohomology, so the Zp-torsion in H1
(
FΣ/F, Tap(Jr)ord

)
is

isomorphic to H0
(
FΣ/F, Tap(Jr)ord ⊗Q/Z

)
= Jord

r

(
F
)
[p∞] as finite groups.
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The following two results of Nekovár̃ allow us to deduce the triviality of SF
(
T∞,E

)
.

Moreover, they are essential ingredients in our constructions (outlined in §9.3-§9.4)
for the p-adic weight pairing on the Selmer group of a modular elliptic curve.

Lemma 9.6. [NP, §1.6.6] (i) π1 ∗
(
eord.Tap(Jr+1)

) ⊂ p
(
eord.Tap(Jr)

)
;

Let 1
p
π1 ∗ : Tap(Jr+1)ord → Tap(Jr)ord denote the map satisfying p

(
1
p
π1 ∗

)
= π1 ∗.

(ii)
(

1
pπ1 ∗

)
◦ π∗

1 = multiplication by p on eord.Tap(Jr);

(iii) π∗
1 ◦

(
1
pπ1 ∗

)
=

∑
γ∈Γr/Γr+1

〈γ〉 on eord.Tap(Jr+1) where Γr =
(
Γwt

)pr−1

;

(iv) πp ∗ = Up ◦
(

1
pπ1 ∗

)
on eord.Tap(Jr+1).

Corollary 9.7. [NP, §1.6.8] The map

lim←−
πp ∗

eord.Tap(Jr) −→ lim←−
1
pπ1 ∗

eord.Tap(Jr),
(
xr
)
r≥1 �→

(
U r−1
p xr

)
r≥1

is an isomorphism of Hord
Np∞

[
GQ

]
-modules.

We shall use these facts directly, to show the vanishing of the compact Selmer group.
Because SF

(
T∞,E

)
has order dividing pν1+ν2 , for large enough r � 1 we can realise

any finite subgroup S ⊂ SF
(
T∞,E

)
as a subgroup Sr of Jac X1(Npr)ord

(
F
)
[pν1+ν2 ].

The sequence of Sr’s is compatible with respect to the degeneration maps πp ∗
and π∗

1 : Jac X1(Npr)
(
Q
)
[p∞] −→ Jac X1(Npr+1)

(
Q
)
[p∞], so for any e ≥ 0

Sr =
(
πp ∗

)e(
Sr+e

) ∼= (
πp ∗

)e ◦ (π∗
1
)e(

Sr

)
.

By part (iv) of the lemma
(
πp ∗

)e coincides with
(
Up◦

(
1
p
π1 ∗

))e
, and the Albanese

action of the Up-operator is invertible on the ordinary locus. Consequently

Sr
∼= ap(f)e ×

(
1
p
π1 ∗

)e
◦ (π∗

1
)e(

Sr

)
by 9.6(ii)

= ap(f)e × pe
(
Sr

)

and picking e ≥ ν1 + ν2, we see that S ∼= Sr ⊂ Jr[pν1+ν2 ] must therefore be zero.
But S was any finite subgroup of SF

(
T∞,E

)
, thus the Selmer group was zero too.

The proof of Theorem 9.2 is thankfully over.

9.3 The p-adic weight pairings

One of the key terms entering the Γwt-Euler characteristic is the weight regulator.
This is the determinant of Cmin(F)× Cmin(F) under a certain bilinear pairing

〈−,−〉wt
F,p : H1

f

(
FΣ/F, Tap

(Cmin)
)
× H1

f

(
FΣ/F, Tap

(Cmin)
)
−→ Qp.

To construct splittings required to define our
〈−,−〉wt

F,p, as in the cyclotomic case
we need to view cohomology classes in terms of bi-extensions.
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Interpreting one-cocycles via extension classes.
For the moment G will be an open subgroup of either Gal

(
F/F

)
, or of Gal

(
Fν/Fν

)

at some place ν ∈ Σ. Consider a continuous cocycle xr lying in H1
(
G,Tap(Jr)ord

)
.

This element xr naturally corresponds to an extension class

0 −→ Tap(Jr)ord −→ Xxr −→ Zp −→ 0

comprising G-modules of finite-type over Zp. The xr-twisted action of G on the
Zp-module Xxr = Tap(Jr)ord ⊕ Zp is given by g(t, z) =

(
g(t) + zxr(g), z

)
.

Let us also recall from Lemma 9.6 the various transition maps 1
p
π1 ∗, πp ∗, π∗

1 .
Firstly the homomorphism 1

p
π1 ∗ : Tap(Jr+1)ord → Tap(Jr)ord induces a transition

homomorphism Hj
(
G,Tap(Jr+1)ord

) −→ Hj
(
G,Tap(Jr)ord

)
on the G-cohomology.

Strictly speaking, one should denote the induced map by
(

1
pπ1 ∗

)

∗
but it looks ugly;

instead we shall abuse notation, and inaccurately refer to it as 1
pπ1 ∗ throughout.

If there is a family of cocycles
(
xr
)
r≥1 ∈ lim←− 1

pπ1 ∗ H
1
(
G,Tap(Jr)ord

)
, then in terms

of extension classes we obtain

...
...

...


� 1
pπ1 ∗



�



�

0 −→ Tap(Jr+1)ord −→ Xxr+1 −→ Zp −→ 0


� 1
pπ1 ∗



�



�

0 −→ Tap(Jr)ord −→ Xxr −→ Zp −→ 0


� 1
pπ1 ∗



�



�

...
...

...

where the downward arrows represent · · · �→ xr+1
( 1
pπ1 ∗)∗�→ xr �→ . . . .

Remark: If one considers the map πp ∗ : Tap(Jr+1)ord → Tap(Jr)ord instead, then
for every

(
xr
)
r≥1 ∈ lim←−πp ∗ H

1
(
G,Tap(Jr)ord

)
we obtain an analogous diagram

0 −→ Tap(Jr+1)ord −→ Xxr+1 −→ Zp −→ 0


�πp ∗



�



�

0 −→ Tap(Jr)ord −→ Xxr −→ Zp −→ 0

on extension classes. It does not actually matter whether we choose 1
pπ1 ∗ or πp ∗,

because one already knows

lim←−
πp ∗

H1(G,Tap(Jr)ord
) by 9.7∼= lim←−

1
pπ1 ∗

H1(G,Tap(Jr)ord
)
.

To be consistent we shall work with the former map 1
pπ1 ∗.
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Let’s focus our attention on the homomorphism π∗
1 : Tap(Jr)ord → Tap(Jr+1)ord.

Assume once more the cocycle xr ∈ H1
(
G,Tap(Jr)ord

)
, which means in particular

(π∗
1) n∗ xr ∈ H1

(
G,Tap(Jr+n)ord

)
. On extension classes (π∗

1) n∗ induces

...
...

...
$

(π∗

1)
n

$



$



0 −→ Tap(Jr+n)ord−→ X(π∗
1)

n

∗ xr
−→ Zp −→ 0

$

(π∗

1)
n

$



$



0 −→ Tap(Jr)ord −→ Xxr −→ Zp −→ 0
$

(π∗

1)
n

$



$



...
...

...

which is in the reverse direction to the transitions induced by the map
(

1
p
π1 ∗

)n

∗
.

N.B. To shorten notation again, we shall often drop the subscript ∗ from (π∗
1)∗.

Remark: These objects we have considered are all free Zp-modules of finite rank;
the functor HomZp

(−, Zp(1)
)

is exact on them. Applying it to the above,

...
...

...


�



�



�
π̂∗
1

n

0 −→ Zp(1) −→ X ∗
(π∗

1)
n
xr

(1) −→ e∗
ord.Tap

(tJr+n
) −→ 0



�



�



�
π̂∗
1

n

0 −→ Zp(1) −→ X ∗
xr(1) −→ e∗

ord.Tap
( tJr

) −→ 0


�



�



�
π̂∗
1

n

...
...

...

where the dual mapping π̂∗
1
n

gives rise to the downward arrows in the diagram.
Note tJr is the dual abelian variety to JacX1(Npr), in fact Tap

(
tJr

) ∼= Tap
(
Jr
)∗(1)

by the Poincaré pairing on the Jacobians (the dual projector e∗
ord is then defined

through the contravariant Picard action of Up, rather than the covariant action).

Taking G-cohomology of this array, one obtains a commutative diagram

. . .→ Hj
(
G, Zp(1)

)
−→ Hj

(
G,X ∗

(π∗
1)
n
xr

(1)
)
−→ Hj

(
G, e∗

ord.Tap
( tJr+n

))→ . . .


�ηn,r



�



�(

π̂∗
1

n)
∗

. . .→ Hj
(
G, Zp(1)

)
−→ Hj

(
G, X ∗

xr(1)
)
−→ Hj

(
G, e∗

ord.Tap
( tJr

)) → . . .

which is exact along its rows.
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Suppose we are given a family of elements
(
xr
)
r≥1 ∈ lim←− 1

pπ1 ∗ H
1
(
G,Tap(Jr)ord

)
.

The strategy now is to replace
{

Xxr

}

r≥1
with a more refined class of extensions,

thereby enabling us to write down the p-adic weight pairing explicitly.

Lemma 9.8. For each n ≥ 0, there exists a cocycle x′
r+n ∈ H1

(
G,Tap(Jr+n)ord

)

and a commutative diagram

. . .→ H1
(
G, Zp(1)

)
−→ H1

(
G,X ∗

x′
r+n

(1)
)
−→ H1

(
G, e∗

ord.Tap
( tJr+n

))→ . . .


�η′

n



�



�(

π̂∗
1

n)
∗

. . .→ H1
(
G, Zp(1)

)
−→ H1

(
G, X ∗

xr(1)
)
−→ H1

(
G, e∗

ord.Tap
( tJr

)) → . . .

for which the image of η′
n is contained in pn.H1

(
G,Zp(1)

)
.

Proof: By the compatibility of the xr’s,

(π∗
1) n∗ xr = (π∗

1) n∗

(
1
p
π1 ∗

) n

∗
xr+n

by 9.6(iii)
=

(
TrΓr/Γr+n

)

∗
xr+n

where the trace map is defined by TrΓr/Γr+n :=
∑
γ∈Γr/Γr+n〈γ〉 on Tap(Jr+n)ord.

Since this trace has degree pn, so does the map
(
TrΓr/Γr+n

)
∗ induced on cohomology.

It follows that there exists a cocycle x′
r+n such that pnx′

r+n =
(
TrΓr/Γr+n

)
∗ xr+n.

We must verify that x′
r+n has the required properties.

Remark: Assume M is a free Zp-module of finite rank, with a continuous G-action.
Let x ∈ H1(G,M) be a one-cocycle. Then the commutative diagram

0 −→ M −→ Xpnx −→ Zp −→ 0


� id



� (id,pn)



�pn

0 −→ M −→ Xx −→ Zp −→ 0

respects the Zp[G]-structure, and relates the extension class of pnx to that of x.

Substituting M = Tap(Jr+n)ord and x = x′
r+n, by definition pnx′

r+n = (π∗
1)n∗ xr.

Dualising the above diagram via HomZp

( −, Zp(1)
)
, one obtains

0 −→ Zp(1) −→ X ∗
x′
r+n

(1) −→ e∗
ord.Tap

(tJr+n
) −→ 0



�pn



� (pn, id)



� id

0 −→ Zp(1) −→ X ∗
(π∗

1)
n
xr

(1) −→ e∗
ord.Tap

( tJr+n
) −→ 0



�



�



�
π̂∗
1

n

0 −→ Zp(1) −→ X ∗
xr(1) −→ e∗

ord.Tap
( tJr

) −→ 0.

The right-hand column is the map π̂∗
1
n
. The left-hand column is pn× (a scalar), so

the homomorphism η′
n it induces on 1-cohomology ends up in pn.H1

(
G,Zp(1)

)
.

�
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The construction of canonical elements.
Before explaining how to associate canonical lifts, we first outline some local theory.
Let � denote any non-trivial character of Gal

(
F(µp∞)/F

)
taking values in Z

×
p , and

set � := logp ◦�. If iF : A
×
F → Gal

(
F(µp∞)/F

)
is the reciprocity map, then

�̃ : A
×
F −→ Zp by composing �̃ = logp ◦� ◦ iF.

One writes �̃,ν for the composition of �̃ with the inclusion F×
ν ↪→ A

×
F at all ν ∈ Σ.

In particular, the kernel of �̃,ν is the group of universal norms relative to F(µp∞)
/
F,

namely
Ker

(
�̃,ν

)
=

⋂

n≥0

NormFν(µpn )/Fν

(
Fν(µpn)×

)
.

Moreover �̃,ν naturally extends to H1
(
Fν ,Zp(1)

) ∼= F×
ν ⊗̂ Zp by continuity, and

its kernel is the submodule N univ
∞ H1

(
Fν ,Zp(1)

)
.

Notation: PuttingG = Gal
(
Fν/Fν

)
, we writeH1

� (G,−) =
{
H1

nr(G,−) if ν � p

H1
f (G,−) if ν | p.

Let us further assume our compatible family
(
xr
)
r≥1 ∈ lim←− 1

pπ1 ∗H
1
�

(
Fν ,Tap(Jr)ord

)
.

It is an easy exercise to check both (π∗
1) n∗

(
1
pπ1 ∗

) n

∗
xr+n ∈ H1

� and x′
r+n ∈ H1

� ,
because the local condition is p-saturated.

Remark: One claims every element y ∈ H1
�

(
Fν , e∗

ord.Tap
(

tJr+n
))

is really the

image of an element in H1
(
Fν , X ∗

x′
r+n

(1)
)
, under the cohomology exact sequence

· · · −→ H1
(
Fν , Zp(1)

)
−→ H1

(
Fν , X ∗

x′
r+n

(1)
)

−→ H1
(
Fν , e∗

ord.Tap
( tJr+n

)) ∂−→ H2
(
Fν , Zp(1)

)
−→ . . . .

The precise reason is that the value in the H2 of ∂(y) is the cup-product x′
r+n ∪ y,

and this is zero because x′
r+n ∈ H1

� is orthogonal to H1
�

(
Fν , e∗

ord.Tap
(

tJr+n
))

.

Consequently y came from the image of H1
(
Fν , X ∗

x′
r+n

(1)
)
.

We shall now consider a secondary family
(
yr
)
r≥1 ∈ lim←−π̂∗

1
H1
�

(
Fν , e∗

ord.Tap
(
tJr

))
.

By the above remark, each element yr+n possesses a lift ỹr+n ∈ H1
(
Fν , X ∗

x′
r+n

(1)
)

such that ỹr+n �→ yr+n in our cohomology sequence.

Definition 9.9. For each integer r ≥ 1, the canonical lifting

scan,Fν
(
yr
)

:= lim
n→∞

(
π̂∗

1

)n

∗

(
ỹr+n

)

converges to a a well-defined element inside the quotient
H1
(
Fν , X ∗

xr
(1)
)

Nuniv∞ H1
(
Fν ,Zp(1)

) .
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Of course, it must be checked that the above limit is truly convergent. To this end
we assume that the (x′

r+n)’s are chosen compatibly, and consider the difference
(
π̂∗

1

)n+m

∗

(
˜yr+n+m

)
−
(
π̂∗

1

)n

∗

(
ỹr+n

)
=

(
π̂∗

1

)n

∗

((
π̂∗

1

)m

∗

(
˜yr+n+m

)
− ỹr+n

)
.

The interior term
(
π̂∗

1

)m

∗

(
˜yr+n+m

)
− ỹr+n clearly belongs to H1

(
Fν , X ∗

x′
r+n

(1)
)
.

It follows from Lemma 9.8 that
(
π̂∗

1

)n

∗
(
. . .

)
is well-defined modulo the image of η′

n.
However for some constant c ≥ 0, one has containments

η′
n

(
H1(Fν ,Zp(1)

)) ⊂ pn ×H1(Fν ,Zp(1)
)

⊂ coresFν (µpn−c )/Fν

(
H1(Fν(µpn−c),Zp(1)

))
.

Lastly as n → ∞, the ambiguity lies in
⋂
n≥0 coresFν(µpn)/FνH

1
(
Fν(µpn),Zp(1)

)

i.e. inside the submodule of universal norms.

Level-compatible Selmer groups.
Unfortunately, it is not particularly apparent (to the author) how to write down
a decent weight-pairing on the compact Selmer group associated to JacX1(Npr).
Out of necessity we are forced to introduce a small refinement of these objects, the
advantage being that the pairing is easy to describe on the modified components.

The refined Selmer group H̃1
f

(
F,Tap(Jr)ord

)
is taken to be the kernel of

H1
(
FΣ/F, Tap(Jr)ord

) ⊕resν−→
⊕

ν∈Σ

H1
(
Fν ,Tap(Jr)ord

)

⋂
n≥0

(
1
pπ1 ∗

)n
H1
�

(
Fν ,Tap(Jr+n)ord

) .

Similarly, on the dual locus H
1
f

(
F, e∗

ord.Tap
(
tJr

))
is defined as the kernel of

H1
(
FΣ/F, e∗

ord.Tap
( tJr

)) ⊕resν−→
⊕

ν∈Σ

H1
(
Fν , e∗

ord.Tap( tJr)
)

⋂
n≥0

(
π̂∗

1

)n
H1
�

(
Fν , e∗

ord.Tap( tJr+n)
) .

One immediately deduces that H̃1
f ⊂ H1

f,SpecOF
and H

1
f ⊂ H1

f,SpecOF
, since our

local conditions are stricter than those occurring in the Bloch-Kato versions.

Remark: The optimal elliptic curve Cmin is a proper subvariety of JacX1(Np),
and also appears as a subvariety of its Picard dual tJ1. The Tate module of Cmin

must therefore occur as a direct summand in both Tap(J1)ord and e∗
ord.Tap

(
tJ1

)
.

Consequently, in order to define a bilinear pairing
〈−,−〉wt

F,p : H̃1
f

(
F, Tap

(Cmin)
)
× H

1
f

(
F, Tap

(Cmin)
)
−→ Zp

we can instead define more general pairings
〈−,−〉(r)F,p : H̃1

f

(
F, Tap

(
Jr
)ord) × H

1
f

(
F, e∗

ord.Tap
(tJr

)) −→ Zp

for all integers r ≥ 1, then just restrict
〈−,−〉(1)F,p to the fE-isotypic components.
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Definition 9.10. Suppose x ∈ H̃1
f

(
F,Tap

(
Jr
)ord) and y ∈ H1

f

(
F, e∗

ord.Tap
(
tJr

))
.

If sglob(y) denotes any lift of y to H1
(
FΣ/F, X ∗

x(1)
)
, then define

〈
x, y

〉(r)
F,p :=

∑

ν∈Σ

�̃,ν

(
sglob

(
y
)
ν
− scan,Fν

(
yν
))
.

Does this pairing firstly make sense, and is it properly defined?
Well the difference sglob

(
y
)
ν
− scan,Fν

(
yν
) ∈ H1

(
Fν , X ∗

x(1)
)

actually lies in the
image of H1

(
Fν , Zp(1)

)
via

H1
(
Fν , Zp(1)

)
−→ H1

(
Fν , X ∗

x(1)
)
−→ H1

(
Fν , e∗

ord.Tap
( tJr

)) ∂−→ . . .

because both sglob
(
y
)
ν

and scan,Fν
(
yν
)

are local lifts of the same element resν(y).
Whilst the element scan,Fν

(
yν
)

is only well-defined modulo N univ
∞ H1

(
Fν ,Zp(1)

)
,

the universal norms comprise the kernel of �̃,ν . Finally, changing the global lift
sglob

(
y
)

by an element z ∈ H1
(
FΣ/F, Zp(1)

)
does not affect the sum in any way,

since
∑

ν∈Σ �̃,ν
(
zν
)

= 0 by class field theory.

Question. How do we extend the p-adic pairings on the refined Selmer groups,
to encompass the full compact Selmer groups for Cmin?

This task will clearly be possible, if and only if the Zp-ranks of H̃1
f

(
F,Tap

(Cmin
))

and likewise H
1
f

(
F,Tap

(Cmin
))

are identical to that of H1
f,SpecOF

(
F,Tap

(Cmin
))

.
Assuming these three ranks coincide, one simply defines

〈−,−〉wt
F,p : H1

f,SpecOF

(
F,Tap

(Cmin)
)
×H1

f,SpecOF

(
F,Tap

(Cmin)
)
−→ Qp

by the rule
〈
x, y

〉wt
F,p = p−(n1+n2) × 〈

pn1x, pn2y
〉(1)
F,p for integers n1, n2 � 0.

Lemma 9.11. There exist integers c1, c2 ≥ 0 such that

(i) pc1 .Cmin(F) ⊗̂ Zp ⊂ H̃1
f

(
F,Tap

(Cmin
))

and

(ii) pc2 .Cmin(F) ⊗̂ Zp ⊂ H
1
f

(
F,Tap

(Cmin
))

.

Deferring the proof for a moment, the lemma implies that the ranks of H̃1
f and H

1
f

are bounded below by the Mordell-Weil rank of Cmin over F.

Corollary 9.12. If the p-primary part of IIIF
(Cmin

)
is finite, then

rankZpH̃
1
f

(
F,Tap

(Cmin)
)

= rankZpH
1
f

(
F,Tap

(Cmin)
)

= rankZpH
1
f,SpecOF

.
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Proof of 9.11: We dispose of part (i). Clearly for large enough c′1:

(I) if ν � p, then pc
′
1 .H1

nr

(
Fν ,Tap

(Cmin)
)
⊂ H1

nr

(
Fν ,T∞,E

)

Γwt

(II) if ν | p, then pc
′
1 .H1

f

(
Fν ,Tap

(Cmin)
)
⊂ XT∞,E

(
Fν

)
Γwt

N.B. the second statement is a consequence of Corollary 5.16, the first is obvious.
The left-hand sides both contain the image of pc

′
1 .Cmin(F) ⊗̂ Zp, hence so does

V = Ker

(

H1
(
FΣ/F,Tap

(Cmin)
) ⊕resν−→

⊕

ν∈Σ−SF,p

H1
(
Fν ,Tap(Cmin)

)

H1
nr

(
Fν ,T∞,E

)

Γwt

⊕
⊕

ν∈SF,p

H1
(
Fν ,Tap(Cmin)

)

XT∞,E

(
Fν

)
Γwt

)

.

The latter object V has the Zp-rank of H̃1
f

(
F,Tap

(Cmin
))

, indeed the conditions

XT∞,E

(
Fν

)
Γwt and

⋂
n≥0

(
1
pπ1 ∗

)n
H1
f

(
Fν ,Tap(J1+n)ord

) ∩H1
(
Fν ,Tap(Cmin)

)
are

commensurable for all ν
∣
∣p. Thus there exists c′′1 ≥ 0 satisfying pc

′′
1 .V ⊂ H̃1

f

(
. . .

)
.

Setting c1 = c′1 + c′′1 , the first bit of the lemma is proved.
To show why part (ii) is true, we just employ identical arguments to the above.

The only difference is that one instead uses the local condition H1
E
(
Fν ,T∞,E

)
Γwt

at places ν
∣
∣p, which is p-commensurable with the refined submodule
⋂

n≥0

(
π̂∗

1

)n
H1
f

(
Fν , e∗

ord.Tap
( tJ1+n

)) ∩H1
(
Fν ,Tap

(Cmin)
)
.

The remaining details are the same as for 9.11(i).
�

9.4 Commutativity of the bottom squares

The last remaining hurdle is to relate the p-adic weight pairing
〈−,−〉(r)F,p at r = 1,

to the existence of two specialisation maps

⊕

ν∈Σ

H1
(
Fν , Cmin[p∞]

)

Cmin(Fν)⊗Qp/Zp

⊕δ∞,E,ν−→
⊕

ν∈Σ

(
H1

(
Fν , AT∞,E

)

H1
�

(
Fν , AT∞,E

)

)Γwt



�



�

H1
f

(
F,Tap

(Cmin)
)∨ ?��� SelF

(
T∞,E

)
Γwt



�



�

H2
(
FΣ/F, Cmin[p∞]

)
??��� H1

(
FΣ/F, AT∞,E

)

Γwt

completing the bottom half of Figure 9.1.
This approach is inspired by Perrin-Riou’s cyclotomic methods in [PR1, §4].
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We begin with some general comments. To explicitly write down the specialisation

SelF
(
T∞,E

)
Γwt

?��� H1
f

(
F,Tap

(Cmin
))∨

, it is first necessary to construct splittings
for the divisible versions of the corresponding compact modules appearing in §9.3.
Let us define H

1
f

(
F, tJord

r [p∞]
)

to be the kernel of

H1
(
FΣ/F, tJord

r [p∞]
) ⊕resν−→

⊕

ν∈Σ

H1
(
Fν , e∗

ord.
tJord
r [p∞]

)

Qp/Zp ⊗
⋂
n≥0

(
π̂∗

1

)n
H1
�

(
Fν , e∗

ord.Tap( tJr+n)
)

at all integers r ≥ 1.

Key Fact: For each n ≥ 0, we claim there is a right-exact sequence

H1(FΣ/F, µp∞
) −→ Yx′

r+n
−→ H

1
f

(
F, tJord

r+n[p∞]
) −→ 0

where the notation Yx′
r+n

denotes the inverse image of H
1
f

(
F, tJord

r+n[p
∞]
)

inside

the lifted cohomology H1
(
FΣ/F, Qp/Zp ⊗ X ∗

x′
r+n

(1)
)
.

To justify this statement, it is enough to prove H
1
f is contained in the image

of H1
(
FΣ/F, Qp/Zp ⊗ X ∗

x′
r+n

(1)
)
. If y ∈ H

1
f

(
F, tJord

r+n[p
∞]
)

then its image in

H2
(
FΣ/F, µp∞

)
is given by the cup-product x′

r+n ∪ y. However (x′
r+n)ν ∪ yν = 0

for each finite place ν, and the global Brauer group injects into
⊕

ν H
2
(
Fν , µp∞

)
.

It follows that x′
r+n ∪ y is itself zero, and the original claim was true.

Assume now that y ∈ H1
f

(
F, tJord

r+n[p∞]
)
, and that sglob(y) is a lift of y to Yx′

r+n
.

Because y ∈ H1
f , there exists an integer m ≥ 0 such that resν(y) = p−m ⊗ zν with

zν ∈
⋂
n≥0

(
π̂∗

1

)n
H1
�

(
Fν , e∗

ord.Tap( tJr+n)
)
. We shall set ŷν := p−m ⊗ scan,Fν (zν)

which is only properly defined modulo the group of universal norms.

Definition 9.13. If xr ∈ H̃1
f

(
F,Tap

(
Jr
)ord) and y ∈ H1

f

(
F, tJord

r+n[p
∞]
)

for some
integer n ≥ 0, then define

θ
(r)
ρ,Σ

(
xr
)
(y) :=

∑

ν∈Σ

id⊗ �̃,ν
(
sglob

(
y
)
ν
− ŷν

)
.

The following are all quite straightforward.

Exercises. (a) θ
(r)
ρ,Σ

(
xr
)
(y) is well-defined and independent of sglob(y);

(b) The association xr �→ θ
(r)
ρ,Σ

(
xr
)
(−) gives rise to a homorphism

θ
(r)
ρ,Σ : H̃1

f

(
F,Tap

(
Jr
)ord) −→ Homcont

(
lim−→
n
H

1
f

(
F, tJord

r+n[p
∞]
)
, Qp/Zp

)
;

(c) The image of this homomorphism θ
(r)
ρ,Σ is Γr-invariant.
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Before stating the main result of this section, we first introduce some notation.
Assuming that 0 → A → B → C → 0 is a short exact sequence of Λwt-modules,
then multiplication by up

r−1

0 − 1 and the Snake Lemma produce

0 −→ AΓr −→ BΓr −→ CΓr ∂−→ AΓr −→ BΓr −→ CΓr −→ 0.

We write ‘SL(r)’ for the boundary map ∂ occurring in the Γr-cohomology.

Proposition 9.14. For all integers r ≥ 1, the diagram
⊕

ν∈Σ

H1
(
Fν ,Tap

(
Jr
)ord) nat←↩

⊕

ν∈Σ

H1
(
Fν ,Tap

(
J∞

)ord)

Γr
$

pr−1 logp(u0)×⊕resν

$

 ŜL(r)

H̃1
f

(
F,Tap

(
Jr
)ord) θ

(r)
ρ,Σ−→

((
lim−→
n
H

1
f

(
F, tJord

r+n[p
∞]
))∨)Γr

is a commutative square.

Let’s translate this statement back in terms of the Selmer group associated to the
optimal elliptic curve. The injection T∞,E

∼= lim←−r
(
T∞,E

)

Γr
↪→ lim←−r Tap(Jr)ord

induces a projection map

lim−→
r

tJord
r [p∞] ∼= lim−→

r
ATap(Jr)ord � AT∞,E

.

Therefore every element of H1
(
G,AT∞,E

)
will be represented by a cocycle from

H1
(
G, tJord

r+n[p
∞]
)

for large enough n ≥ 0.

Corollary 9.15. If θ∞,E is the Zp-linear extension of the map logp(u0)−1 × θ(1)
ρ,Σ

to the whole of H1
f

(
F,−), then

⊕

ν∈Σ

H1
�

(
Fν ,Tap

(Cmin)
) ⊕δ̂∞,E,ν←↩

⊕

ν∈Σ

H1
�

(
Fν ,T∞,E

)

Γwt

$

⊕resν

$

 ŜL(1)

H1
f

(
F,Tap

(Cmin)
)

θ∞,E−→
(
SelF

(
T∞,E

)∨)Γwt

is a commutative square.

The Pontrjagin dual of this diagram constitutes the bottom portion of Figure 9.1.
Furthermore, if φ∞,E denotes the composition

(
SelF

(
T∞,E

)∨)Γwt
mod u0−1−→

(
SelF

(
T∞,E

)∨)

Γwt

α̂∞,E−→
(
SelF

(Cmin)[p∞]
)∨
−→ HomZp

(
H1
f

(
F,Tap(Cmin)

)
, Zp

)

then φ∞,E ◦θ∞,E

(
x
)
(y) = logp(u0)−1×〈x, y〉wt

F,p. In other words, the p-adic weight
pairing factorises through the fundamental commutative diagram.
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Proof of 9.14: When dealing with discrete cohomologies whose coefficients lie in
ATap(J∞)ord , clearly any given cocycle may be considered as taking values inside
ATap(Jr+n)ord

∼= tJord
r+n[p

∞] with n � 0. We’ll work with tJord
r+n[p

∞]-coefficients.
Our primary task is to find a decent description of the homomorphism

ŜL(r) :
(
H

1
f

(
F, tJord

r+n[p
∞]
)∨)Γr

−→
⊕

ν∈Σ

H1
(
Fν ,Tap

(
Jr+n

)ord)

Γr
.

Remember that its dual SL(r) appeared as the boundary map, in the Γr-cohomology

of the Selmer sequence defining H
1
f .

Remark: Suppose that 0 −→ A −→ B −→ C −→ 0 is a short exact sequence.
Consider the diagram

0 −→ A −→ B −→ C −→ 0


�h1



�h2



�h3

0 −→ A −→ B −→ C −→ 0.

Then the boundary map Ker(h3)
∂−→ Coker(h1) arising from the Snake lemma is

explicitly given by the formula ∂(c) = h2
(
c†
)

mod h1(A), where c† ∈ B denotes
any lift of c ∈ Ker(h3) to B.

In our situation h1 = h2 = h3 = multiplication by up
r−1

0 − 1, moreover

A = H
1
f

(
F, tJord

r+n[p
∞]
)
, B = H1

(
FΣ/F, tJord

r+n[p
∞]
)
, C =

⊕

ν∈Σ

H1
(
Fν , −

)

local cond’s
.

It follows directly from the above remark that

SL(r)(c) =
(
up

r−1

0 − 1
)
.c† mod

(
up

r−1

0 − 1
)
× the image of Selmer

where c† is any lift of c to H1
(
FΣ/F, tJord

r+n[p
∞]
)
.

Question. What is the formula required to make the square in 9.14 commute?

Choose elements xr ∈ H̃1
f

(
F,Tap

(
Jr
)ord) and

(
yν
)
ν
∈⊕ν∈Σ H1

(
Fν , tJord

r [p∞]
)
.

For all integers n ≥ 0, there exists y†
n ∈ H1

(
FΣ/F, tJord

r+n[p
∞]
)

such that

δ(n)
ν = resν

(
y†
n

)−
(

1̂
p
π1 ∗

)n
yν ∈ Qp/Zp⊗

⋂

m≥0

(
π̂∗

1

)m
H1
�

(
Fν , e∗

ord.Tap
( tJr+n+m

))
.

Observe that 1̂
pπ1 ∗ induces a homomorphism e∗

ord.Tap( tJr) −→ e∗
ord.Tap( tJr+1).

Without loss of generality, one may assume the lifts y†
n are chosen compatibly.
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Conclusion: By the preceding discussion, the formula one requires to make 9.14
commutative is precisely

θ
(r)
ρ,Σ

(
xr
) ((

up
r−1

0 − 1
)
. y†

∞
)

= pr−1 logp
(
u0
)×

∑

ν∈Σ

invFν

((
xr
)
ν
∪yν

)
(*)

where y†
∞ =

(
y†
n

)
n≥0 belongs to H1

(
FΣ/F, tJord

∞ [p∞]
)

modulo H
1
f .

We start by computing the canonical lift at ν ∈ Σ:

(
up

r−1

0 − 1
)
.
(
y†
n

)
ν

=
(
up

r−1

0 − 1
)
.δ(n)
ν +

(
1̂
p
π1 ∗

)n (
up

r−1

0 − 1
)
.yν

=
(
up

r−1

0 − 1
)
.δ(n)
ν + 0

since up
r−1

0 − 1 is the zero endomorphism on Tap(Jr)ord. As a consequence

scan,Fν

((
up

r−1

0 − 1
)
.
(
y†
n

)
ν

)
=

(
up

r−1

0 − 1
)
.
̂
δ
(n)
ν ∈ H1

�

(
Fν , Qp/Zp ⊗ X ∗

x′
r+n

(1)
)
.

Let’s now try and calculate the global lift of
((
up

r−1

0 − 1
)
. y†
n

)
instead.

Remark: For each place ν ∈ Σ, there is an array in cohomology

. . .→ H1
(
Fν , Qp/Zp ⊗ X ∗

x′
r+n

(1)
)
→ H1

(
Fν , tJord

r+n[p
∞]
)
→ H2

(
Fν , µp∞

)
→ . . .

$



$

(

1̂
pπ1 ∗

) n

∗

$

η′′

n

. . .→ H1
(
Fν , Qp/Zp ⊗ X ∗

xr
(1)

)
−→ H1

(
Fν , tJord

r [p∞]
)
−→ H2

(
Fν , µp∞

)
→ . . .

for which the dual homomorphism
(

1̂
pπ1 ∗

)n
induces the upward vertical arrows.

Crucially the right-hand map η′′
n is of the form pn× (a scalar

)
, which can be shown

in a similar fashion to the proof of Lemma 9.8.

Consequently if pn ≥ order(yν), the image of
(

1̂
pπ1 ∗

)n
yν in H2

(
Fν , µp∞

)
is trivial.

However, the restriction of y†
n at each ν has the form

resν
(
y†
n

)
= δ(n)

ν +

(
1̂
p
π1 ∗

)n
yν

and we know from §9.3 how to lift the δ(n)
ν ’s. It follows for pn ≥ maxν∈Σ

{
order(yν)

}

there must exist lifts of resν
(
y†
n

)
inside H1

(
Fν , Qp/Zp ⊗ X ∗

x′
r+n

(1)
)

at all ν ∈ Σ.
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Lastly, the injectivity of Br
(
FΣ/F

)
↪→⊕

ν∈ΣH
2
(
Fν , µp∞

)
implies that there is a

global lift of y†
n to H1

(
FΣ/F, Qp/Zp ⊗ X ∗

x′
r+n

(1)
)
, in fact

sglob

((
up

r−1

0 − 1
)
. y†
n

)
=

(
up

r−1

0 − 1
)
.sglob

(
y†
n

)
.

Let’s establish formula (*) and we will be done. The left-hand side yields

θ
(r)
ρ,Σ

(
xr
) ((

up
r−1

0 − 1
)
. y†
n

)
=

∑

ν∈Σ

�̃,ν

((
up

r−1

0 − 1
)
.sglob

(
y†
n

)
ν
− (

up
r−1

0 − 1
)
.
̂
δ
(n)
ν

)

=
∑

ν∈Σ

invFν

(
(
up

r−1

0 − 1
)
.
(
sglob

(
y†
n

)
ν
−̂
δ
(n)
ν

)
∪ �,ν

)
.

But the element sglob
(
y†
n

)
ν
−̂δ(n)

ν represents a lift of
(

1̂
p
π1 ∗

)n
yν under the mapping

H1
(
Fν , Qp/Zp ⊗ X ∗

x′
r+n

(1)
)
−→ H1

(
Fν , tJord

r+n[p
∞]
)
.

Remark: Suppose that γ is a topological generator of Γr ∼= Zp. Then the 2-cocycle
aν∪bν ∈ H2

(
Fν , µp∞

)
is the image of (γ−1).a†

ν under theH1 → H2 boundary map,

where a†
ν is any lift of aν ∈ H1

(
Fν , tJord

r+n[p
∞]
)

up to H1
(
Fν ,Qp/Zp ⊗ X ∗

b′
r+n

(1)
)
.

This statement is proved in an identical way to [PR1, 4.5.3], albeit for the weight
deformation rather than the cyclotomic one.

Substituting γ = up
r−1

0 , aν =
(

1̂
pπ1 ∗

)n
yν and a†

ν = sglob
(
y†
n

)
ν
−̂
δ
(n)
ν , one deduces

θ
(r)
ρ,Σ

(
xr
) ((

up
r−1

0 − 1
)
. y†
n

)
=

∑

ν∈Σ

invFν

((
1̂
p
π1 ∗

)n

yν ∪
(
x′
r+n

)
ν

)

× logp
(
up

r−1

0

)

= pr−1 logp
(
u0
)×

∑

ν∈Σ

p−n ⊗ invFν

((
1̂
p
π1 ∗

)n
yν ∪

((
π∗

1
) n
∗ xr

)

ν

)

since pnx′
r+n = (π∗

1) n∗ xr. Performing the adjoint operation:

(
1̂
p
π1 ∗

)n
yν ∪

((
π∗

1
) n
∗ xr

)

ν

= yν ∪
((

1
p
π1 ∗

)n
◦ (π∗

1
) n
∗ xr

)

ν

by 9.6(ii)
= yν ∪

(
pnxr

)
ν
.

Therefore for all n� 0, we obtain

θ
(r)
ρ,Σ

(
xr
) ((

up
r−1

0 − 1
)
. y†
n

)
= pr−1 logp

(
u0
)×

∑

ν∈Σ

invFν

(
yν ∪

(
xr
)
ν

)
.

Equation (*) is established, and the result follows.
�
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Finally, one should not forget to mention the following result, although strictly
speaking it is not required in the Diamond-Euler characteristic computation.

Proposition 9.16. The bottom segment of Figure 9.1

H1
f

(
F,Tap

(Cmin)
)∨ θ̂∞,E←− SelF

(
T∞,E

)
Γwt



�



�

H2
(
FΣ/F, Cmin[p∞]

) τ∞,E←↩ H1
(
FΣ/F, AT∞,E

)

Γwt

is a commutative square.

N.B. The proof itself is a tedious but straightforward exercise in Galois cohomology;
the details are written up elsewhere in [Db3].

9.5 The leading term of IIIF
(
T∞,E

)

This lengthy calculation of the vertical Γwt-Euler characteristic for SelF
(
T∞,E

)
is

almost completed. It remains for us to combine together various properties of the
local and global specialisation maps, described in Chapters VIII and IX respectively.
However, we first introduce a quantity which measures the (possible) discrepancy
between the Zp-lattices Tap(E) and T∞,E ⊗Λwt Zp.

The modular elliptic curves E and Cmin lie in the same Q-isogeny class, hence
there exists an isogeny ϑ : E −→ Cmin defined over Q connecting the two objects.
Without loss of generality, we may assume that ϑ is chosen so the dual isogeny
ϑdual : Cmin −→ E satisfies

X1(Np) � X0(Np) � X0(NE)

optimal par.



�



� strong Weil par.

Cmin ϑdual

−→ E.

Because E is the strong Weil curve,
∫
E(C)± ωE = Ω±

fE
where ωE denotes a Néron

differential on E. Moreover, if ωCmin is a corresponding Néron differential on Cmin,
then ϑ∗ωCmin = c(ϑ)ωE for some c(ϑ) ∈ Q

×.

Definition 9.17. The ‘defect of ρ∞,E ’ over F is the rational number

DF,p
(
ρ∞,E

)
:=

∣
∣
∣
∣
c(ϑdual)

c(ϑ)

∣
∣
∣
∣

[F:Q]

p

×
∏
ν|p#Coker

(
ϑdual
/Fν

)

∏
ν|∞ #

(
Ker(ϑ)

)Gal(C/Fν)
.

For example, if there are no rational cyclic p-isogenies between these two curves
then the defect DF,p

(
ρ∞,E

)
is a p-unit, and we can discard it from our formulae.

Under the assumption that E does not admit complex multiplication, when the
prime p > 37 such cyclic p-isogenies cannot exist, therefore DF,p

(
ρ∞,E

) ∈ Z
×
p .

Alternatively, if E has CM then beyond p > 163 such isogenies do not occur in
nature, and again DF,p

(
ρ∞,E

) ∈ Z
×
p .
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Let us remember that F was an abelian extension of Q in which p did not ramify.
If we fix an isomorphism σ : Γwt ∼−→ 1 + pZp sending u0 �→ 1 + p, then define

IIIF
(
T∞,E , w

)
:= Mell2,1 ◦ σ

(
IIIF

(
T∞,E

))
inside of Qp,UE

〈〈
w
〉〉

.

Recall also from Theorem 9.2, if ρ∞,E was residually irreducible then the compact
Selmer group SF

(
T∞,E

)
vanished. The following is the main result of this chapter.

Theorem 9.18. Assume that SF
(
T∞,E

)
is zero, and the ring RE is Gorenstein.

(i) If #IIIF(E)[p∞] is infinite or
〈−,−〉wt

F,p is degenerate on E(F)× E(F), then

orderw=2IIIF
(
T∞,E , w

) ≥ rankZE(F) + 1 ;

(ii) If #IIIF(E)[p∞] is finite and
〈−,−〉wt

F,p is non-degenerate on E(F) × E(F),
then orderw=2IIIF

(
T∞,E , w

)
= rankZE(F), in fact

IIIF
(
T∞,E , w

)

(w − 2)rF

∣
∣
∣
∣
∣
w=2

×
∏

finite ν

Tam(2)
Fν

(
T∞,E

)×
vol(2)T∞,E

(
H1

E
)

volE
(
H1
e

) ×DF,p
(
ρ∞,E

)

= Lwt
p (E)×Per(2)I,λE (F)

#IIIF
(
E
)∏

ν

[
E(Fν) : E0(Fν)

]

#E
(
F
) 2
tors

× det
〈−,−〉wt

F,p

∣
∣
∣
∣
E(F)×E(F)

up to an element of Z
×
p .

To be totally honest, we do not expect part (i) to ever occur in nature, however
protocol demands that it should at least be mentioned. For those weights k ∈ UE

which are greater than two, one predicts formulae of the type

dr?IIIF
(
T∞,E

)

dXr?

∣
∣
∣
∣
∣
X=(1+p)k−2−1

= arithmetic data × a regulator term.

The situation k > 2 is left to someone with a far steelier resolve than the author’s.

Question. How do we calculate the quantities appearing in Theorem 9.18?

If F = Q then the terms rQ, Lwt
p (E), #IIIQ

(
E
)
,
[
E(Ql) : E0(Ql)

]
and #E(Q)tors

have been compiled in Cremona’s tables, for elliptic curves of conductor ≤ 10, 000.
More generally, the computer package MAGMA allows the user access to routines
which will compute these orders numerically, even when the number field F �= Q.
This leaves us with the task of working out

(a) the value of the defect DF,p(−),
(b) the volume terms and Tamagawa factors, and
(c) the p-adic weight regulator.

Firstly, the defect is easy to compute: one simply determines the kernel/cokernel
of the isogeny ϑ : E −→ Cmin, and the constants c

(
ϑ
)

and c
(
ϑdual

)
= deg(ϑ)

c(ϑ) can
then be read off from the formal group of E over the p-adics.
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To calculate (b) is a bit trickier, but it is possible to obtain a decent upper bound
for these volumes and Tamagawa factors. By Propositions 8.9 and 8.16,

#Ker
(
⊕p|p δ∞,E,p

)
= Lwt

p (E) ×
∏

ν∈Σ

[Cmin(Fν) : Cmin
0 (Fν)

]

Tam(2)
Fν

(
T∞,E

)

× Per(2)I,λE (F) ×
∏

p|p volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

))

vol(2)T∞,E

(
H1

E
(
F⊗ Zp,T∗

∞,E(1)
)) .

However, we also know that #Ker
(
⊕p|p δ∞,E,p

)
divides into

[
H1(F⊗ Zp, Tap(Cmin)

)
: H1(F⊗ Zp, T∞,E

)⊗Λwt Zp

]
,

and the above index equals
∏

p|p #Cmin
(
Fp

)
[p∞] which is certainly computable.

For instance, if the field F = Q and Cmin(Qp) contains no point of exact order p,
then Ker

(
δ∞,E,p

)
is trivial.

Finally, the mysterious regulator term Regwt
p,F(E) := det

〈−,−〉wt
F,p

∣
∣
∣
E(F)×E(F)

is

the one quantity for which we lack a nice, general algorithm enabling its evaluation.
Assuming the Selmer group of E over F is finite, clearly Regwt

p,F(E) is a p-adic unit
and we are done. Alternatively if the rank rF = 1, we are dealing with the formula

d IIIF
(
T∞,E , w

)

dw

∣
∣
∣
∣
∣
w=2

by 9.18(ii)
= a non-zero number × 〈

P, P
〉wt
F,p

where P is any point of infinite order in E(F) which generates the free part over Z.

Remark: In the special case where F = Q
(√−d) and the conductor of E splits

completely in OF, we have established a formula relating the derivative of the
improved p-adic L-series over the imaginary quadratic field, with the height of a
Heegner point on Pic0X1(Np). Note the proof given in [Db3] uses analytic methods
due to Gross-Zagier and B. Howard.

Example 9.19 Consider the strong Weil curve E = X0(11) over the field F = Q.
The Tamagawa number of E at the bad prime 11 equals 5, elsewhere they’re trivial.
Let p denote a prime where E has good ordinary or bad multiplicative reduction.
Then the optimal X1(Np)-curve of Stevens is the modular curve Cmin = X1(11).

(i) If p = 11 then E has split multiplicative reduction at p, and by the theorem
IIIQ

(
T∞,E , 2

)
must be a p-adic unit;

(ii) If 3 ≤ p ≤ 97 and p �= 11, 19, 29 then E has good ordinary reduction at p,
and IIIQ

(
T∞,E , 2

)
is again a p-adic unit provided p �= 5.

Therefore for all ordinary primes p < 100 other than 5, the µ-invariant over Q

associated to the vertical deformation of Tap
(
X0(11)

)
is identically zero.
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Proof of Theorem 9.18: The Herbrand quotient of a homomorphism g : A→ B
is the ratio of integers

H(g) =
#Coker(g)
#Ker(g)

whenever it is defined, of course.
Let us now take A = H0

(
Γwt, SelF

(
T∞,E

)∨) and B = H1
(
Γwt, SelF

(
T∞,E

)∨).
Assuming ξ : A −→ B, a �→ a mod u0 − 1 is a quasi-isomorphism, then

drIIIF
(
T∞,E

)

dXr

∣
∣
∣
∣
∣
X=0

= H(ξ) = H
(
SelF

(
T∞,E

)Γwt

−→ SelF
(
T∞,E

)
Γwt

)−1

up to a p-adic unit, where the order of vanishing r = dim
(
Qp⊗A

)
= dim

(
Qp⊗B

)
.

Note that the mapping ξ has finite kernel and cokernel, if and only if SelF
(
T∞,E

)∨

possesses a semi-simple Λwt-structure at the prime ideal (X).
Evaluating Herbrand quotients around the commutative diagram

0 0


�



�

SelF
(Cmin)[p∞]

α∞,E−→ SelF
(
T∞,E

)Γwt



�



�

H1
(
FΣ/F, Cmin[p∞]

) β∞,E� H1
(
FΣ/F, AT∞,E

)Γwt



� λCmin



� λ∞,E

⊕

ν∈Σ

H1
(
Fν , Cmin[p∞]

)

Cmin(Fν)⊗Qp/Zp

⊕δ∞,E,ν�
⊕

ν∈Σ

(
H1

(
Fν , AT∞,E

)

H1
�

(
Fν , AT∞,E

)

)Γwt



�



�

H1
f

(
F,Tap

(Cmin)
)∨ θ̂∞,E←− SelF

(
T∞,E

)
Γwt



�



�

H2
(
FΣ/F, Cmin[p∞]

)
←↩ H1

(
FΣ/F, AT∞,E

)

Γwt

a straightforward arrow-chasing argument reveals

H(ξ)−1 = H
(
φ̂∞,E

)
H(β∞,E

)−1H
(
⊕ δ∞,E,ν

)
H
(
θ̂∞,E

)
.

However H
(
φ̂∞,E

)
H
(
θ̂∞,E

)
= H

(
φ∞,E ◦ θ∞,E

)−1
, and one already knows that

the composition φ∞,E ◦ θ∞,E

(
x
)
(y) = logp(u0)−1 × 〈

x, y
〉wt
F,p. It therefore follows

H
(
φ∞,E ◦θ∞,E

)
equals logp(u0)−r × the discriminant of the p-adic weight pairing.
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Remark: For simplicity we now suppose that the p-Sylow subgroup of IIIF
(Cmin

)

is finite, in which case by [BK, Prop 5.4]

Cmin(F) ⊗̂ Zp
∼= H1

f

(
F,Tap(Cmin)

)
.

Furthermore, the order of vanishing of IIIF
(
T∞,E

)
at X = 0 will coincide exactly

with the Mordell-Weil rank rF of the elliptic curves E and Cmin.

Applying Propositions 8.7(i), 8.9 and 8.16, one deduces that

H
(
⊕ δ∞,E,ν

)−1
= Lwt

p (E) ×
∏

ν∈Σ

[Cmin(Fν) : Cmin
0 (Fν)

]

Tam(2)
Fν

(
T∞,E

)

× Per(2)I,λE (F) ×
∏

p|p volCmin,Fp

(
H1
e

(
Fp,Tap(Cmin)

))

vol(2)T∞,E

(
H1

E
(
F⊗ Zp,T∗

∞,E(1)
)) .

On the other hand,

H(β∞,E

)−1 = #Cmin(F
)
[p∞] by Lemma 7.7.

N.B. Throughout the remainder of this proof, the equalities which are mentioned
are only assumed to hold true modulo Z

×
p .

Tying these loose ends together, we obtain

drFIIIF
(
T∞,E

)

dXrF

∣
∣
∣
∣
∣
X=0

= Lwt
p (E)× Per(2)I,λE (F)×

∏

ν∈Σ

Tam(2)
Fν

(
T∞,E

)−1× logp(u0)−rF

×
volCmin,F

(
H1
e

(
F⊗ Zp,Tap(Cmin)

))

vol(2)T∞,E

(
H1

E
(
F⊗ Zp,T∗

∞,E(1)
)) × BSDwt

p,F

(Cmin)

where the notation BSDwt
p,F

(Cmin
)

indicates the p-adic number

#IIIF
(Cmin

)
[p∞]×∏

ν

[Cmin(Fν) : Cmin
0 (Fν)

]

#Cmin
(
F
)
[p∞]2

× det
〈−,−〉wt

F,p

∣
∣
∣
∣
Cmin(F)×Cmin(F)

.

Proposition 9.20. Under our hypothesis that IIIF
(Cmin

)
[p∞] is finite,

volCmin,F
(
H1
e

)×BSDwt
p,F

(Cmin) = DF,p
(
ρ∞,E

)−1× volE,F
(
H1
e

)×BSDwt
p,F

(
E
)
.

This statement is basically Cassels’ isogeny theorem in disguise – the modified proof
is supplied in the next section.

The above proposition allows us to exchange the optimalX1(Np)-curve Cmin with
the strong Weil curve E, although this scales the formula by the defect DF,p

(
ρ∞,E

)
.

Finally,

logp(u0)rF ×
drFIIIF

(
T∞,E

)

dXrF

∣
∣
∣
∣
∣
X=0

=
drF

(
σw−2

(
IIIF

(
T∞,E

)))

dwrF

∣
∣
∣
∣
∣
w=2

and the theorem is proved.
�
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9.6 Variation under the isogeny ϑ : E → Cmin

In this final section we shall supply the missing demonstration of Proposition 9.20.
Under the condition that IIIF

(Cmin
)

is finite, we are required to show

volE,F
(
H1
e

(
F⊗ Zp,Tap(E)

))

volCmin,F

(
H1
e

(
F⊗ Zp,Tap(Cmin)

)) ×
BSDwt

p,F

(
E
)

BSDwt
p,F

(Cmin
) ?= DF,p

(
ρ∞,E

)
.

Note that all equalities here are assumed to be true only up to p-adic units.

Remark: The rational isogeny ϑ : E −→ Cmin admits a factorisation

E
ϑp−→ E

Ker(θ)[p∞]
ϑ′
p−→ E

Ker(θ)
∼= Cmin

where deg(ϑp) is a power of p, and the degree of the complement ϑ′
p is coprime to p.

Changing both the volume term and BSDwt
p,F by the isogeny ϑ′

p contributes factors
which are p-adic units; since we are only interested in the p-part of the formula,
without loss of generality we may assume that deg(ϑ) is a power of p.

For an elliptic curve A/Q, we defined BSD∞,F
(A) to be the complex number

#IIIF
(A)×∏

ν

[A(Fν) : A0(Fν)
]

√
discF × #A(F)2tors

× det
〈−,−〉NT

F,∞

∣
∣
∣
∣
A(F)×A(F)

.

Then up to p-adic units, there is an equality

BSDwt
p,F

(
E
)

BSDwt
p,F

(Cmin
) =

BSD∞,F
(
E
)

BSD∞,F
(Cmin

) ×
{

Reg∞,F
(Cmin

)

Reg∞,F
(
E
) × Regwt

p,F

(
E
)

Regwt
p,F

(Cmin
)

}

.

However the bracketted term
{
. . .

}
above lies inside Z

×
p , which follows because the

Néron-Tate pairing and the p-adic weight pairing are non-degenerate bilinear forms
on E(F)⊗Q.

We next apply an old result of Cassels [Ca2, Thms 1.1-1.5].

Theorem 1.19. The quantity ΩA
(
F
)×BSD∞,F

(A) is F-isogeny invariant.

As a corollary, one deduces that

BSDwt
p,F

(
E
)

BSDwt
p,F

(Cmin
) =

ΩCmin

(
F
)

ΩE
(
F
) × a p-adic unit (**)

N.B. the ratio ΩCmin(F)
ΩE(F) is viewed as an F-rational number, not a complex number!

One should also recall from Definition 9.17, the defect is

DF,p
(
ρ∞,E

)
=

∣
∣
∣
∣
c(ϑdual)

c(ϑ)

∣
∣
∣
∣

[F:Q]

p

×
∏
ν|p#Coker

(
ϑdual
/Fν

)

∏
ν|∞ #

(
Ker(ϑ)

)Gal(C/Fν)

where ϑdual
/Fν

: Cmin(Fν) −→ E(Fν) is the homomorphism induced on local points.
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Lemma 9.21. With the same assumptions as before, up to p-adic units

(a)
ΩE

(
F
)

ΩCmin

(
F
) =

∏

ν real

#
(
Ker(ϑ)+

)
×

∏

ν complex

#
(
Ker(ϑ)

)
×
∏

ν|p

∣
∣
∣c
(
ϑ
)∣∣
∣
[Fν :Qp]

p
;

(b)
volE,F

(
H1
e

(
F⊗ Zp,Tap(E)

))

volCmin,F

(
H1
e

(
F⊗ Zp,Tap(Cmin)

)) =
∏

ν|p

∣
∣
∣c(ϑdual)

∣
∣
∣
[Fν :Qp]

p
×#Coker

(
ϑdual
/Fν

)
.

In fact this lemma implies Proposition 9.20 – simply substitute 9.21(a) and 9.21(b)
into Equation (**), then directly apply the definition of the defect.

Proof of 9.21: We start with part (a). The isogeny ϑ induces a homomorphism
ϑ∗ : H1

dR

(Cmin/Q
) −→ H1

dR

(
E/Q

)
of Q-vector spaces. This map respects the

Hodge filtration and as Fil0H1
dR is one-dimensional, there exists c(ϑ) �= 0 such that

ϑ∗ωCmin = c(ϑ)ωE . We may assume deg(ϑ) is a power of p, in which case c(ϑ) ∈ pZ.
For all places ν of F, by [Ca2, 3.4]

∫
E(Fν)

ϑ∗(diff. form on Cmin
)

∫
Cmin(Fν)

diff. form on Cmin =
#Ker

(
E(Fν)

ϑ−→ Cmin(Fν)
)

#Coker
(
E(Fν)

ϑ−→ Cmin(Fν)
) .

If the place ν
∣
∣∞ and Fν = C, then

∫
E(C) ϑ

∗ωCmin ∧ ϑ∗ωCmin

∫
Cmin(C) ωCmin ∧ ωCmin

=
#Ker

(
E(C) ϑ−→ Cmin(C)

)

#Coker
(
E(C) ϑ−→ Cmin(C)

) = #Ker(ϑ);

as an immediate consequence

∣
∣
∣c(ϑ)

∣
∣
∣
ν
×

∫
E(C) ωE ∧ ωE∫

Cmin(C) ωCmin ∧ ωCmin
= #Ker(ϑ).

If the place ν
∣
∣∞ and Fν = R, then

∫
E(R) ϑ

∗ωCmin

∫
Cmin(R) ωCmin

=
#Ker

(
E(R) ϑ−→ Cmin(R)

)

#Coker
(
E(R) ϑ−→ Cmin(R)

) =
#
(
Ker(ϑ) ∩ E(R)

)

1
;

note the sequence 0→ Ker(ϑ) ∩ E(R)→ E(R) ϑ→ Cmin(R)→ H1
(
C/R, Ker(ϑ)

)
is

exact, and the right-hand cohomology is trivial as #Gal(C/R) is prime to #Ker(ϑ).
It follows that

∣
∣
∣c(ϑ)

∣
∣
∣
ν
×

∫
E(R) ωE∫

Cmin(R) ωCmin
= #Ker(ϑ)+.
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The archimedean periods ΩA(F) decompose into a product over the infinite places.
To summarise we have just shown

ΩE
(
F
)

ΩCmin

(
F
) =

∏

ν|∞

∣
∣
∣
∣

1
c
(
ϑ
)
∣
∣
∣
∣
ν

×
∏

ν real

#
(
Ker(ϑ)+

)
×

∏

ν complex

#
(
Ker(ϑ)

)
.

Finally, using the product formula over the number field F:

∏

ν|∞

∣
∣
∣
∣

1
c(ϑ)

∣
∣
∣
∣
ν

=
∏

ν|p

∣
∣
∣c
(
ϑ
)∣∣
∣
ν

=
∏

ν|p

∣
∣
∣c
(
ϑ
)∣∣
∣
[Fν :Qp]

p
modulo Z

×
p

and part (a) follows easily.

Remark: To prove that (b) is true, for all ν
∣
∣p there is a commutative diagram

(
Cmin(Fν

) ⊗̂ Zp

)
/

Zp−tors

ϑdual

−→
(
E
(
Fν

) ⊗̂ Zp

)
/

Zp−tors


�∼=



�∼=

image of H1
e

(
Fν ,Tap(Cmin)

) ϑdual
/Fν−→ image of H1

e

(
Fν ,Tap(E)

)

where the image is taken inside of H1
(
Fν , Vp(E)

)
, and the downward arrows are

induced by the Kummer map.

This time
(
ϑdual

)∗
ωE = c

(
ϑdual

)
ωCmin , so in terms of Haar measures

vol(ϑdual)∗ωE ,Fν

(− )
=

∣
∣
∣c
(
ϑdual)

∣
∣
∣
p
× volωCmin ,Fν

(− )
.

In addition, we also know (up to elements of Z
×
p ) that

vol(ϑdual)∗ωE,Fν

(
H1
e

(
Fν ,Tap(Cmin)

))

volωE ,Fν
(
H1
e

(
Fν ,Tap(E)

)) =
#Ker

(
ϑdual
/Fν

)

#Coker
(
ϑdual
/Fν

) .

But the mapping ϑdual
/Fν

is injective, since Ker
(
ϑdual

) ⊂ Cmin(Q)[p∞] lies in the
Zp-torsion subgroup of H1

e

(
Fν ,Tap(Cmin)

)
. Therefore one obtains

∣
∣
∣c
(
ϑdual)

∣
∣
∣
dimQp(H1

e)

p
×

volωCmin ,Fν

(
H1
e

(
Fν ,Tap(Cmin)

))

volωE,Fν
(
H1
e

(
Fν ,Tap(E)

)) =
1

#Coker
(
ϑdual
/Fν

) .

Moreover dimQp

(
H1
e

(
Fν , Vp(E)

))
=
[
Fν : Qp

]
, whence

volωCmin ,Fν

(
H1
e

(
Fν ,Tap(Cmin)

))

volωE ,Fν
(
H1
e

(
Fν ,Tap(E)

)) =
1

∣
∣
∣c
(
ϑdual

)∣∣
∣
[Fν :Qp]

p
× #Coker

(
ϑdual
/Fν

) .

Taking the product over all prime ideals ν above p, the lemma is proved.
�



CHAPTER X

Two-Variable Iwasawa Theory of Elliptic Curves

Our study of the p-ordinary part of the Selmer group for E is almost at an end.
However there is one last twist in the tale. Up to this point, the ground field F we
have been working over has remained fixed, but this assumption can now be relaxed.
In particular, allowing the number field Fn to vary in a cyclotomic Zp-extension
adjoins an extra variable, Y say, to the ambient deformation ring.

Why is this cyclotomic variable Y important, and what net benefits are gained?
The principal motivation has its origins in the Iwasawa theory of elliptic curves adm-
itting complex multiplication. Specifically, if E has CM by an order in OQ(

√−D)

then Gal
(
Q
(
E[p∞]

)/
Q
(
E[p]

)) ∼= Zp × Zp. In terms of completed group
algebras

Zp

[[
G
]] ∼= Zp

[[
Γwt × Γcy]][∆

] ∼=
⊕

δ∈∆

Zp

[[
X,Y

]]
.δ

where G = Gal
(
Q
(
E[p∞]

)/
Q
(√−D)

)
, and ∆ is finite with order coprime to p.

Therefore in the CM case, combining the cyclotomic deformation with the weight
deformation is equivalent to studying the arithmetic of E over the field of definition
of its p-power division points.

If E does not admit complex multiplication, then Gal
(
Q(E[p∞])/Q

)
is an open

subgroup of GL2(Zp), and its underlying Iwasawa algebra is a non-commutative
power series ring in four variables. In this scenario Zp

[[
Γwt × Γcy

]]
represents the

completed group ring of its maximal torus, i.e. the cyclotomic-weight deformation
encodes the abelianisation of GL2-Iwasawa theory.

A major goal of this chapter is to formulate three new Main Conjectures:
the first corresponding to the vertical line s = 1, another for the line of symmetry
s = k/2, and the last for the whole (s, k)-plane. These are fundamental statements
reconciling the ‘algebraic world’ with the ‘analytic world’ (as a useful mnemonic).
More precisely, there should be a one-to-one correspondence

{
characteristic ideals of Selmer

}
Main Conj.←−−→

{
p-adic L-functions

}
.

Warning: Before we forget it entirely, let’s first remember to compute the leading
term of the algebraic L-series IIIF

(
T

−1/2
∞,E

)
. Indeed this p-adic L-value is a vital

constituent of the Euler characteristic over the two-variable deformation of E[p∞].
As many of the details are akin to the vertical calculation (in the previous chapter),
we shall attempt to keep the exposition relatively brief.

222
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10.1 The half-twisted Euler characteristic formula

Throughout one takes F to be an abelian number field, and the prime number p ≥ 3.
For simplicity assume ρ∞,E is residually irreducible, and RE is a Gorenstein ring.
The fundamental work of Flach and Nekovár̃ [Fl,Ne3] guarantees the existence of
a (nearly) self-dual, symplectic form

〈−,−〉Nek
F,p,T−1/2

∞,E

: H̃1
f

(
FΣ/F, T

−1/2
∞,E

)
× H̃1

f

(
FΣ/F, T

−1/2
∞,E

)
−→ R;

its manifestation at weight two, yields a Zp-bilinear pairing

〈−,−〉−1/2
F,p : H1

f

(
FΣ/F, VpE

)gen × H1
f

(
FΣ/F, VpE

)gen −→ Qp

on the ‘generic part’ of the vector-space H1
f .

Notation: Let us denote by λ̃−1/2
∞,E the direct sum of the restriction maps

H1
(
FΣ/F, A

−1/2
T∞,E

)
−→

⊕

ν∈Σ−SF,p




H1
(
Fν , A

−1/2
T∞,E

)

H1
nr

(
Fν , A

−1/2
T∞,E

)



⊕
⊕

ν∈SF,p




H1
(
Fν , A

−1/2
T∞,E

)

H1
+
(
Fν
)⊥



.

The next result is effectively the half-twisted analogue of Theorem 9.18.

Theorem 10.1. Suppose the following four conditions hold:
(i) #IIIF(E)[p∞] is finite;

(ii)
〈−,−〉−1/2

F,p is non-degenerate;

(iii) the homomorphism λ̃
−1/2
∞,E is surjective;

(iv) E does not attain split multiplicative reduction at any place above p.

Then orderw=2IIIF
(
T

−1/2
∞,E , w

)
= rankZE(F)− corankΛwtSelF

(
T

−1/2
∞,E

)
= r†

F say,
and its leading term is given by

IIIF
(
T

−1/2
∞,E , w

)

(w − 2)r
†
F

∣
∣
∣
∣
∣
w=2

×
∏

ν

Tam(2)
Fν

(
T

−1/2
∞,E

)
× covol(2)

T
−1/2
∞,E

(
F⊗ Zp

) × DF,p
(
ρ∞,E

)

=
∏

p∈Sgood
F,p

#Ẽ
(
Fqp

)2
× #IIIF

(
E
)∏

ν

[
E(Fν) : E0(Fν)

]

#E
(
F
) 2
tors

×det
〈−,−〉−1/2

F,p

∣
∣
∣
∣
E(F)×E(F)

modulo Z
×
p , where Sgood

F,p = SF,p ∩
{
p � NE

}
.

N.B. The quantity
∏

p∈Sgood
F,p

(
#Ẽ

(
Fqp

))2
is trivial when p

∣
∣NE as the set Sgood

F,p = ∅.
Alternatively, if p � NE then the subset Sgood

F,p is the whole of SF,p, and the product
is therefore non-empty.
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Proof: The main ingredients are identical to the demonstration of Theorem 9.18.
Firstly condition (iv) implies the set of split multiplicative primes Smult

F,p is void,
in which case Conjecture 7.11 holds. As a nice consequence, the natural mapping

SelF
(Cmin

)
[p∞]

α
−1/2
∞,E−→ SelF

(
T∞,E ⊗Ψ−1/2

)Γwt

will then be a quasi-isomorphism of
cofinitely-generated groups over Zp.

Fortunately, condition (iii) ensures we have the short exact sequence

0 −→ SelF
(
T

−1/2
∞,E

)
−→ H1

(
FΣ/F, A

−1/2
T∞,E

) λ̃
−1/2
∞,E−→

⊕

ν∈Σ

H1
(
Fν , A

−1/2
T∞,E

)

H1
�,+

(
Fν ,T

−1/2
∞,E

)⊥ −→ 0.

Taking its Γwt-cohomology, produces a commutative diagram with exact columns:

0 0

�


�

SelF
(Cmin) [p∞]

α
−1/2
∞,E−→ SelF

(
T

−1/2
∞,E

)Γwt



�



�

H1
(
FΣ/F, Cmin[p∞]

) β
−1/2
∞,E−→ H1

(
FΣ/F, A

−1/2
T∞,E

)Γwt



�
λ

−1/2

Cmin



�
λ

−1/2
∞,E

⊕

ν∈Σ−SF,p

H1
(
Fν , Cmin[p∞]

)

H1
nr
(
Fν , Cmin[p∞]

)
⊕δ−1/2

∞,E,ν−→
⊕

ν∈Σ−SF,p




H1
(
Fν , A

−1/2
T∞,E

)

H1
nr

(
Fν , A

−1/2
T∞,E

)





Γwt

⊕
⊕

ν∈SF,p

H1
(
Fν , Cmin[p∞]

)

WCmin,+
(
Fν
)⊥ ⊕

⊕

ν∈SF,p




H1
(
Fν , A

−1/2
T∞,E

)

H1
+

(
Fν
)⊥





Γwt



�



�

H1
f

(
F,Tap

(Cmin)
)∨ θ̂

−1/2
∞,E��� SelF

(
T

−1/2
∞,E

)

Γwt

Figure 10.1

Under the conditions (i) and (ii), the order of vanishing of IIIF
(
T

−1/2
∞,E , w

)
at w = 2

is precisely equal to the dimension of Qp ⊗H0

(

Γwt,

(
SelF

(
T

−1/2
∞,E

)

/Λwt-div

)∨)

.

In fact, the half-twisted pairing
〈−,−〉−1/2

F,p factorises through the dual map θ−1/2
∞,E .

Its discriminant is therefore intertwined with that of

H0
(

Γwt,TorsΛwt

(
SelF

(
T

−1/2
∞,E

)∨)) nat−→ H1
(

Γwt,TorsΛwt

(
SelF

(
T

−1/2
∞,E

)∨))

which can now be computed via Figure 10.1.



The half-twisted Euler characteristic formula 225

Remarks: (a) Every horizontal arrow in the above diagram is a quasi-isomorphism.

(b) If the map ξ−1/2
div : SΓwt−→ SΓwt where S = SelF

(
T

−1/2
∞,E

)
/

Λwt-div
, then

logp(u0)−r†
F × disc

(〈−,−〉−1/2
F,p

)
= H

(
ξ

−1/2
div

)−1
×H

(
⊕ δ−1/2

∞,E,ν

)
×H

(
β

−1/2
∞,E

)−1
.

(c) The Herbrand quotient of β−1/2
∞,E was calculated in Lemma 7.12(a).

(d) The Herbrand quotient of δ−1/2
∞,E,ν was calculated in Proposition 8.7(ii) if ν � p,

and in Proposition 8.13 when ν
∣
∣p.

Combining (a)-(b)-(c)-(d) together, one obtains a formula relating the half-twisted

arithmetic invariants of Cmin to the reciprocal Herbrand quotient H
(
ξ

−1/2
div

)−1
.

However the latter quantity is the leading term of IIIF
(
T

−1/2
∞,E

)
at X = 0.

Finally, one may exchange the optimal curve Cmin with the strong Weil curve
E using Cassels’ Isogeny Theorem 1.19, which explains why the defect term DF,p

rears its ugly head once more.
�

Example 10.2. Let’s consider the modular curve E = X0(11) over the field F = Q.
Since the analytic rank is zero, the half-twisted regulators must therefore be trivial.
If 7 ≤ p ≤ 97 and p �= 11, 19, 29 then the elliptic curve E has good ordinary
reduction at p, and our theorem implies that IIIQ

(
T

−1/2
∞,E , 2

)
will be a p-adic unit.

It follows at all good ordinary primes p < 100 excluding 5, the µ-invariant over Q

associated to the half-twisted deformation of Tap
(
X0(11)

)
vanishes (c.f. Ex. 9.19).

The reader will notice that we have studiously avoided the prime p = 11 in the
above example, because Theorem 10.1 does not cover split multiplicative reduction.
Nevertheless in the semistable case, one has a shrewd idea what to expect.

Conjecture 10.3. Assume that the prime number p divides NE. Then

orderw=2IIIF
(
T

−1/2
∞,E , w

)
= rankZE(F) + #Ssplit

F,p − corankΛwtSelF
(
T

−1/2
∞,E

)
;

moreover, the leading term of III−1/2
F satisfies

IIIF
(
T

−1/2
∞,E , w

)

(w − 2)r
†
F+#Ssplit

F,p

∣
∣
∣
∣
∣
w=2

×
∏

ν

Tam(2)
Fν

(
T

−1/2
∞,E

)
× covol(2)

T
−1/2
∞,E

(
F⊗ Zp

) × DF,p

=
∏

ν∈Ssplit
F,p

logp
(
qE/Fν

)

ordν
(
qE/Fν

) × #IIIF
(
E
)∏

ν

[
E(Fν) : E0(Fν)

]

#E
(
F
) 2
tors

× det
〈−,−〉−1/2

F,p

again up to p-adic units.

N.B. Over the rationals, the L-invariant logp(qE)
ordp(qE) �= 0 courtesy of the result in [StÉ].

For a general number field K �= Q the non-vanishing is still an open problem.
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Question. When is the global-to-local map λ̃−1/2
∞,E surjective?

In general, the answer to this question lies fairly deep.
If the representation ρ∞,E : GQ −→ GL2

(
Zp,UE 〈〈w〉〉

)
is of CM-type by OQ(

√−D),
this reduces to the existence or otherwise of non-trivial pseudo-null submodules in
the (Pontrjagin dual of) the two-variable Selmer group over F

(√−D, E[p∞]
)
.

Alternatively, if we demand that the p-adic L-function is suitably well-behaved
along the line s = k/2, one can still make some progress:

Proposition 10.4. Assume Greenberg’s conjecture holds for the family
{
fk
}
k∈UE∩N

with its generic rank rgen(F) = 0, and in addition that RE is a regular local ring.

Then the homomorphism λ̃
−1/2
∞,E is always surjective.

Proof: Let SF

(
T

−1/2
∞,E

)
denote the compact Selmer group associated to the half-

twisted deformation of ρE,p. Its Pontrjagin dual sits inside the Poitou-Tate sequence

0 −→ SelF
(
T

−1/2
∞,E

)
−→ H1

(
FΣ/F, A

−1/2
T∞,E

)

λ̃
−1/2
∞,E−→

⊕

ν∈Σ

H1
(
Fν , A

−1/2
T∞,E

)

H1
�,+
(
Fν ,T

−1/2
∞,E

)⊥ −→ SF

(
T

−1/2
∞,E

)∨
−→ . . . .

To establish the surjectivity of λ̃−1/2
∞,E , clearly it is enough to show SF

(
T

−1/2
∞,E

)
= 0.

There are two stages:

(A) Prove that SF

(
T

−1/2
∞,E

)
is Λwt-torsion, and has universally p-bounded order;

(B) Prove that all proper subgroups of H1
(
FΣ/F, T

−1/2
∞,E

)[
p∞] are zero.

Since (A) implies the compact Selmer group lies in the Zp-torsion submodule of

H1
(
FΣ/F, T

−1/2
∞,E

)
, any finite subgroup of SF

(
T

−1/2
∞,E

)
must then be zero by (B).

As a corollary, the whole Selmer group was trivial to begin with.

Remark: One can identify the p∞-torsion submodule of H1
(
FΣ/F, T

−1/2
∞,E

)
with

the 0th-cohomology group

H0
(
FΣ/F, T

−1/2
∞,E ⊗Qp/Zp

)
⊂

(

Ψ−1/2
R ⊗ eR. lim−→

π∗
1

tJord
r

[
p∞]∨ ⊗Zp µp∞

)
(
F
)
.

The right-hand side has no finite p-subgroups, which can be seen by using the same
argument to Step 3 of Theorem 9.2 (N.B. as an RE-module eR. lim−→π∗

1

tJord
r

[
p∞]∨

is identical to Ψ−1/2
R ⊗eR. lim−→π∗

1

tJord
r

[
p∞]∨, therefore the transition maps π∗

1 , πp ∗
must again act nilpotently on the p-torsion). It immediately follows (B) is true.

This leaves us with the task of establishing (A).
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Key Claim: For almost all arithmetic weights k ∈ UE ∩ N≥2, the natural map

SF

(
T

−1/2
∞,E

)
⊗Λwt,gk

Zp
nat−→ H1

f,SpecOF

(
FΣ/F, T

−1/2
∞,E ⊗Λwt,gk

Zp

)

has finite kernel and cokernel, bounded independently of k.

When F = Q and RE = Λwt this statement is shown in the article [NP, Sect.4].
However the proof generalises seamlessly to Noetherian regular local rings, as all
their height one prime ideals are principal. Similarly, the argument for abelian
number fields F reduces to the analogous result over Q, since one may decompose
the Selmer group into its XF-eigencomponents.

Remark: If k ≡ 2 mod 2(p− 1) then T
−1/2
∞,E ⊗Λwt,gk

Zp is a lattice inside Vfk

(
k/2
)
.

Provided that the L-value L
(
fk/F, k/2

)
is non-zero, Kato has shown [Ka1, 14.2(2)]

the vector-space Selmer group

H1
f,SpecOF

(
FΣ/F, Vfk

(
k/2
))

= 0.

In particular, the above specialisation H1
f,SpecOF

(
FΣ/F, T

−1/2
∞,E ⊗Λwt,gk

Zp

)
must

therefore be a finite abelian p-group.

Because we assumed that the generic rank rgen(F) = 0, the L-value at s = k/2 is
non-zero at all bar finitely many exceptional weights k. Moreover the ‘Key Claim’
together with Kato’s result implies #

(
SF

(
T

−1/2
∞,E

)
⊗Λwt,gk

Zp

)
< ∞ for such k,

in which case the compact Selmer group over F is Λwt-torsion.
Lastly, an identical argument to Theorem 9.2 (Step 2) establishes that its order

is bounded above by pν
†
1+ν†

2 ; here pν
†
1 is chosen large enough to kill off the kernel of

SF

(
T

−1/2
∞,E

)
⊗Λwt,gk

Zp
nat→ H1

f,SpecOF
↪→

((
T

−1/2
∞,E ⊗Λwt,gk

Zp

)⊗Q/Z
)GF

and likewise ν†
2 = maxτ,ψ

{
ν†
2,τ,ψ

}
, where each integer ν†

2,τ,ψ is set equal to

max
1≤j≤n(τ,ψ)

{
ordp

(
1− ψ(l)al(fk)l1−k/2 + ψ(l)2l2−k/2 < l >k−2

) ∣∣
∣ k ∈ Dτ,ψ

j , k ≡ τ
}

N.B. the above notation is the same as was employed in the proof of Theorem 9.2.
The surjectivity of the homomorphism λ̃

−1/2
∞,E follows immediately.

�
If rgen(F) > 0 then it is unclear whether or not the global-to-local map surjects.
One possibility is to mimic the approach of §6.5, and construct an embedding

SF

(
T

−1/2
∞,E

)
?
↪→ HomΛwt

(
SelF

(
T

−1/2
∞,E

)∨
, Zp〈〈w〉〉

)�
.

The right-hand side is a free Zp[[Γwt]]-module of finite-type; one could then compute

Λwt-ranks along the Poitou-Tate sequence, to deduce triviality of Coker
(
λ̃

−1/2
∞,E

)
.
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10.2 The p-adic height over a double deformation

It is fair to say we now possess a pretty good understanding of the arithmetic of E
along the vertical line s = 1, and also along the line of symmetry s = k/2 (subject
to Greenberg’s Conjecture 7.5, of course). The very last piece of the jigsaw is to
allow the number field F to vary in a cyclotomic Zp-extension of the ground field.
The finite sub-layers in this Zp-extension ‘Fcy’ are still abelian extensions of Q,
however they are no longer unramified at the prime p.

We’ll begin by recalling the structure theory for modules over a two-variable
deformation ring. Let R be a normal integral domain, finite and flat over Zp[[X]].
An R[[Y ]]-module is called pseudo-null if its localisations at all height one primes in
Spec R[[Y ]] are trivial. Further, a homomorphism φ : M −→ N of R[[Y ]]-modules is
said to be a pseudo-isomorphism if Kerφ and Cokerφ are both pseudo-null.

Notation: M
ps∼−→ N .

Assume that M denotes some compact, finitely-generated, torsion R[[Y ]]-module.
The structure theory informs us there exists a pseudo-isomorphism

M
ps∼−→

t⊕

i=1

R[[Y ]]
Peii

where the Pi’s are height one prime ideals of R[[Y ]], and the ei’s are positive integers.
The product

∏t
i=1 Peii is the characteristic ideal of M (it need not be principal).

Hypothesis. The integral domain R is regular.

As an immediate consequence, the two-variable ring R[[Y ]] must also be regular.
This condition guarantees that the ideal charR[[Y ]]

(
M
)

has a principal generator.
We also observe that all regular CNL rings are automatically Gorenstein.

Lemma 10.5. Let CM (Y ) denote the characteristic power series of M . Then

r = orderY=0

(
CM (Y )

)
≥ rankR

(
M
/
Y.M

)

with equality iff α : M [×Y ] −→ M
/
Y.M has an R-torsion kernel and cokernel;

assuming this does occur, one has the leading-term formula

CM (Y )
Y r

∣
∣
∣
∣
∣
Y=0

=
charR

(
Coker(α)

)

charR
(
Ker(α)

) modulo R×.

The proof is fairly standard, and can be found in any decent algebra textbook.

Remark: In the next section we shall take R = RE , the universal p-ordinary
deformation ring for ρE,p : GQ → GL2(Zp). The R[[Y ]]-module M will then either

be the dual of SelFcy

(
T∞,E

)
, or in the half-twisted case the dual of SelFcy

(
T

−1/2
∞,E

)
.
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A formal definition of the p-adic height pairing.
Let Fcy denote the cyclotomic Zp-extension of F, with sub-layers Fn of degree pn.
Recall (from Chapter IX) at every non-trivial character � : Gal

(
Fcy/F

) ∼−→ 1+pZp
and for each place ν ∈ Σ, we defined

��,ν : GFν −→ Zp by restricting logp ◦� ◦ iF to the group GFν .

In particular, the homomorphism ��,ν belongs to Homcont
(
GFν ,Zp

)
= H1

(
Fν ,Zp

)
.

Extending scalars the element �R,ν = ��,ν⊗1 lies inH1
(
Fν ,Zp

)⊗ZpR
∼= H1

(
Fν , R

)
,

thence under the cup-product pairing

H1(Fν , R(1)
) × H1(Fν , R

) invFν ◦∪−→ R

it gives rise to another homomorphism �̃R,ν : H1
(
Fν , R(1)

) −→ R. The kernel of
�̃R,ν will be precisely the R-submodule N univ

∞ H1
(
Fν , R(1)

)
of universal norms.

Let T be a free R-module of finite type, equipped with a continuous GF-action.

Notation: For places ν of Fn with n ≥ 0, fix local conditions Xν,n ⊂ H1
(
Fν,n,T

)

which are compatible with respect to corestriction in Fcy
ν . Then one defines

H1
X,Σ
(
F,T

)0 = Ker

(

H1(FΣ/F,T
) ⊕resν−→

⊕

ν∈Σ

H1
(
Fν ,T

)

N univ∞
(
Xν

)

)

where N univ
∞

(
Xν

)
=
⋂
n≥0 coresFn/F

(
Xν,n

)
. The corresponding dual object is

H1
X⊥,Σ

(
F,T∗(1)

)0 = Ker

(

H1(FΣ/F,T∗(1)
) ⊕resν−→

⊕

ν∈Σ

H1
(
Fν ,T∗(1)

)

N univ∞
(
X⊥
ν

)

)

N.B. here N univ
∞

(
X⊥
ν

)
=
⋂
n≥0 coresFn/F

(
X⊥
ν,n

)
under the cup-product pairing.

For example, if ν � p then a natural choice of Xν,n’s are the unramified cocycles.
The formal height pairing is a bilinear form on H1

X,Σ

(
F,T

)0 ×H1
X⊥,Σ

(
F,T∗(1)

)0

which will take values in the coefficient ring R.
Fix a local field K = Fν , and let x be an element of the R-module N univ

∞
(
Xν

)
.

Since N univ
∞

(
Xν

) ⊂ H1
(
K,T

)
, it corresponds to an extension class

0 −→ T −→ Xx −→ R −→ 0

of R[GK ]-modules. Applying HomR

( −, R(1)
)

and taking GK-invariants, then

. . . −→ T∗(1)GK −→ H1
(
GK , R(1)

)
−→ H1

(
GK , X∗

x(1)
)

−→ H1
(
GK , T∗(1)

)
−→ H2

(
GK , R(1)

)
−→ . . .

arises as a long exact sequence in Galois cohomology.
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Assume further that y ∈ N univ
∞

(
X⊥
ν

)
. As the one-cocycle y is orthogonal to x,

clearly y �→ 0 inside H2
(
GK , R(1)

)
and so must lie in the image of H1

(
GK , X∗

x(1)
)
.

Therefore there exists some lift ỹ0 of the original element y = y0.

Remark: We can apply the same argument to any norm compatible sequence(
yn
)
n
∈ lim←−nX⊥

ν,n, to obtain classes ỹn ∈ H1
(
Kn, X∗

x(1)
)

such that ỹn �→ yn.
For each n ≥ 0, one sets ŷn = coresKn/K (ỹn) ∈ H1

(
K, X∗

x(1)
)

which is a lift of y.
The sequence

{
ŷn
}

converges to an element

scan,K(y) = lim
n→∞

(
ŷn
) ∈ H1(K,X∗

x(1)
)/N univ

∞ H1(K,R(1)
)

which is well-defined, and independent of all the choices made above.

To define the p-adic height pairing, choose a point P ∈ H1
X,Σ

(
F,T

)0 corresponding
to an extension class 0→ T→ XP → R→ 0 of R[GF]-modules, so that

H1(FΣ/F, R(1)
)→ H1(FΣ/F,X∗

P (1)
)→ H1(FΣ/F,T∗(1)

)→ H2(FΣ/F, R(1)
)

is the associated sequence in the Gal
(
FΣ/F

)
-cohomology of the Kummer dual.

Now take Q ∈ H1
X⊥,Σ

(
F,T∗(1)

)0, and let sglob(Q) be any lift to the cohomology
group H1

(
FΣ/F,X∗

P (1)
)
. It follows that sglob

(
Q
)
ν
− scan,Fν

(
Qν
)

belongs to the

quotient H1
(
Fν , R(1)

)/N univ
∞ H1

(
Fν , R(1)

)
at every place ν ∈ Σ.

Definition 10.6. One defines the formal p-adic height pairing

〈−,−〉
R,T,{Xν}ν : H1

X,Σ
(
F,T

)0 × H1
X⊥,Σ

(
F,T∗(1)

)0 −→ R

by the summation formula

〈
P,Q

〉
R,T,{Xν}ν :=

∑

ν∈Σ

�̃R,ν

(
sglob

(
Q
)
ν
− scan,Fν

(
Qν
))
.

Crucially this pairing is independent of the global lift sglob
(
Q
)
, via the product rule.

If R = Zp and Xν = H1
f , one obtains the classical p-adic height pairing [Sn1,PR1].

10.3 Behaviour of the characteristic ideals

The main objective of this chapter is to evaluate the leading term of the algebraic
p-adic L-function, associated to a 2-variable deformation (cyclotomic and weight).
An intrinsic component of the leading term is the p-adic regulator, which is built
out of the formal height pairing we have just introduced. Depending on whether
one is considering the vertical or the half-twisted deformation, the local conditions{
Xν

}
ν∈Σ must be chosen carefully at each finite place.

It makes good sense to give a short review of our hypotheses to date.
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Assume that the Hypothesis (F-ab) holds, and the prime p ≥ 3 is unramified in F.
Recall that E/Q denoted a strong Weil curve of conductor NE , possessing either
good ordinary or bad multiplicative reduction over the field of p-adic numbers Qp.
To simplify the exposition considerably, we now further suppose that the universal
deformation ring RE is regular.

Variation of the height pairing in a half-twisted lifting.
The primary object of study will be the two-variable Selmer group

SelFcy

(
T

−1/2
∞,E

)
:= lim−→

n
SelFn

(
T

−1/2
∞,E

)
.

This is naturally a discrete module under the action of Γcy = Gal
(
Fcy/F

) ∼= Zp

and the group of diamond operators Γwt ∼= 1 + pZp.

Proposition 10.7. The Pontrjagin dual of SelFcy
(
T

−1/2
∞,E

)
is Zp

[[
Γcy,Γwt

]]
-torsion.

In fact, this result is a surprisingly easy consequence of its difficult p-adic version.
One knows that the Zp

[[
Γcy,Γwt

]]
-corank of Selmer must be bounded above by

the Zp

[[
Γcy
]]

-corank of its specialisations over weight-space. At weight two for
example, we are led to consider the Λcy-corank of SelFcy

(Cmin
)
[p∞]. In the CM

case Rubin showed the specialised coranks are zero infinitely often, whilst in the
non-CM situation there is a similar result due to Kato [Ru1,Ka1].

(In the latter scenario, it may become necessary to demand residual irreducibility
of the big Galois representation ρ∞ : Gal

(
Q/Q

) → GL2
(RE

)
, since this ensures

the absolute irreducibility of the mod p Galois representation associated to the
eigenforms fk, at infinitely many weights k ∈ UE ∩ N≥2.)

For each place ν ∈ Σ, one employs the local conditions

X†
ν =






Ker
(
H1
(
Fν ,T

−1/2
∞,E

) −→ H1
(
IFν ,T

−1/2
∞,E

))
if ν � p

Ker
(
H1
(
Fν ,T

−1/2
∞,E

) −→ H1
(
IFν ,T

−1/2
∞,E

/
F+
))

if ν | p.

Centering the formal height pairing
〈−,−〉RE,T

−1/2
∞,E

,{X†
ν}ν at the base weight k0 = 2,

the pairing extends naturally to a Λwt-bilinear form

〈−,−〉cy
T

−1/2
∞,E

: SF
(
T

−1/2
∞,E

) × SF
(
T

−1/2
∞,E

) −→ Frac
(
Zp,UE 〈〈w〉〉

)
.

Finally, following Plater [Pl, Sect.5] one defines the Tamagawa ideal at ν ∈ Σ by

�ν
(
T

−1/2
∞,E

)
:= charΛwt

(
X†
ν,sat

N univ∞
(
X†
ν,sat

)

)

where X†
ν,sat denotes the Λwt-saturation of X†

ν inside the group H1
(
Fν , T

−1/2
∞,E

)
.

The proof of the following result is postponed until the next section.
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Theorem 10.8. If we set C
alg
F,p

(
T

−1/2
∞,E , Y

)
:= charΛwt[[Y ]]

(
SelFcy

(
T

−1/2
∞,E

)∨), then

the characteristic power series has a zero of order r = rankΛwtSF
(
T

−1/2
∞,E

)
at Y = 0;

furthermore, there is an equality

Calg
F,p

(
T

−1/2
∞,E , Y

)

Y r

∣
∣
∣
∣
∣
Y=0

= logp �(γ0)−r
∏

ν∈Σ

�ν
(
T

−1/2
∞,E

)
disc

〈−,−〉cy
T

−1/2
∞,E

IIIF
(
T

−1/2
∞,E

)

which is taken modulo
(
Λwt

)×.

Of course if Conjecture 7.18 is true, the order of vanishing should be r
?= rgen(F).

Let us now consider the two-variable algebraic p-adic L-function

Lalg
p,F

(
T

−1/2
∞,E , s, w

)
:=

(
�s−1 ×Mell2,1 ◦ σ

) (
charZp[[Γcy,Γwt]]

(
SelFcy

(
T

−1/2
∞,E

)∨))

which is an analytic function of (s, w) ∈ Zp × UE , and is well-defined up to units.

Corollary 10.9. Under the same assumptions as Theorem 10.1,

Lalg
p,F

(
T

−1/2
∞,E , s, w

)

(s− 1)r(w − 2)r
†
F

∣
∣
∣
∣
∣
(s,w)=(1,2)

=
∏

ν|p

�ν

(
T

−1/2
∞,E

) ∣∣
∣
w=2

Tam(2)
Fν

(
T

−1/2
∞,E

) ×
(

covol(2)
T

−1/2
∞,E

×DF,p

)−1

×
∏

p∈Sgood
F,p

#Ẽ
(
Fqp

)2
× #IIIF

(
E
)∏

ν

[
E(Fν) : E0(Fν)

]

#E
(
F
) 2
tors

× disc
〈−,−〉cy

T
−1/2
∞,E

∣
∣
∣
∣
w=2
× det

〈−,−〉−1/2
F,p

∣
∣
∣
∣
E(F)×E(F)

.

Again this formula is correct only up to p-adic units.
The first line consists of fudge factors arising from specialisation to weight two.

The second line is essentially the Birch and Swinnerton-Dyer formula for E over F.
Curiously, the last line is the value of a regulator map at the point (s, k) = (1, 2)
and splits into two pieces: the value of the formal p-adic regulator at weight two,
multiplied by the half-twisted regulator arising from Nekovár̃’s theory.
N.B. We already have numerical algorithms to compute the first two lines, but
regrettably the last line is still a mystery (unless both ranks are zero).

Proof of 10.9: An elementary calculation reveals

logp �(γ0)r ×
Calg
F,p

(
T

−1/2
∞,E , Y

)

Y r

∣
∣
∣
∣
∣
Y=0

=
Calg

F,p

(
T

−1/2
∞,E , �(γ0)s−1 − 1

)

(s− 1)r

∣
∣
∣
∣
∣
s=1

which means that the logp �(γ0)−r term drops out of the formulae completely.
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As a direct consequence of Theorem 10.8, one has the equality

Lalg
p,F

(
T

−1/2
∞,E , s, w

)

(s− 1)r(w − 2)r
†
F

∣
∣
∣
∣
∣
(s,w)=(1,2)

=
∏

ν∈Σ

Mell2,1 ◦ σ
(
�ν
(
T

−1/2
∞,E

))
∣
∣
∣
∣
w=2

× disc
〈−,−〉cy

T
−1/2
∞,E

∣
∣
∣
∣
w=2
×

Mell2,1 ◦ σ
(
IIIF

(
T

−1/2
∞,E

))

(w − 2)r
†
F

∣
∣
∣
∣
∣
w=2

.

At those places ν ∈ Σ which do not lie above p, it is an easy exercise to show
that the Γwt-Euler characteristic of X†

ν,sat

/
N univ

∞
(
X†
ν,sat

)
equals Tam(2)

Fν

(
T

−1/2
∞,E

)
.

In other words
∏

ν∈Σ−SF,p

�ν
(
T

−1/2
∞,E

)
∣
∣
∣
∣
w=2

=
∏

ν∈Σ−SF,p

Tam(2)
Fν

(
T

−1/2
∞,E

)
up to a p-unit.

Fortunately the leading term of IIIF
(
T

−1/2
∞,E

)
was computed by us in Theorem 10.1;

substituting in this value, the corollary is proved.
�

Variation of the height pairing in a vertical deformation.
Let’s now switch our attention to the vertical lifting T∞,E , corresponding to s = 1.
The local conditions to pick at ν ∈ Σ are

Xwt
ν =






Ker
(
H1
(
Fν ,T∞,E

) −→ H1
(
IFν ,T∞,E

))
if ν � p

Ker
(
H1
(
Fν ,T∞,E

) −→ H1
(
Fν ,T∞,E ⊗Λwt B

wt
dR

))
if ν | p.

To cut a long story short, here are the analogies with the half-twisted scenario:

Proposition 10.10. The dual of SelFcy

(
T∞,E

)
= lim−→n SelFn

(
T∞,E

)
has trivial

Zp

[[
Γcy,Γwt

]]
-rank, i.e. SelFcy

(
T∞,E

)∨ is torsion over the two-variable ring.

Theorem 10.11. The power series Calg
F,p

(
T∞,E , Y

)
:= charΛwt[[Y ]]

(
SelFcy

(
T∞,E

)∨)

does not vanish at the point Y = 0, and has constant term

Calg
F,p

(
T

−1/2
∞,E , 0

)
=

∏

ν∈Σ

�ν
(
T∞,E

) × IIIF
(
T∞,E

)
mod

(
Λwt)×

where �ν
(
T∞,E

)
is the characteristic power series of Xwt

ν,sat

Nuniv∞
(
Xwt
ν,sat

) at each ν ∈ Σ.

Corollary 10.12. Under identical conditions to Theorem 9.18(ii),

Lalg
p,F

(
T∞,E , s, w

)

(w − 2)rF

∣
∣
∣
∣
∣
(s,w)=(1,2)

=
∏

ν|p

�ν
(
T∞,E

)∣∣
∣
w=2

Tam(2)
Fν

(
T∞,E

) ×



vol(2)T∞,E

(
H1

E
)

volE
(
H1
e

) ×DF,p





−1

× Lwt
p (E) Per(2)I,λE (F)× #IIIF

(
E
)∏

ν

[
E(Fν) : E0(Fν)

]

#E
(
F
) 2
tors

× det
〈−,−〉wt

F,p

∣
∣
∣
∣
E(F)×E(F)

.
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Remarks: (a) The proof of Proposition 10.10 uses exactly the same specialisation
argument to that of 10.7. However this time one exploits the Λcy-cotorsion of the
Selmer groups H1

f,SpecOF

(
FΣ/Fcy, AT∞,E

[× gk
])

at infinitely many k ∈ UE .

(b) The reader may well be wondering why there is no discriminant term in 10.11,
yet there is in Theorem 10.8? The reason is simple – it’s there but you can’t see it!
The formal height pairing is between

〈−,−〉R,T∞,{Xwt
ν }ν : H1

Xwt,Σ

(
F,T∞

)0 × H1
Xwt,⊥,Σ

(
F,T∗

∞(1)
)0 −→ R.

If one specialises H1
Xwt,Σ

(
F,T∞

)0 to the λE-isotypic component, then its image is
contained inside the compact Selmer group SF

(
T∞,E

)
. The latter object vanishes

courtesy of Theorem 9.2, in which case disc
〈−,−〉cy

T∞,E
must be a Zp〈〈w〉〉-unit.

(c) Corollary 10.12 follows directly from 10.11, and the formula given in 9.18(ii).
Once again the Tam(2)

Fν

(
T∞,E

)
’s cancel with �ν

(
T∞,E

)∣∣
∣
w=2

at those places ν � p.

10.4 The proof of Theorems 10.8 and 10.11

To avoid bamboozling the reader, we have elected to supply the proof only for the
half-twisted representation rather than the vertical one. The vertical situation is
actually a lot easier: there is no p-adic height pairing to contend with here, since
the Selmer group for AT∞,E

over the ground field F contains no Λwt-divisible piece.
The arguments we will exploit are entirely adapted from A. Plater’s work in [Pl],
i.e. this forces us to work over the universal deformation rings themselves.

For simplicity, assume that the local factor R through which Hord
Np∞ acts on T∞

is a regular local ring – at the end, we will explain how to remove this hypothesis.
To be consistent with Plater’s article [Pl], we shall employ his notation throughout;
for the lattice T := T∞ ⊗Ψ−1/2

R one defines

X∞,f

(
AT
)

= H1
f,Σ

(
Fcy, AT

)∨
, X1

∞,Σ
(
AT
)

= H1
(
FΣ/Fcy, AT

)∨

Z∞,f,ν

(
T
)

= lim←−
n
H1
f

(
Fν,n,T

)
, Z∞,f,Σ

(
T
)

=
⊕

ν∈Σ

Z∞,f,ν

(
T
)
.

Strategy: Providing that the height pairing
〈−,−〉R,T,{X†

ν}ν is non-degenerate,
our aim is to establish the formula

charR[[Y ]]

(
X∞,f

(
AT
))

Y r

∣
∣
∣
∣
∣
Y=0

= logp �(γ0)−r ×
∏

ν∈Σ

charR
(
X†
ν,sat

/
N univ

∞ X†
ν,sat

)
(*)

× disc
〈−,−〉R,T,{X†

ν}ν × charR
(
TorsR

(
H1
f,Σ
(
F, AT

)∨))

with r = rankRH1
f,Σ

(
F,T

)
. The statement of Theorem 10.8 will then follow by

restricting this formula to its λE-isotype, and centering it at weight two.
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Equation (*) is an indirect consequence of the following three results.

Lemma 10.13. Both TorsRH1
(
FΣ/F,T∗(1)

)
and H1

(
Γcy, AT

(
Fcy
))∨

share the
same characteristic ideal as R-modules.

Let φR denote the sequence of compositions

X∞,f

(
AT
)Γcy nat−→ X∞,f

(
AT
)
Γcy −→

Homcont

(
H1
f,Σ
(
F, AT

)∼
,Qp/Zp

)
−→ HomR

(
H1
f,Σ
(
F,T∗(1)

)
,R
)

where H1
f,Σ

(
F, AT

)∼ := Ker
(
H1
(
FΣ/F, AT

) −→⊕
ν∈Σ

H1
(
Fν , AT

)

Nuniv∞ (X†
ν,sat)

⊥

)
.

Lemma 10.14. There exists a map θγ0 : H1
f,Σ

(
F,T

)0 −→ X∞,f

(
AT
)Γcy

through
which the formal height pairing factorises:

φR
(
θγ0
(
x
))(

y
)

= logp �(γ0)−1 × 〈x, y〉R,T,{X†
ν}ν

at all points x ∈ H1
f,Σ

(
F,T

)0 and y ∈ H1
f,Σ

(
F,T∗(1)

)
.

Lemma 10.15. For the homomorphism θγ0 as above, the following diagram:

0 −→ X1
∞,Σ

(
AT
)Γcy

−→ X∞,f

(
AT
)Γcy

−→ Z∞,f,Σ
(
T
)
Γcy

&

αΣ,γ0

&

θγ0



�π

0 −→ H2(FΣ/F, AT
)∨ −→ H1

f,Σ
(
F,T

)0 −→
⊕

ν∈Σ

N univ
∞

(
X†
ν,sat

)

is commutative with exact rows.

N.B. Here the dual homomorphism to αΣ,γ0 is given by the sequence

H1(FΣ/Fcy, AT
)
Γcy

∼−→ H1
(
Γcy, H1(FΣ/Fcy, AT

)) −→ H2(FΣ/F, AT
)

and π denotes the natural projection.
We now explain how these three technical lemmas imply the desired formula.

The plan is to compare the Selmer group over F with that of its cousin over the
cyclotomic Zp-extension of F, but first we need to introduce some extra notation.
By Pontrjagin duality, the restriction mapH1

(
FΣ/F, AT

) −→ H1
(
FΣ/Fcy, AT

)Γcy

yields a dual homomorphism

πΣ : X1
∞,Σ

(
AT
)
Γcy
∼=
(

lim−→
n
H1(FΣ/Fn, AT

)∨
)

Γcy

−→ H1(FΣ/F, AT
)∨
.

Similarly for the discrete Selmer groups themselves, the natural restriction map
H1
f,Σ

(
F, AT

)∼−→ H1
f,Σ

(
Fcy, AT

)Γcy

dualises to give

π0 : X∞,f

(
AT
)
Γcy −→

(
H1
f,Σ
(
F, AT

)∼)∨
.
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Linking these various strands together, one obtains a large commutative diagram
with exact rows and columns:

0 0


�



�

0 −→ H2(FΣ/F, AT
)∨ αΣ,γ0−→ X1

∞,Σ
(
AT
)Γcy



�



�

H1
f,Σ
(
F,T

)0 θγ0−→ X∞,f

(
AT
)Γcy



�



�

0 ←−
⊕

ν∈Σ

N univ
∞

(
X†
ν,sat

)
π←− Z∞,f,Σ

(
T
)
Γcy



�



�

0 ←− H1
(
Γcy, AT

(
Fcy)

)∨
←− H1(FΣ/F, AT

)∨ πΣ←− X1
∞,Σ

(
AT
)
Γcy



�



�

(
H1
f,Σ
(
F, AT

)∼)∨ π0←− X∞,f

(
AT
)
Γcy



�



�

0 0

Figure 10.2

The left vertical arrows arise from the dual Poitou-Tate sequence for H1
f,Σ

(
F, AT

)∼,
whilst the right vertical arrows above come from taking the Γcy-cohomology of the
two-variable Selmer group. Lastly the top two squares commute by Lemma 10.15,
and the bottom two commute because it’s true at each finite layer Fn.

Remark: Let ξR denote the natural homomorphism between the Γcy-invariants
of X∞,f

(
AT
)

and its Γcy-coinvariants. Taking determinants of the various maps
occurring throughout Figure 10.2, then standard nonsense informs us

charR
(
Coker(ξR)

)

charR
(
Ker(ξR)

) =
∏

ν∈Σ

charR
(
X†
ν,sat

/
N univ

∞ X†
ν,sat

)
× disc

(
φR
(
θγ0(−)

)
(−)
)

× charR
(
TorsR

(
H1
f,Σ
(
F, AT

)∨)) × charR(M1)
charR(M2)

mod R×

where we have set M1 := H1
(
FΣ/F, AT

) ∨
/R-div and M2 := H1

(
Γcy, AT(Fcy)

)∨.

Since H1
(
FΣ/F,T∗(1)

) ⊗R R∨ can be identified with the maximal R-divisible

submodule of H1
(
FΣ/F, AT

)
, in fact M1 ∼= TorsRH1

(
FΣ/F,T∗(1)

)
.
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The left-hand side is the leading term of the algebraic L-function, that is

charR
(
Coker(ξR)

)

charR
(
Ker(ξR)

) =
charR[[Y ]]

(
X∞,f

(
AT
))

Y r

∣
∣
∣
∣
∣
Y=0

modulo R×.

Applying Lemma 10.13, the charR(M1)
/
charR(M2)-term represents an R-unit.

Moreover, inside the group Frac(R)/R× there is an equality

disc
(
φR
(
θγ0(−)

)
(−)
)

= logp �(γ0)−r × disc
〈−,−〉R,T,{X†

ν}ν by Lemma 10.14.

Thankfully this is strong enough to establish Formula (*).

Remark: The same argument works fine for coefficient ringsR that are Gorenstein
but not necessarily regular. However, one must rewrite the whole argument in terms
of R-divisors rather than in terms of characteristic power series (in all other ways,
the details are identical).

The demonstration of Lemma 10.13.
If λ is an irreducible element of R, then write Oλ for the quotient ring R/(λ).
Because R is Gorenstein so is Oλ, in which case

T∗
λ(1) = HomOλ

(
Tλ,Oλ(1)

) ∼= T∗(1)
λT∗(1)

and ATλ = AT[×λ] ∼= T∗
λ(1)⊗Qp/Zp.

For a fixed finite set B of height one primes and two sheaves of abelian groups

Y1, Y2 over Spec(R), we’ll write Y1(λ) B∼ Y2(λ) if the ratio #Y1(λ)/#Y2(λ) is finite
and bounded independently of all height one primes (λ) �∈ B.

We claim that the statement of Lemma 10.13 follows from the following facts:

(A) #TorsZpH
1
(
FΣ/F,T∗

λ(1)
)

= #H1
(
Γcy, ATλ

(
Fcy)

)
at almost all (λ);

(B) M1 ⊗R Oλ B1∼ TorsZpH
1
(
FΣ/F, T∗(1)⊗R Oλ

)
for some finite set B1;

(C) M2 ⊗R Oλ B2∼ H1
(
Γcy, AT[×λ]

(
Fcy)

)
for another finite set B2.

Assuming that (A),(B),(C) hold true, one easily deduces M1⊗ROλ B′
∼ M2⊗ROλ

where B′ is the union of the sets B1, B2 and the primes excluded from part (A).
However, it is well-known that if the orders of the specialisations of two R-modules
coincide (up to a bounded factor) outside a finite bad set of primes, then the two
R-modules share the same characteristic ideal. In our situation we conclude that
charR(M1) = charR(M2), which proves Lemma 10.13.

It therefore remains to justify the three claims above. We start with part (A).
As a general comment, let us first observe that AT

(
Fcy
)

is an R-cotorsion module
since at the weight two, its specialisation Cmin

(
Fcy
)
[p∞] is a finite abelian p-group

thanks to a very useful result in [Im].
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Provided λ is chosen outside the support of the R-modules M1 and M2, then

#TorsZpH
1
(
FΣ/F,T∗

λ(1)
)

= #H0
(
FΣ/F, T∗

λ(1)⊗Qp/Zp

)
= #ATλ(F)

and as Γcy is pro-cyclic,

#H1(Γcy, ATλ(F
cy)
)

= #H0(Γcy, ATλ(F
cy)
)

= #ATλ(F).

Combining these two equalities together, part (A) follows at once.
To prove (B) one examines the short exact sequence

0→ H1
(
FΣ/F,T∗(1)

)

λ.H1
(
FΣ/F,T∗(1)

) −→ H1
(
FΣ/F,T∗

λ(1)
)
−→ H2

(
FΣ/F,T∗(1)

)[×λ]→ 0.

Isolating the exceptional set B
(0)
1 = AssR

(
H2
(
FΣ/F,T∗(1)

))
, clearly

TorsZp

(
H1
(
FΣ/F,T∗(1)⊗R Oλ

)) B(0)
1∼ TorsZp

(
H1
(
FΣ/F,T∗(1)

)

λ.H1
(
FΣ/F,T∗(1)

)

)

.

On the other hand, if B
(1)
1 denotes the support of M1 then

TorsRH1
(
FΣ/F,T∗(1)

)

λ.TorsRH1
(
FΣ/F,T∗(1)

)
B(1)

1∼ TorsZp

(
H1
(
FΣ/F,T∗(1)

)

λ.H1
(
FΣ/F,T∗(1)

)

)

.

Setting B1 := B
(0)
1 ∪B

(1)
1 , statement (B) is now proved. This leaves us with (C).

Remarks: (i) Applying the Snake Lemma to the diagram

0 −→ H1(Γcy, AT(Fcy)
) −→ H1(FΣ/F, AT

) −→ H1(FΣ/Fcy, AT
)Γcy

−→ 0


�×λ



�×λ



�×λ

0 −→ H1(Γcy, AT(Fcy)
) −→ H1(FΣ/F, AT

) −→ H1(FΣ/Fcy, AT
)Γcy

−→ 0

and carefully avoiding B
(0)
2 = AssR

(
H1
(
Γcy, AT(Fcy)

))
, one deduces that

H1(Γcy, AT(Fcy)
)
[×λ]. H1(FΣ/Fcy, AT

)Γcy

[×λ]
B(0)

2∼ H1(FΣ/F, AT
)
[×λ].

(ii) From 0→ H1
(
Γcy, ATλ(F

cy)
)→ H1

(
FΣ/F, ATλ

)→ H1
(
FΣ/Fcy, ATλ

)Γcy

→ 0

we readily see #H1
(
Γcy, ATλ(F

cy)
)
.#H1

(
FΣ/Fcy, ATλ

)Γcy

= #H1
(
FΣ/F, ATλ

)
.

(iii) Lastly H1
(
FΣ/F, AT

)
[×λ]

B(1)
2∼ H1

(
FΣ/F, ATλ

)
with B

(1)
2 = AssRAT(F)∨

andH1
(
FΣ/Fcy, AT

)Γcy

[×λ]
B(2)

2∼ H1
(
FΣ/Fcy, ATλ

)Γcy

with B
(2)
2 = AssRAT

(
Fcy
)∨,

thence part (C) follows by choosing B2 = B
(0)
2 ∪B

(1)
2 ∪B

(2)
2 .



The proof of Theorems 10.8 and 10.11 239

The demonstration of Lemma 10.14.
Fix a global point x ∈ H1

f,Σ

(
F,T

)0, and let 0 → T → Xx → R → 0 be the
corresponding extension class sequence of R[Gal(FΣ/F)

]
-modules. Our aim is to

split terms in the 1-cohomology of its dual sequence 0 → AR → AXx → AT → 0.
Firstly at each finite level Fn, there is a right-exact sequence

H1(FΣ/Fn, AR
) −→ Yx

(
Fn
) −→ H1

f,Σ
(
Fn, AT

) −→ 0

where Yx

(
Fn
)

denotes the pre-image of H1
f,Σ

(
Fn, AT

)
inside H1

(
FΣ/Fn, AXx

)

N.B. the surjectivity on the right follows by the same reasoning as [PR1, §4.3.2].
Let y ∈ H1

f,Σ

(
Fcy, AT

)
, so in particular y ∈ H1

f,Σ

(
Fm, AT

)
for some m � 0.

One now chooses a global lift sglob(y) of y to the group Yx

(
Fm
)
.

Question. Can we find canonical lifts of the point y over all completions Fν,m?

For each place ν ∈ Σ, the natural map

N univ
∞

(
X†
ν,m,sat

)
⊗R R∨ −→ X†

ν,m,sat ⊗R R∨

is surjective as R∨ = Homcont
(R,Qp/Zp

)
is R-divisible. It follows that the element

yν = resν(y) ∈ H1
�

(
Fν,m, AT

)
= X†

ν,m,sat ⊗R R∨ can be written in the form

yν = zν ⊗ ην where zν ∈ N univ
∞

(
X†
ν,m,sat

)
and ην : R → Qp/Zp.

One may therefore define ŷν ∈ H1
(
Fν,m, AXx

)
by the rule ŷν = scan,Fν,m

(
zν
)⊗ ην .

In addition, we also know ŷν projects down to resν(y), and is well-defined modulo
N univ

∞ H1
(
Fν,m,R(1)

)⊗R R∨.

Definition 10.16. The map θγ0 : H1
f,Σ

(
F,T

)0→ Homcont

(
H1
f,Σ

(
Fcy, AT

)
,Qp/Zp

)

is given by the summation

θγ0
(
x
)
(y) = logp �(γ0)−1 ×

∑

ν∈Σ

�̃R,ν,∞ ⊗ id
(
sglob

(
y
)
ν
− ŷν

)

where �̃R,ν,∞ : H1
(
Fcy
ν , R(1)

) −→ R through �̃R,ν,∞ := limm→∞ p−m. ˜�R,ν,Fν,m .

It is a fairly basic exercise to check the R-homomorphism θγ0 is Γcy-equivariant.

As a corollary, we deduce that Im
(
θγ0
)

is contained in H0
(
Γcy,X∞,f

(
AT
))

.

Finally, to show the height pairing admits a factorisation

〈
x, y
〉
R,T,{X†

ν}ν = logp �(γ0)× φR
(
θγ0
(
x
))(

y
)

with (x, y) ∈ H1
f,Σ(−)0 ×H1

f,Σ

one simply compares Definitions 10.6 and 10.16 (that they coincide is immediate).
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The demonstration of Lemma 10.15.
We begin by pointing out that under our hypothesis R is regular, all its height one
prime ideals will be principal. To prove the commutativity of the diagram in 10.15,
it is equivalent to establish that

0→
(
H1(FΣ/Fcy, ATλ

)∨)Γcy

−→
(
H1
f,Σ
(
Fcy, ATλ

)∨)Γcy

−→
⊕

ν∈Σ

(
lim←−
n
H1
f

(
Fν,n,Tλ

)
)

Γcy

&

αΣ,γ0 mod λ

&

θγ0 mod λ



�π mod λ

0 −→ H2
(
FΣ/F, ATλ

)∨
−→ H1

f,Σ
(
F,Tλ

)0 −→
⊕

ν∈Σ

N univ
∞

(
H1
f

(
Fν ,Tλ

))

is commutative with exact rows, at infinitely many height one primes (λ) ∈ Spec R.
For instance, let’s prove the same statement modulo P = (λ) for all bar finitely
many bad arithmetic weights. The problem naturally subdivides into two parts:

(I) Prove the commutativity of the left-hand square modulo λ;
(II) Prove the commutativity of the right-hand square modulo λ.

Its resolution boils down to a couple of rather delicate cohomological calculations,
which were undertaken by Perrin-Riou in [PR1, §4.4-§4.5]. Nonetheless we shall
include them here, to ensure the demonstration of Theorem 10.8 is self-contained.

Proof of (I): Given a profinite group G acting on some Galois representation M ,
one writes Cj(G,M) for the set of continuous j-cochains, and likewise Zj(G,M)
for the set of continuous j-cocycles.

We start with an explicit description of H2
(
FΣ/F, ATλ

)∨ −→ H1
f,Σ

(
F,Tλ

)0.

For each ϕ ∈ H2
(
FΣ/F, ATλ

)∨ there exists a = a(ϕ) ∈ H1
f,Σ

(
F,Tλ

)0 such that
aν ∈ H1

(
Fν ,Tλ

)
is zero at all ν ∈ Σ; moreover, if b ∈ H2

(
FΣ/F, ATλ

)
restricts to

zero at all ν ∈ Σ, then ϕ(b) is given by the formula

ϕ(b) = −
∑

ν∈Σ

invFν

(
εν − α′

ν ∪ βν
)

c.f. [PR1, §4.4.4].

Note that β ∈ Z2
(
Gal(FΣ/F), ATλ

)
represents b, and α ∈ Z1

(
Gal(FΣ/F),Tλ

)
is a

representative of a for which αν = dα′
ν with α′

ν ∈ C0
(
GFν ,Tλ

)
. Lastly, the cochain

ε ∈ C2
(
Gal(FΣ/F), µp∞

)
satisfies dε = α ∪ β.

Let’s now describe explicitly the image of the element a ∈ H1
f,Σ

(
F,Tλ

)0 above

under the homomorphism θγ0 mod λ : H1
f,Σ

(
F,Tλ

)0 −→
(
H1
f,Σ

(
Fcy, ATλ

)
Γcy

)∨
.

Because a trivialises at all ν ∈ Σ, there exist splittings in cohomology

H1
f

(
K,X∗

aν (1)
)

= H1
f

(
K,Zp(1)

) ⊕ H1
f

(
K,T∗

λ(1)
)

for every extension Fν ⊂ K ⊂ Fcy
ν . It follows scan,K splits into a direct sum, whence

scan,K(y) is the image of (0⊕ γ)− α′
ν ∪ γν ∈ Z1

(
GFcy

ν
, µp∞

)
inside H1

(
Fcy
ν , AXaν

)

N.B. here the continuous cocycle γ ∈ Z1
(
GFcy , ATλ

)
denotes a representative of y.
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One can choose for sglob(y) the class 0⊕γ − δ, provided δ ∈ C1
(
Gal(FΣ/Fcy), µp∞

)

satisfies dδ = α ∪ γ under the boundary map. As a corollary,

(θγ0 mod λ)
(
a
)
(y) = − logp �(γ0)−1

∑

ν∈Σ(Fcy)

�̃R,ν,∞ mod λ
(
δν − α′

ν ∪ γν
)
.

Remark: To visualise the map αΣ,γ0 mod λ, fix an element y ∈ H1
f,Σ

(
Fcy, ATλ

)
.

For integers m ≥ 0 we consider lm ∈ Hom
(
Gal
(
Fcy/Fm

)
,Zp

)
where lm : γp

m

0 �→ 1,

e.g. lm = logp �(γ0)−1 × p−m��,Fν,m in our previous notation. If m� 0 then

(αΣ,γ0 mod λ)
(
y
)

= coresFm/F
(
y ∪ lm

)
by [PR1, §4.4.7],

since the cup-product y ∪ lm belongs to H2
(
FΣ/Fm, ATλ

)
for suitably large m.

The commutativity of the left-hand square in Lemma 10.15 will follow, assuming
one can prove the formula

∑

ν∈Σ(Fm)

�̃R,ν,∞ mod λ
(
δν − α′

ν ∪ γν
)

?=
∑

ν∈Σ

invFν

(
εν − α′

ν ∪ βν
)

with b = coresFm/F
(
y ∪ p−m��,Fν,m

)
. We’ll take ε = coresFm/F

(
δ ∪ p−m��,Fν,m

)
.

Crucially the problem reduces to verifying for any x ∈ H1
(
Fν,m, µp∞

)
, that

�̃R,ν,∞ mod λ
(
x
) ?= invFν

(
coresFν,m/Fν

(
x ∪ p−m��,Fν,m

))
.

By construction �̃R,ν,∞ mod λ
(
x
)

agrees with x∪ p−m��,Fν,m on H1
(
Fν,m,Oλ(1)

)
;

further, it is a basic fact in Galois cohomology that invFν ◦ coresFν,m/Fν = invFν,m .
The proof of (I) then follows from the commutativity of

H1(Fν,m,Qp,λ(1)
) −∪ logp(�ν,m)−→ H2(Fν,m,Qp,λ(1)

)



� logp(�ν,m)◦ArtFν,m



� invFν,m

Qp,λ
=−→ Qp,λ

which was shown by Serre in [Se; Chap XI, Prop. 2].

Proof of (II): Firstly, observe N univ
∞ H1

f,Σ

(
F,Tλ

)
injects into

⊕
ν∈ΣH

1
(
Fν ,Tλ

)
.

We’ll abbreviate the homomorphism θγ0 modulo λ by the shorter version θγ0,[λ];
the crux of the argument is to show commutativity of the square

H1
f,Σ

(
F,Tλ

)0 ⊕resν−→
⊕

ν∈Σ

N univ
∞

(
H1
f

(
Fν ,Tλ

))

N univ∞
(
H1
f,Σ

(
F,Tλ

))



�θγ0,[λ]

&

proj

(
H1
f,Σ
(
Fcy, ATλ

)
Γcy

)∨
−→

⊕

ν∈Σ

(
lim←−nH1

f

(
Fν,n,Tλ

)

lim←−nH1
f,Σn

(
Fn,Tλ

)

)

Γcy

at infinitely many distinct points P = (λ), which densely populate Spec(R).
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This can certainly be achieved whenever Tλ is a pseudo-geometric representation
i.e. for the subset of all arithmetic primes. The modulo P argument itself has been
cannibalised verbatim from [PR1, Prop. 4.5.2].

Let aν ∈ H1
(
Fν ,Tλ

)
and bν ∈ H1

(
Fν , ATλ

)
– we need a description of aν ∪ bν

under the inverse map to the isomorphism µν : H1
(
Fcy
ν , µp∞

)
Γcy

∼−→ H2
(
Fν , µp∞

)
.

Because H2
(
Fcy
ν , µp∞

)
is trivial, there exists b̂ν ∈ H1

(
Fcy
ν , AXaν

)
whose image in

H1
(
Fcy
ν , ATλ

)
is precisely resFcy

ν /Fν

(
bν
)
. Clearly (γ0−1).̂bν is zero inH1

(
Fcy
ν , ATλ

)
,

so it must have originated from H1
(
Fcy
ν , µp∞

)
. As a direct consequence

aν ∪ bν = µν

(
(γ0 − 1).̂bν

)
, i.e. (γ0 − 1).̂bν = µ−1

ν

(
aν ∪ bν

)
.

Remark: Fix an element a ∈ H1
f,Σ

(
F,Tλ

)0. Consider any y ∈ H1
(
FΣ/Fcy, ATλ

)

and b =
{
bν
} ∈⊕ν∈ΣH

1
(
Fν , ATλ

)
satisfying

δω = yω − resFcy
ν /Fν

(
bν
) ∈ Qp/Zp ⊗Zp N univ

∞
(
H1
f

(
Fν ,Tλ

))

at primes ω lying over ν. In particular, (γ0 − 1).y ∈ H1
f,Σ

(
Fcy, ATλ

)
.

For (a, y, b) as above, to establish the square commutes it is equivalent to prove

θγ0,[λ]
(
a
)(

(γ0 − 1).y
)

??=
∑

ν∈Σ

invFν

(
aν ∪ bν

)
.

Well it is immediate that (γ0 − 1).yω = (γ0 − 1).δω; if δ̂ω is a canonical lift of δω,
then (γ0 − 1).δ̂ω must be a canonical lift of (γ0 − 1).yω. Similarly, if ỹ denotes a
global lift of y to H1

(
FΣ/Fcy, AXa

)
, then (γ0 − 1).ỹ is a global lift of (γ0 − 1).y.

Thus picking m� 0, the quantity θγ0,[λ]
(
a
)(

(γ0 − 1).y
)

coincides by 10.16 with

logp �(γ0)−1
∑

ν∈Σ

�̃R,ν,∞ mod λ⊗ id
(
(γ0 − 1).

(
sglob

(
y
)
ν
− ŷν

))

by (I)
= logp �(γ0)−1

∑

ν∈Σ

∑

ω|ν
invFν

(
coresFm,ω/Fν

((
γ0 − 1

)
.
(
ỹω − δ̂ω

) ∪ p−m.��,Fm,ω
))
.

The projection of ỹω− δ̂ω onto H1
(
Fm,ω, ATλ

)
will be equal to (bν + δω)− δω = bν .

In other words b̂ν := ỹω − δ̂ω is a canonical lift of bν , whence

(γ0 − 1).
(
ỹω − δ̂ω

)
= (γ0 − 1).̂bν = µ−1

ν

(
aν ∪ bν

)
.

We are inexorably led to the conclusion

θγ0,[λ]
(
a
)(

(γ0 − 1).y
)

=
∑

ν∈Σ

∑

ω|ν
invFm,ω

(
µ−1
ν

(
aν ∪ bν

) ∪ p−m.��,Fm,ω
logp �(γ0)

)

which is none other than
∑

ν∈Σ invFν

(
aν ∪ bν

)
. The statement (II) now follows.
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10.5 The main conjectures over weight-space

To complement our intended predictions, let us first review the classical Iwasawa
main conjecture for elliptic curves. Whilst one can formulate the statement purely
in terms of Λcy = Zp[[Γcy]], we prefer to work over the affinoid algebra of the disk.
Recall that Lp(E, s) ∈ Qp〈〈s〉〉 denoted the Mazur-Tate-Teitelbaum p-adic L-series
interpolating Dirichlet twists of E/Q by characters of p-power conductor.

Main Conjecture 10.17. (The Cyclotomic Version)

�s−1 ◦ charZp[[Γcy]]

(
SelQcy

(
E
)∨) = Lp(E, s) mod Zp〈〈s〉〉×.

Due to fundamental work of Rubin, Kato, Greenberg-Vatsal and Skinner-Urban,
many instances of this conjecture have actually been proven [Ru1,Ka1,GV,SU].
Moreover one should notice that the left-hand side is p-integral, which would then
imply integrality for the right-hand side of the formula too (see [St, Thm 4.6]).

Let’s find the analogues of 10.17 over weight-space. Throughout, all conjectured
equalities will be stated only up to units in the underlying affinoid algebra.
It makes good sense to compile a list of hypotheses:

• The curve E has either good ordinary or bad multiplicative reduction at p ≥ 5.

• The number field F is an abelian extension of Q in which p is unramified.

• The modular deformation ring RE lifting ρE,p : GQ → GL2(Zp) is Gorenstein.

• The two-variable Selmer group is Zp

[[
Γcy × Γwt

]]
-cotorsion.

For example, in the non-CM case this last condition certainly holds when the big
Galois representation ρ∞,E is residually absolutely irreducible.

N.B. Let errF
(
T∞,E

)
denote the reciprocal of

∏
ν∈Σ Tam(2)

Fν

(
T∞,E

)× vol(2)
T∞,E

(
H1

E
)

volE
(
H1
e

) ,

and errF
(
T

−1/2
∞,E

)
the inverse of

∏
ν Tam(2)

Fν

(
T

−1/2
∞,E

)
× covol(2)

T
−1/2
∞,E

(
F
)× Per(2)I,λE(F).

Main Conjecture 10.18. (The Vertical Deformation)

IIIF
(
T∞,E , w

)
=

errF
(
T∞,E

)

DF,p
(
ρ∞,E

) × Limp
p

(
f/F, w, 1

)
.

Main Conjecture 10.19. (The Half-Twisted Deformation)

IIIF
(
T

−1/2
∞,E , w

)
=

errF
(
T

−1/2
∞,E

)

DF,p
(
ρ∞,E

) × LGS
p,F

(
f, w, s

)

(
s− w/2)rgen(F)

∣
∣
∣
∣
∣
s=w/2

.

One strongly suspects both errQ

(
T∞,E

)
and errQ

(
T

−1/2
∞,E

)
are always p-adic units.

We have checked this extensively for elliptic curves of conductor < 10, 000 and
ordinary primes in the range 5 ≤ p ≤ 97, and have yet to find a counterexample.
Of course, this does not mean that there isn’t one in general.
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Remarks: (a) With both these conjectures, the presence of the defect term DF,p
(defined in 9.17) is essential. It can be non-trivial whenever Tap(E) �∼= T∞,E⊗Λwt Zp

on an integral level, and reflects the fact that there is no intrinsic choice of lattice.
By stark contrast, there are no such complications for the cyclotomic deformation,
as the GQ-module Tap(E)[[Γcy]] represents the only canonical lattice to pick.

(b) In the vertical main conjecture, the fudge-factor errF
(
T∞,E

)
has been carefully

chosen so as to be compatible with the BSD formula. If the former is true, then

Limp
p

(
f/F, w, 1

)

(w − 2)rF

∣
∣
∣
∣
∣
w=2

=
(
multiplier in Limp

p

)× (p-part of BSD
)× det

〈−,−〉wt
F,p

up to a p-adic unit. From an arithmetic standpoint, one could very well view the
above equation as a vertical BSD-conjecture along the line s = 1.

(c) Analogously, the half-twisted main conjecture implies (at weight two) that the

dominant (w − 2)??-term in the Taylor series for
LGS
p,F(f,w,s)

(s−w/2)rgen(F)

∣
∣
∣
∣
s=w/2

equals

(
the multiplier in LGS

p,F

) × (
the p-primary part of BSD

) × det
〈−,−〉−1/2

F,p .

Thus one may reinterpret this statement as a half-twisted BSD-conjecture,
along the central line s = w/2.

Warning: It is really commonsense to take these conjectures with a pinch of salt.
Our sole method of calculating the constant terms in 10.18 and 10.19 was through
the technique of Γwt-Euler characteristics. In particular, the special values of these
two L-functions were computed only at the base weight w = 2, not at higher weight.
One must therefore believe that at weight w = k > 2, the Bloch-Kato conjectures
continue to hold for all classical eigenforms fk in the Hida family.

The main conjecture for the whole (s, k)-plane.
The next logical step is to formulate a ‘universal Main Conjecture’, which describes
the behaviour of the L-functions L(fk, s) over the critical region in the (s, k)-plane.
Recall in §10.3 we associated an algebraic p-adic L-function by

Lalg
p,F

(
T

−1/2
∞,E , s, w

)
=
(
�s−1 ×Mell2,1 ◦ σ

) (
charZp[[Γcy,Γwt]]

(
SelFcy

(
T

−1/2
∞,E

)∨))

which was analytic on the affinoid domain (s, w) ∈ Zp × UE .
À priori, the two-variable main conjecture should be of the form

Lalg
p,F

(
T

−1/2
∞,E , s, w

)
?= ERR???

(
T

−1/2
∞,E

)
× LGS

p,F

(
f, w, s+

w

2
− 1
)

where the error function ERR???

(
T

−1/2
∞,E

)
will be some element of Frac

(
Zp,UE

〈〈
w
〉〉)

.
The reason why the cyclotomic variable has been shifted via s �→ s + w/2 − 1, is
because T

−1/2
∞,E carries a half-twist through the character

〈
χ

−1/2
cy ◦ ResQcyc(−)

〉
.
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To get a clearer idea of the shape of the factor ERR???, it is enough to understand
its behaviour at arithmetic weights. In order to achieve this, we first mention an
important result of Emerton, Pollack and Weston.

Theorem 10.20. [EPW] If the cyclotomic µ-invariant vanishes for one modular
form fk0 in the Hida family, then it vanishes for all classical forms

{
fk
}
k∈UE∩ N≥2

.

A conjecture of Greenberg predicts the triviality of the µ-invariant for f2 if ρE,p
is a residually irreducible Galois representation. In general, one would expect the
difference of the algebraic and analytic µ-invariants to be consistent, over those
branches of the Hida family H(ρ∞

)
exhibiting common ramification behaviour.

Here the notation H(ρ∞
)

indicates the set of all p-stabilised ordinary newforms
with prescribed mod p Galois representation isomorphic to ρ∞.

It follows that the valuation of ERR??? should be constant over weight-space,
which means it lies inside pZ. To determine it exactly, there are several approaches.
One could attempt to work out both the algebraic and the analytic µ-invariants
for some eigenform fk0 in the family, but in complete generality this is too difficult.
It is far better to compare valuations of the leading terms of both analytic and
algebraic L-functions, i.e. the discrepancy should equal µcy,alg

(
fk
)− µcy,an

(
fk
)

for
all forms fk ∈ H

(
ρ∞
)

lying on branches sharing the same ramification type as f2.

Let’s define the constant term ERRFcy

(
T

−1/2
∞,E

)
to be the reciprocal of

covol(2)
T

−1/2
∞,E

(
F⊗ Zp

) × Per(2)I,λE

(
F
) × DF,p

(
ρ∞,E

) ×
∏

ν|p

Tam(2)
Fν

(
T

−1/2
∞,E

)

�ν

(
T

−1/2
∞,E

) ∣∣
∣
w=2

N.B. Assuming the various incarnations of the Birch and Swinnerton-Dyer formulae,
then the Corollary 10.9 suggests this must be the correct fudge-factor.

Main Conjecture 10.21. (The Two-Variable Version)

Lalg
p,F

(
T

−1/2
∞,E , s, w

)
= ERRFcy

(
T

−1/2
∞,E

)
× LGS

p,F

(
f, w, s+

w

2
− 1
)
.

In support of the two-variable conjecture, consider the algebraic and analytic orders
along the line of symmetry in the functional equation. Then

orderw=2

(
Lalg
p,F

(
T

−1/2
∞,E , s, w

)

(s− 1)r

∣
∣
∣
∣
∣
s=1

)
by 10.8

= orderw=2 IIIF
(
T

−1/2
∞,E , w

)

by 10.19= orderw=2



 LGS
p,F

(
f, w, s

)

(s− w/2)rgen(F)

∣
∣
∣
∣
∣
s=w/2





= orderw=2

(
LGS
p,F

(
f, w, s+ w/2− 1

)

(s− 1)rgen(F)

∣
∣
∣
∣
∣
s=1

)

.

However Conjecture 7.18 predicted that r = rgen(F), which ties up the orders of
vanishing for Lalg

p,F and LGS
p,F quite nicely.
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Exercise. Let’s assume that the two-variable Main Conjecture 10.21 holds true.

By applying Corollary 10.9, show that the
(
s− w

2

)rgen(F) × (w− 2
)r†

F-coefficient in
the expansion of the Greenberg-Stevens L-function, equals

Per(2)I,λE

(
F
) ∏

p∈Sgood
F,p

#Ẽ
(
Fqp

)2
×(p-part of BSD

)×disc
〈−,−〉cy

T
−1/2
∞,E

∣
∣
∣
∣
w=2

det
〈−,−〉−1/2

F,p

in the case where E has good ordinary reduction at p.

10.6 Numerical examples, open problems

We now seek a deformation-theoretic explanation for the result of Emerton et al.
Recall that the µ-invariant associated to an element G ∈ Zp[[Y ]] is the exponent for
the power of p occurring in the decomposition

G(Y ) = pµ ×
(
distinguished polynomial in Zp[Y ]

)
×
(
element of Zp[[Y ]]×

)
.

Equivalently, if G(Y ) =
∑∞
j=0 gjY

j then µ = minj≥0
{
ordp(gj)

}
.

Over a 2-variable deformation ring, this notion generalises in an obvious manner.
If F ∈ Zp[[X,Y ]] has the power series expansion F (X,Y ) =

∑∞
i=0
∑∞
j=0 fi,jX

iY j ,
then one defines µ = µ(F ) to be the non-negative number mini,j≥0

{
ordp(fi,j)

}
.

Under the double p-adic Mellin transform F̂ (s, w) = F
(
σw−2(u0)−1, �s−1(γ0)−1

)
,

it is straightforward to check

µ(F ) = min
i,j≥0

{
ordp(Fi,j)−logp σ

i(u0)−logp �
j(γ0)

}
= min

i,j≥0

{
ordp(Fi,j)−(i+j)

}

where Fi,j denotes the coefficient of (w−2)i(s−1)j in the Taylor series for F̂ (s, w).

Definition 10.22. The ‘generic µ-invariant’ over the double deformation of ρE,p
is defined to be the non-negative integer

µgen
p,F

(
ρ∞,E

)
:= min

i,j≥0

{
ordp(Li,j)− (i+ j)

}

with the Li,j ’s appearing as Lalg
p,F

(
T

−1/2
∞,E , s, w

)
=
∑∞
i=0
∑∞
j=0 Li,j(w− 2)i(s− 1)j.

What is the connection between this number, and the statement of Theorem 10.20?
Morally the equality µgen

p,F

(
ρ∞,E

)
= 0 is determined by the simultaneous vanishing

of all algebraic invariants µcy,alg
(
fk
)

for the whole p-ordinary family
{
fk
}
k∈UE

.
Therefore the immediate task facing us is to find some means of calculating this
generic µ-invariant, via an explicit formula.

The following cheat works well over F = Q, for elliptic curves of small conductor.
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Proposition 10.23. If L(E, 1) �= 0 and E has good ordinary reduction at p ≥ 5,
then the generic µ-invariant is bounded above by

µgen
p,Q

(
ρ∞,E

) ≤ δp(E) + ordp
(
#IIIQ(E)× TamQ(E)

)
− ordp

(
DQ,p

(
ρ∞,E

))

where the first term δp(E) =






0 if ap(E) �= +1

0 if ap(E) = +1 and E
(
Q
)
[p] �= {OE}

2 otherwise.

Proof: Under the stated conditions, each of E(Q) and IIIQ(E) are finite groups.
It follows directly that r = 0 and r†

Q = 0, in which case

Lalg
p,Q

(
T

−1/2
∞,E , s, w

)

(s− 1)r(w − 2)r
†
Q

∣
∣
∣
∣
∣
(s,w)=(1,2)

=
�p

(
T

−1/2
∞,E

) ∣∣
∣
w=2

Tam(2)
Qp

(
T

−1/2
∞,E

) ×
(

covol(2)
T

−1/2
∞,E

×DQ,p

)−1

× #Ẽ
(
Fp

)2 × #IIIQ

(
E
)∏

l

[
E(Ql) : E0(Ql)

]

#E
(
Q
)2

from Corollary 10.9. Thus the constant term Lalg
p,Q

(
T

−1/2
∞,E , 1, 2

)
has valuation

δp(E) + ξp(E) + ordp
(
#IIIQ(E)× TamQ(E)

)
− ordp

(
DQ,p

(
ρ∞,E

))

where δp(E) = 2 ordp
(
#Ẽ(Fp)

)− 2 ordp
(
#E(Q)

)
, and ξp(E) is equal to the p-adic

order of covol(2)
T

−1/2
∞,E

(
Qp

)−1 × �p
(
T

−1/2
∞,E

) ∣∣
∣
w=2
× Tam(2)

Qp

(
T

−1/2
∞,E

)−1
.

It is an easy exercise to verify this definition of δp(E) coincides with that in the
statement of the proposition. On the other hand, by Proposition 8.13(a) we find

(
#Ẽ(Fp)[p∞]

)2
×
∣
∣
∣
[Cmin(Qp) : Cmin

0 (Qp)
]∣∣
∣
−1

p

covol(2)
T

−1/2
∞,E

(
Qp

)× Tam(2)
Qp

(
T

−1/2
∞,E

) = #Ker
(
δ

−1/2
∞,E,p

)
≥ 0.

Further, the valuation of Tam(2)
Qp

(
T

−1/2
∞,E

)
is bounded above by the valuation of

[Cmin(Qp) : Cmin
0 (Qp)

]
; the latter quantity must be zero since E (and therefore Cmin)

has good reduction at p. As a direct consequence −2ordp
(
Ẽ(Fp)

)
≤ ξp(E) ≤ 0,

thus one may deduce ordp
(
Lalg
p,Q

(
T

−1/2
∞,E , 1, 2

))
at least satisfies the bound predicted

in 10.23.

By its very definition, the generic µ-invariant is bounded by ordp
(
Li,j − (i+ j)

)

for any term Li,j in the Taylor series expansion of Lalg
p,Q

(
T

−1/2
∞,E , s, w

)
; in particular

it is bounded above by the valuation of the constant term.
The result follows.

�
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If the p-part of III is large, then this upper bound on µgen
p,Q becomes very poor.

However for elliptic curves of conductor < 1000 the support of III is usually tiny,
in which case the proposition yields a majoration that can be used by a computer.
We now include a couple of worked examples, where one can show triviality of the
generic µ-invariant over a double deformation (for the field F = Q).

Example 10.24 Let’s return to our favourite modular elliptic curve E = X0(11).
As a consequence of 10.23, one discovers that

µgen
p,Q

(
ρ∞,E

)
= 0 for all primes p in the range 3 ≤ p ≤ 97, p �= 5, 11, 19, 29.

Recall that 19 and 29 were two primes of good supersingular reduction for E.

If p = 5 then E[5] ∼= µ5 × Z/5Z as a GQ-module, the group IIIQ(E)[5] is trivial
and

[
E(Q11) : E0(Q11)

]
= 5. In this case Proposition 10.23 tells us

µgen
5,Q

(
ρ∞,E

) ≤ δ5(E) + ord5
(
1× 5

)− ord5
(
DQ,5

)
= 0 + 1− 0

i.e. the generic µ-invariant at p = 5 will be either zero or one. Were it to be zero(!)
it would then follow µcy,alg

5

(
fk
)

= 0 for infinitely many weights k ∈ Zp ∩ N, in fact
for all such k courtesy of Theorem 10.20; however Greenberg [Gr2, p71] has shown
that µcy,alg

5

(
fX0(11)

)
= 1 (N.B. for E = X0(11) and p = 5, then 10.17 holds true).

One therefore concludes µgen
5,Q

(
ρ∞,E

)
= 1.

Lastly, if p = 11 then the reduction type for E is split multiplicative, and 10.23
tells us nothing whatsoever. Fortunately, the situation is not totally irretrievable.
An explicit computation reveals SelQcy(E)[11∞] ∼= Q11/Z11 equipped with trivial
Galois action, in which case µcy,alg

11

(
fX0(11)

)
must vanish. The earlier theorem of

Emerton-Pollack-Weston implies that µcy,alg
11

(
fk
)

= 0 for every k ∈ Zp with k ≥ 2.
Since these numbers together constitute an upper bound on the generic µ-invariant,
clearly we must have µgen

11,Q

(
ρ∞,E

)
= 0.

Remarks: (a) The prime p = 5 is in some sense an exceptional one for X0(11);
the curve possesses a rational 5-torsion point, whence ρE,5 is residually reducible.

(b) For p = 11, the Γcy-invariants of SelQcy(E)[11∞] have Z11-corank equal to one.
Greenberg proved that the algebraic λcy-invariant is one; this property is reflected
by a simple zero along the line s = k/2 in the two-variable p-adic L-function.

Example 10.25 Consider the strong Weil elliptic curve

E1 : y2 = x3 − 412x + 3316

which has conductor 280. It is well known that its Mordell-Weil rank over Q is one,
e.g. (x, y) = (−18, 70) is a point of infinite order. Unfortunately since L(E1, 1) = 0,
we cannot directly apply Proposition 10.23 in order to evaluate generic µ-invariants
for those Hida families lifting fE1 ∈ Snew

2
(
Γ0(280)

)
.
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However all is not lost . . . Let us consider instead the non-isogenous elliptic curve

E2 : y2 = x3 − x2 − 4

which is usually labelled 56B(A) in the tables. This time the Mordell-Weil rank is
trivial, and by 10.23 we deduce µgen

p,Q

(
ρ∞,E2

)
= 0 at good ordinary primes p < 100.

In particular p = 5 is a good ordinary prime for E2, hence µgen
5,Q

(
ρ∞,E2

)
vanishes

for the family
{
f(2)k
}
k∈UE2

deforming ρE2,5 : GQ −→ Aut
(
V ∗
fE2

)
.

By Ribet’s level-lowering results, there exists a congruence fE1 ≡ fE2 mod 5
between the two newforms. In this situation, the rankZ5[[X]]RE1 = 2 as there are
exactly two congruent 5-stabilised newforms of tame level 56, namely fE1 and f(2)2 .
The triviality of µgen

5,Q for ρ∞,E2 – in tandem with Theorem 10.20 – implies that

0
by 10.23

= µgen
5,Q

(
ρ∞,E2

)
= µcy,alg

5

(
f(2)k
) by 10.20

= µcy,alg
5

(
f(1)k
)

because both the families
{
f(1)k
}
k∈UE1

and
{
f(2)k
}
k∈UE2

have the same modulo 5
Galois representation. Meanwhile the right-most numbers form an upper bound
on the generic µ-invariant of ρ∞,E1 . Via the scenic route, one concludes that
µgen

5,Q

(
ρ∞,E1

)
= 0, despite the complex L-series L(E1, s) possessing a zero at s = 1.

Example 10.26 It is worthwhile speculating how often (on average) the generic
µ-invariant vanishes at a given prime. To this end, John Cremona performed a
computer search in MAGMA over the first few strong Weil curves E of rank zero,
and good ordinary primes p for E in the range 3 < p < 100.

Up to conductor NE ≤ 500, there were exactly 11306 candidate pairs {E, p}.
Out of this ensemble, the upper bound in Proposition 10.23 automatically forced
the vanishing of the generic µ-invariant for 11072 pairs, i.e. the silent majority.
Unsurprisingly for the remaining 234 exceptional pairs {E, p}, the upper bound
µ̃p := δp + ordp

(
#III × Tam

) − ordp
(
DQ,p

)
was too weak to imply µgen

p,Q = 0.
Tabulated below are the 21 specimens for which µ̃p = 1:

{11A1, 5}, {26B1, 7}, {38B1, 5}, {57C1, 5}, {58B1, 5}, {114C1, 5}, {118B1, 5},
{158C1, 5}, {170C1, 7}, {174A1, 7}, {182A1, 5}, {203A1, 5}, {264D1, 7},
{330D1, 7}, {354E1, 11}, {366D1, 7}, {378G1, 5}, {406D1, 5}, {426C1, 5},
{442E1, 11}, {483A1, 5}.

The leftover pairs all shared the value µ̃p = 2, save for the isolated example 246B1
which yielded a disappointing µ̃p = 3 at the prime p = 5.

Remark: For any pair {E, p} satisfying µ̃p ≤ 1, to deduce that µgen
p,Q

(
ρ∞,E

)
equals 1

it is enough to exhibit a single eigenform fk whose cyclotomic µ-invariant is positive
(this follows by exactly the same reasoning we deployed for {E, p} = {X0(11), 5}).
Unfortunately, if it is merely known that µ̃p ≤ 2 then it is impossible to deduce
µgen
p,Q

(
ρ∞,E

)
= 2 simply by determining that one of the µcy,alg

p

(
fk
)
’s is 2.
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This book has really only scratched the surface of what is a fairly involved topic.
There is much current research into the behaviour of L-functions over weight-space,
and the author apologises profusely for rather neglecting the higher weights k > 2.
By way of a conclusion, we shall now discuss five problems which are fundamentally
important to further progress in the subject.

To make the exposition shorter, let us restrict ourselves to the field F = Q.

Problem 10.1. Formulate a generic version of the λ-invariant, and relate it to
each of the individual λcy,alg

p (fk)’s for all arithmetic weights k∈UE.

The zeros of Lalg
p,Q

(
T

−1/2
∞,E , s, k

)
form a rigid subvariety, Wzer

0 say, of the (s, k)-plane.
Presumably, the global invariant λgen

p,Q

(
ρ∞,E

)
should be the number of irreducible

components constituting Wzer
0 . Emerton et al [EPW] proved that λcy,alg

p (fk) is
constant along branches of H(ρ∞) (provided that the µcy,alg-invariant vanishes).
However, one cannot totally discount the possibility that certain of these zeros
arise as families of isolated points (sk, k), where k ≥ 2 ranges over the disk UE .

T. Ochiai [Oc2] has recently shown that the characteristic ideal of Selmer divides
into an analytic p-adic L-function LOch

p-adic(f, w, s), which is built out of non-primitive
Kato-Beilinson elements. Precisely how this function is related to LGS

p,Q(f, w, s) is a
moot point, but it should produce inequalities

λcy,alg
p

(
fk
) ≤ λcy,anal

p

(
fk
)

at almost all arithmetic weights k ∈ UE .

Another major stumbling block is that one does not know whether Greenberg’s
conjecture for LGS

p,Q(f, w, s) holds true in general, along the central line s = w/2.
If E has complex multiplication and its analytic rank is zero, then the conjecture
is actually a theorem for the Katz-Yager p-adic L (N.B. in the non-CM case we
cannot even prove Conjecture 7.11, let alone 7.5).

Problem 10.2. Prove that
LGS
p,Q(f, w, s)

(s− w/2)rgen(Q) is not identically zero.

Where exceptional zeros do occur, the natural approach to adopt when studying
arithmetic is through the application of what are now called ‘Selmer complexes’.
These complexes were introduced by Nekovár̃ in [Ne3]. Amongst other things, they
reflect stability for the Zp-corank of Selmer at split multiplicative primes.

There is a very general notion of p-adic height pairing in this context, and both
〈−,−〉wt

Q,p
and

〈−,−〉−1/2
Q,p

are just earthly manifestations of his formal dualities.
For example if RE = Λwt, the existence of a non-degenerate alternating pairing on
SelQ

(
T

−1/2
∞,E

)
guarantees the algebraic L-function IIIQ

(
T

−1/2
∞,E

)
is actually a square.

Moreover, to eventually prove Conjecture 10.3 it is probably necessary to dispense
with Selmer groups entirely, and work instead with complexes (to read about this
viewpoint further we recommend the monograph [MR]).
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Heuristically one expects the vast majority of elliptic curves over Q, to either have
rank zero or to have rank one (although ranks > 1 also exhibit positive density).
We already discussed in this section how to bound µgen

p,Q in the rank zero scenario.

Now let E be a rank one elliptic curve defined over the rationals.

Problem 10.3. Find a formula (upper bound) relating µgen
p,Q

(
ρ∞,E

)
to the vertical

height
〈
P, P

〉wt
Q,p

, for some point P of infinite order in E(Q).

Over an imaginary quadratic extension Q(
√−D) in which the conductor NE splits

completely, we have a Gross-Zagier formula relating the derivative of the improved
p-adic L-function at s = 1 with the vertical height of a Heegner point (see [Db3]).
The techniques underpinning the proof are based upon work of Bertolini-Darmon
and Howard [BD,Ho] in the anti-cyclotomic setting. Of course, developing such a
numerical algorithm to compute the vertical height is quite another matter.

The solution to the following is probably still some way off.

Problem 10.4. Prove the two-variable Main Conjecture in the non-CM case.

Perhaps more realistically, one could first attempt to show either the vertical or
half-twisted main conjectures. The latter are offspring of the two-variable version
and should be a lot more tractable. For the vertical main conjecture, we have
already established (in certain special cases) the divisibility of IIIQ

(
T∞,E

)
into the

improved p-adic L-function.

Finally, what happens if p ≥ 3 is a prime of good supersingular reduction for E?
Stevens (and also Panchiskin) has found analogues of the two-variable L-function.
Together with Iovita he has contructed integral lattices, which play an analogous
rôle to the Galois representations

(
T∞,E

)∗. In addition, they have developed a
Coleman power series interpolation for their local cohomologies.

Problem 10.5. Extend the various arithmetic results in this book, to encompass
overconvergent families of modular forms of slope < k − 1.

Included as Appendix C is a one-variable control theorem governing the p∞-Selmer
groups associated to these lattices. However, it no longer makes sense to work
over the local ring Zp[[X]], instead one works rigid analytically with Tate algebras.
By associating a p-adic height pairing, in some sense grafted onto branches of the
eigencurve, one would obtain regulator formulae in the spirit of 9.18, 10.1 and 10.9.
This would be a significant achievement in itself.



APPENDIX A

The Primitivity of Zeta Elements

Recall from Chapter III, we omitted the proof of Theorem 3.8. In this appendix
the missing argument is supplied. We assume that the reader is reasonably familiar
with Kato’s paper [Ka1], and follow his notations wherever possible.

As in §3.2, f shall denote a Hecke eigenform of weight k ≥ 2 and character ε.
Throughout we write T for the GQ-stable Of -submodule generated by the image of

H1
(
Y1(N)(C), F

(k)
p

)
inside the p-adic realisation. If γ ∈ VBetti(C), then γ± denotes

the projection to the eigenspace on which complex conjugation acts through ±1.
Let’s fix an element δ = δ+ + δ− inside T.

Theorem 3.8’. For all integers n ≥ 0 and every integer M ≥ 1 coprime to p,
there exist modified zeta-elements z(p)

δ,Mpn ∈ H1
ét

(
Z
[
ζMpn , 1/p

]
, Vf

)
satisfying:

(i) If m = Mpn and l is any prime number, then

cores(µml)/(µm)z
(p)
δ,ml =






(
1− al(f)l−kσ−1

l + ε(l)l−k−1σ−2
l

)
. z(p)

δ,m if l � pm

z(p)
δ,m if l|pm;

(ii) For each index m = Mpn, there exists a constant νM ≥ 0 depending on the
support of M , such that z(p)

δ,Mpn ∈ H1
ét

(
Z
[
ζMpn , 1/p

]
, p−νMT

)
;

(iii) For any primitive character ψ modulo Mpn and integer r ∈ {1, . . . , k − 1},
choosing ± to be the sign of ψ(−1)(−1)k−r−1 we have

per∞






∑

σ∈Gal
(

Q(µMpn )/Q

)
ψ(σ) exp∗

(
z(p)
δ,Mpn ⊗ ζ⊗k−r

pn

)σ





±

= (2πi)k−r−1L{p}
(
f∗, ψ, r

)
δ±.

Regrettably the normalisations in Theorems 3.8 and 3.8’ are somewhat different.
Firstly, we are considering special values of the dual cusp form f∗ rather than f .
Moreover, the elements z(p)

δ,Mpn above are related to zMpn ∈ H1
ét

(
Z
[
ζMpn , 1/p

]
, V ∗
f

)

in §3.2 via the Tate twist
(
zMpn

)

n
=
(
z(p)
γ,Mpn ⊗ ζ⊗k−1

pn

)

n
. It is straightforward

but tedious to check that the two definitions agree.
To simplify the exposition, we now assume the following two conditions hold:

(I) The cusp form f does not have complex multiplication, i.e. L(f, s) �= L(θ, s) for
any Hecke character θ : Pic

(O
Q(

√
d)

)→ C
× with d < 0;

(II) The residual representation ρf : GQ −→ Aut
(
T/mOf

)
is irreducible.

At the end, we explain how to remove these hypotheses.

252
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Fix matrices α1, α2 in SL2(Z) and also positive integers 1 ≤ j1, j2 ≤ k−1 such that
δ(f, j1, α1)+ �= 0 and δ(f, j2, α2)− �= 0. Clearly, we may write δ above in terms of

δ = b1δ(f, j1, α1)+ + b2δ(f, j2, α2)− for certain scalars b1, b2 ∈ Kf .

As before Λcy
f is the Iwasawa algebra Of [[G∞]], and ∆M denotes the Galois group

of the extension Q(µM ) over Q. Consider the non-zero divisor of Λcy
f given by

ν(c, d, j) =
(
c2 − ck+1−j .σc

)× (d2 − dj+1.σd
)×

∏

l|N, l �=p

(
1− al(f)l−k.σ−1

l

)
.

Let us choose c, d �= ±1 satisfying gcd(cd, 6pM) = 1 and c ≡ d ≡ 1(mod N).

Definition A.1. We define primitive zeta-elements
(
z(p)
δ,Mpn

)

n
lying inside the

projective limit Frac
(
Λcy
f

)⊗Λcy
f

lim←−nH1
ét

(
Z
[
ζMpn , 1/p

]
, T
)

via

(
z(p)
δ,Mpn

)

n
= ν(c, d, j1)−1b1 ⊗

(
c,dz

(p)
Mpn(f, k, j1, α1, supp(pNM))

)−

n

+ ν(c, d, j2)−1b2 ⊗
(
c,dz

(p)
Mpn(f, k, j2, α2, supp(pNM))

)+

n
.

Crudely speaking, our aim is to replace the ‘Frac(Λcy)⊗Λcy −’ with a ‘Qp ⊗Zp −’.
We must therefore ensure that the primitive zeta-elements have no poles in the
cyclotomic direction.

Theorem A.2. Under Hypotheses (I),(II) the compact finitely-generated module
lim←−nH1

ét

(
Z
[
ζMpn , 1/p

]
, T
)

is free of rank one over Of
[[

Gal
(
Q(µMp∞)/Q

)]]
.

Proof: Let ψ be any character of ∆M . Consider the ψ-eigenspace

lim←−
n
H1

ét

(
Z
[
ζMpn , 1/p

]
, T
)(ψ) ∼= lim←−

n
H1

ét

(
Z
[
ζpn , 1/p

]
, T⊗ ψ−1

)

where the identification is as a pseudo-isomorphism, in the sense of Λcy
f -modules.

Now ρf : GQ → Aut(T) is assumed to be residually irreducible, hence so are its
twists ρf ⊗ ψ−1 = ρf⊗ψ. By [Ka1, Thm 12.4(3)] applied to the cusp form f ⊗ ψ,
the right-hand side above is free of rank one over Λcy

f,ψ.
�

Thus to determine
(
z(p)
δ,Mpn

)

n
uniquely, via Theorem A.2 it is enough to compute

special values at all finite characters ψ of Gal
(
Q(µMp∞)/Q

)
.

Let us suppose that the conditions

c2 − ck−jψ(c) �= 0, d2 − djψ(d) �= 0 and 1− al(f)l1−k+jψ(l) �= 0 if l|N

are met for all j ∈ {0, . . . , k − 2}, which may exclude finitely many choices of ψ.
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If ψ|G∞ has conductor pm, then we have a sequence of evaluation homomorphisms

Λcy
{

1
ν(c, d, j1)ν(c, d, j2)

}
⊗Λcy lim←−

n
H1

ét

(
Z
[
ζMpn , 1/p

]
, T
)





� projm(−⊗ζ⊗k−r

pn )

Kf ⊗Of H
1
ét

(
Z
[
ζMpm , 1/p

]
, T(k − r)

){ 1
projm(ν)

}





�
∑

σ∈∆Mpm
ψ(σ) exp∗(−)σ

Kf ⊗Of
(
Mk

(
X1(N)

)⊗λf∗ Of
)

whose composition with the period mapping per∞ will be abbreviated by Lψ,M,r.

Note the action of complex conjugation on lim←−nH1
ét

(
Z
[
ζMpn , 1/p

]
, T

)
becomes

the action of −ψ(−1) on the target eigenspace Kf ⊗Of
(
Mk

(
X1(N)

)⊗λf∗ Of
)
.

Remark: By [Ka1,Thm 6.6] the image of each
(
c,dz

(p)
Mpn(f, k, j, α, supp(pNM))

)∓

n
under Lψ,M,r is precisely
(
c2 − c1+r−jψ(c)

)× (d2 − dj+1+r−kψ(d)
)× (2πi)k−r−1L{MNp}(f∗, ψ, r).δ(f, j, α)±

where ± is the sign of ψ(−1)(−1)k−r−1.

If ψ(−1)(−1)k−r−1 has even parity, it follows that Lψ,M,r

(
z(p)
δ,Mpn

)

n
equals the

special value ψχk−r
cy

(
ν(c, d, j1)−1b1

)
×Lψ,M,r

(
c,dz

(p)
Mpn(f, k, j1, α1, supp(pNM))

)−

n
,

i.e.

ψχk−r
cy

(
ν(c, d, j1)−1

)
× (c2 − c1+r−j1ψ(c)

)× (d2 − dj1+1+r−kψ(d)
)

× (2πi)k−r−1 ×
∏

l|N, l �=p

(
1− al(f)ψ(l)l−r

)× L{Mp}(f∗, ψ, r). b1δ(f, j1, α1)+.

Cancelling out this collection of extraneous Euler factors, yields the simplification

Lψ,M,r

(
z(p)
δ,Mpn

)

n
= (2πi)k−r−1 × L{Mp}(f∗, ψ, r). δ+ .

The above coincides exactly with the formula given in 3.8’(iii), certainly when ψ is
a primitive character modulo Mpm, because ψ(l) = 0 for all primes l dividing M .
In similar fashion, when ψ(−1)(−1)k−r−1 has odd parity the formulae also agree.
Thus the primitive zeta-elements are independent of the choice of (c, d) ∈ Z × Z,
and Theorem 3.8’(iii) is established.

Fortunately, there is nothing to prove for 3.8’(i) because from [Ka1, Prop 8.12],
the elements c,dz

(p)
ml

(
f, k, j1, α1, supp(pNml)

)
satisfy identical vertical and sideways

Euler system relations. The z(p)
δ,ml’s are obtained from the imprimitive c,dz

(p)
ml ’s via

scalars lying in Frac(Λcy
f ), and trivially the Iwasawa algebra Λcy

f is commutative!
This leaves us with the remaining task of justifying Theorem 3.8’(ii).
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Let’s start with two technicalities, proved in the same way as [Ka1, Lemma 13.10].

Fact #1. Assume a,A ≥ 1 are integers, and gcd(c, 6pA) = gcd(d, 6pN) = 1. Then
(
c,dz

(p)
Mpn(f, k, j, a(A), supp(pAM))

)

n
=

∏

l|A, l �=p

(
1− al(f)l−kσ−1

l + ε(l)l−k−1σ−2
l

)

×
{
c2d2

(
z(p)
γ1,Mpn

)

n
− ck+1−jd2σc

(
z(p)
γ2,Mpn

)

n
− c2dj+1ε(d)σd

(
z(p)
γ3,Mpn

)

n

+ ck+1−jdj+1ε(d)σcd
(
z(p)
γ4,Mpn

)

n

}

where the subscripts are γ1 = δ(f, j, a(A)), γ2 = δ(f, j, ac(A)), γ3 = δ(f, j, ad−1(A))
and lastly γ4 = δ(f, j, acd−1(A)).

Fact #2. If α ∈ SL2(Z), gcd(cd, 6pM) = 1 and c ≡ d ≡ 1(mod N), then
(
c,dz

(p)
Mpn(f, k, j, α, supp(pNM))

)

n
= ν(c, d, j)×

(
z(p)
δ(f,j,α),Mpn

)

n
.

We write Z imp
M for the Λcy

f -submodule of lim←−nH1
ét

(
Z
[
ζMpn , 1/p

]
,T
)

generated by:

(1)
(
c,dz

(p)
Mpn(f, k, j, a(A), supp(pAM))

)

n
with a,A ≥ 1 and c, d as in Fact #1;

(2)
(
c,dz

(p)
Mpn(f, k, j, α, supp(pNM))

)

n
with α ∈ SL2(Z) and c, d as in Fact #2.

Similarly, let us write Zprim
M ⊂ Frac(Λcy) ⊗Λcy lim←−nH1

ét

(
Z
[
ζMpn , 1/p

]
,T
)

for the

Λcy
f -submodule generated by

(
z(p)
δ,Mpn

)

n
for all δ ∈ T. We deduce immediately

from #1 and #2, that Z imp
M is contained inside Zprim

M .

Key Claim: The quotient Zprim
M

/Z imp
M is a finite p-group.

Assuming the truth of this assertion, we may set νM := ordp
(
#Zprim

M

Z imp
M

)
. Then

pνM .
(
z(p)
δ,Mpn

)

n
∈ Z imp

M ⊂ lim←−
n
H1

ét

(
Z
[
ζMpn , 1/p

]
,T
)

and Theorem 3.8’(ii) is proved at all layers n, simultaneously.

In order to justify our Key Claim, we mimic Kato’s argument in the case M = 1.
By localisation considerations, it is enough to establish that Z imp

M ⊗Λcy
f

(
Λcy
f

)
p

equals

Zprim
M ⊗Λcy

f

(
Λcy
f

)
p

for any height one prime ideal p ∈ Spec
(
Λcy
f

)
, p �∈ p.

Suppose that we have made such a choice of p, so we obtain a homomorphism
hp : Λcy

f → Λcy
f

/
p ↪→ Kf . Pick a pair of integers (c, d) ∈ Z × Z satisfying the

conditions gcd(c, 6pM) = gcd(d, 6pMN) = 1 and c2 �= 1 �= d2.

Fact #3. For a sufficiently large power A of p, there exists a Dirichlet character
θ :
(
Z/AZ

)× → Q
×

such that:
• L{Mp}(f∗, θ−1, k − 1) �= 0;
• c2 − c2θ−1(c)hp(σc) �= 0 and d2 − dkε(d)θ(d)hp(σd) �= 0.

In fact if k ≥ 3, any choice of character ensures the twisted L-value is non-zero.
Moreover, we can always choose θ so that θ(−1) = ±1, where ∓ denotes the image
of complex conjugation inside Λcy

f

/
p.
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Fix an Of -integral δ ∈ VBetti. By [Ka1, 13.11(2)] since L{Mp}(f∗, θ−1, k − 1) is
non-zero, there exists b ∈ Q such that δ± = b×∑

a∈
(

Z/AZ

)× θ(a)δ(f, k− 1, a(A)).

Let L indicate the field extension generated over Frac
(
Λcy
f

/
p
)

by the values of θ.

We shall define p′ := Ker
(
OL[[G∞]]

hp−→ L

)
to be the thickening of the ideal p.

Working inside Frac
((

Λcy
f

)
p

)
⊗Λcy

f
lim←−nH1

ét

(
Z
[
ζMpn , 1/p

]
, T
)
⊗Of L, one finds

(
z(p)
δ,Mpn

)

n
=
(
z(p)
δ±,Mpn

)

n
= b ×

∑

a∈
(

Z/AZ

)×
θ(a)

(
z(p)

δ
(
f,k−1,a(A)

)
,Mpn

)

n

.

On the other hand, a simple generalisation of [Ka1, Lemma 13.11(1)] shows that
∑
a∈
(

Z/AZ

)× θ(a)
(
z(p)

δ
(
f,k−1,a(A)

)
,Mpn

)

n

coincides with the summation

hp(u)−1 ×
∑

a∈
(

Z/AZ

)×
θ(a)

(
c,dz

(p)
Mpn(f, k, j, a(A), supp(pAM))

)

n
,

where the non-zero divisor

u =
(
c2−c2θ−1(c)σc

)(
d2−dkε(d)θ(d)σd

) ∏

l|A, l �=p

(
1− al(f)l−kσ−1

l + ε(l)l−k−1σ−2
l

)
.

By Fact #3 above, our choice of θ ensured that hp(u) is a unit of OL[[G∞]]p′ .

It follows that
(
z(p)
δ,Mpn

)

n
belongs to the localised module Z imp

M ⊗Λcy
f
OL[[G∞]]p′ ,

whence
Zprim
M ⊗Λcy

f

(
Λcy
f

)
p
⊂ Z imp

M ⊗Λcy
f

(
Λcy
f

)
p

as required.

The proof of Theorem 3.8’(ii) is finished.

Remarks: (a) Hypothesis (I) requiring f to be without complex multiplication, is
not actually necessary. However in the proof of Theorem A.2, one needs to utilise
the results in [Ka1, Section 15] instead.

(b) Likewise Hypothesis (II) may be removed, provided one replaces Theorem A.2
with the weaker statement that Q⊗ lim←−nH1

ét

(
Z
[
ζMpn , 1/p

]
, T
)

is free of rank one

over Q⊗Of
[[

Gal
(
Q(µMp∞)/Q

)]]
. This causes the constants of integrality pνM to

increase slightly, sufficient to kill off the excess p∞-torsion in the projective limit.

(c) Even though the special values of the z(p)
δ,Mpn ’s have the missing Euler factors

at l|N restored, they are totally useless for bounding the ranks of Selmer groups.
The reason is that the lattices p−νMT are not fixed as the support of M grows, so
one cannot construct global derivative classes in the sense of Kolyvagin [Kv].



APPENDIX B

Specialising the Universal Path Vector

In Chapter VI we had stated (without proof) two technical lemmas on zeta-elements.
The first of these was a renormalisation result, necessary to define a canonical
Kato-Beilinson element with R-adic coefficients. The second result was used when
showing that the whole R-adic Euler system, itself had no cyclotomic poles.

Without further ado, let us fill in the missing demonstrations.

Lemma B.1. There exists a vector δuniv ∗
1,Np∞ in the space MSord

(Np∞), such that

(
δuniv ∗
1,Np∞ ⊗ c,dZ

†
Mpn

)
[λ] mod Pk,ε = ∇k−2

(
γ∗
f ∗
Pk,ε

)
⊗ c,dzMpn

for all primitive λ : hord(Np∞;OK)⊗Λwt
K

I→ I, and points Pk,ε ∈ Spec I(OK)alg.

Proof: Again we are forced to assume that the reader is familiar with the notations
and conventions of the mammoth article [Ka1]. Recall in §2.5, we introduced certain
path elements δ1,Npr

(
k, j′, a(a)

)
lying inside of H1

(
Y1(Npr)(C), F(k)

)
as follows.

Firstly, let β1, β2 be sections of φ∗
a(a)Symk−2

Z

(
H1) where φa(a) : (0,∞)→ Y1(Npr)

sent y �→ pr
(
(yi+ a)/a

)
– the stalk of β1 at y was yi, and the stalk of β2 was 1.

Then δ1,Npr
(
k, j′, a(a)

)
was the image of the class of

(
φa(a), β

j′−1
1 βk−j′−1

2

)
under

H1

(
X1(Npr)(C), {cusps}, Symk−2

Z

(
H1)

) ∼= H1
(
Y1(Npr)(C), Symk−2

Z

(
H1)

)



� trace

H1
(
Y1(Npr)(C), F(k)

)
.

In the situation of Chapter VI, we had subsequently taken (a, a) = (1, 0).
An advantage of the p-ordinary control theory is that to obtain elements at

different weights k, it is enough to deform elements at weight k = 2 and then
vary the levels Npr uniformly. We thus work at weight two throughout this proof.
Consider the compatible sequence

(
φa(a), β

j′−1
1 βk−j′−1

2

)

r≥1
∈ lim←−

r
H1

(
X1(Npr)(C), {cusps}, Symk−2

Z

(
H1)

)
;

whenever (k, j′) = (2, 1) and (a, a) = (1, 0), its image δuniv
1,Np∞ lies inside UM(Zp).

Since MSord
is Zp-dual to UMord, denote by δuniv ∗

1,Np∞ the dual base to e. δuniv
1,Np∞ .

Fortunately after this type of normalisation, the periods behave well modulo Pk,ε.
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Remark: We shall now try to show for primitive λ : hord(Np∞;OK)⊗Λwt
K

I→ I,
(
δuniv ∗
1,Np∞ ⊗ c,dZ

†
Mpn

)
[λ] mod Pk,ε = ∇k−2

(
γ∗) ⊗ c,dzMpn

where c,dzMpn ∈ H1
(
Q(µMpn), V ∗

fPk,ε

)
represent the integral but (c, d)-dependent

p-adic zeta-elements. In fact, it is sufficient to verify

γf ∗
Pk,ε

⊗ ∇−1
k−2

(
(
δuniv ∗
1,Np∞ ⊗ c,dZ

†
Mpn

)
[λ] mod Pk,ε

)

shares the same special values as c,dzMpn under the dual exponential maps.

Examining its construction closely, the Tate twist c,dZ
†
Mpn ⊗ ζ⊗−j

pn [λ] mod Pk,ε
must coincide with the image of the K2-system

(
c,dzMpn+m,MNpn+r+m

)
r,m

under the map ε⊗−j ⊗ cuniv
∞,p [λ] mod Pk,ε,

i.e. under the realisation map ck,j,k−1,0(1),p which was described in Definition 2.14.
Furthermore, the norm-compatible elements

(
c,dz−,−

)
r,m

are sent via ck,j,k−1,0(1),p

to their cohomological versions

c,dz
(p)
δ,Mpn ⊗ ζ⊗−j

pn ∈ H1
(
Q
(
µMpn

)
, T(−j)

)
with δ = δ1,Npr

(
k, k − 1, 0(1)

)
.

Let ψ be a Dirichlet character modulo Mpn, and choose a sign ± = ψ(−1)(−1)j .
Then

per∞




∑

b∈(Z/MpnZ)×
ψ(b) exp∗

(
c,dz

(p)
δ,Mpn ⊗ ζ⊗−j

pn

)σb




±

takes the precise value
(
c2−c2ψ−1(c)

)(
d2−dkψ−1(d)

)
(2πi)k−2−jL{Np}

(
fPk,ε , ψ, 1+j

)
.δ1,Npr

(
k, k−1, 0(1)

)±

inside the Betti realisation. We also know that

(2πi)2−kper∞
(
f ∗
Pk,ε

)
= Ω+

fPk,ε
γ+ + Ω−

fPk,ε
γ−

= Ω+
0(1)δ1,Npr

(
k, k − 1, 0(1)

)+ + Ω−
0(1)δ1,Npr

(
k, k − 1, 0(1)

)−

hence one may replace δ1,Npr
(
k, k − 1, 0(1)

)± above with
Ω±

fPk,ε

Ω±
0(1)

× γ±. Conversely,

〈

γ±
f ∗
Pk,ε

, ∇−1
k−2

(
δuniv ∗
1,Np∞

)
〉

=

〈

∇k−2




Ω±

0(1)

Ω±
fPk,ε

.δ1,Npr
(
k, k − 1, 0(1)

)±


 , δuniv ∗
1,Np∞

〉

=
Ω±

0(1)

Ω±
fPk,ε

×
〈

δ1,Npr
(
2, 1, 0(1)

)±
, δuniv ∗

1,Np∞ [λ] mod Pk,ε

〉

=
Ω±

0(1)

Ω±
fPk,ε

.

These two period ratios cancel each other out, so we conclude that the special values
of
(
δuniv ∗
1,Np∞ ⊗ c,dZ

†
Mpn

)
[λ] mod Pk,ε and of ∇k−2

(
γ∗)⊗ c,dzMpn are identical.

�
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Lemma B.2. The νM
(
fPk,ε ,T

)
’s are locally constant over weight-space.

Proof: Fix the prime number p ≥ 5, the tame level N , and a positive integer M .
Let’s further assume the p-stabilised eigenform fPk,ε has level Npr for some r ≥ 1.
By its very definition, the quantity νM

(
fPk,ε ,T

)
was the index

[
Zprim
M

(
fPk,ε ,T

)
: Z imp

M

(
fPk,ε ,T

)]
for each lattice T = T∞[λ]⊗I I/Pk,ε.

Recall that Zprim
M denoted the Λcy

f -submodule of Q ⊗ lim←−nH1
ét

(
Z
[
ζMpn , 1/p

]
,T
)

generated by the
(
z(p)
δ,Mpn

)

n
’s with δ ∈ T. Likewise Z imp

M was generated by both

(1)
(
c,dz

(p)
Mpn(f, k, j, a(A), supp(pAM))

)

n
with a,A ≥ 1;

(2)
(
c,dz

(p)
Mpn(f, k, j, α, supp(pNM))

)

n
with α ∈ SL2(Z).

The precise background information on these is given in Appendix A.
One now examines in detail, integrality properties of the étale realisation maps

cuniv
∞,p and ck,1,k−1,0(1),p (rather painstakingly defined in §6.1 and §2.5, respectively).

After analysis, the above indices νM (. . . ) depend on two fundamental variations:

• the relative index of T∞[λ]⊗I I/Pk,ε in H1
ét

(
Y1(Npr)Q

, Symk−2
Zp

H1
p

)[
λPk,ε

]
;

• the Manin-Drinfeld constant of integrality, required to split the inclusion

Qp⊗ZpH
1
ét

(
X1(Npr)Q

, Symk−2
Zp

H1
p

)
↪→ Qp⊗ZpH

1
ét

(
Y1(Npr)Q

, Symk−2
Zp

H1
p

)
.

The latter constant is an invariant of the Hecke algebra at weight k and level Npr

acting on the ordinary component. The former index depends on the structure of
the parabolic cohomology, with coefficients in the p-adic sheaf F

(k)
p .

Therefore the result will follow, provided we can show both the Hecke algebra
hord
k

(
Γ1(Npr), ε;OK

)
and the cohomologies e.H1

par
(
Γ1(Npr),Symk−2

Zp

)
, are locally

controlled over the weight-space. We now quote two key control theorems.

• [Hi1, Corr 4.5] – There are isomorphisms for each r > s > 0:

res : e.H1
par
(
Φsr,Symk−2(Z/prZ)

) ∼−→ e.H1
par
(
Γ1(Nps),Symk−2(Z/prZ)

)

res : e.H1
par
(
Φ1,Symk−2(Z/prZ)

) ∼−→ e.H1
par
(
Φr,Symk−2(Z/prZ)

)

ιr ◦ res : e.H1
par
(
Φ1,Symk−2(Z/prZ)

) ∼−→ e.H1
par

(
Φr, Z/prZ⊗Xk−2

)
.

• [Oh, Thm 3.1.3] – For some neighborhood D ⊂ Zp of k, there are isomorphisms

e.h
(
Np, ε;OK

) ∼−→ hord
k′
(
Np∞, εωk−k′

;OK
)

for all k′ ∈ D with k′ ≥ 2.

It follows there exists a sufficiently small neighborhood D
′ = D ∩ Uk0 containing

the weight k, so that both the parabolic cohomology and Hecke algebras are locally
isomorphic for all arithmetic weights k′ ∈ D

′. Since weight-space Uk0 is completely
covered by such disks D

′, the lemma is true.
�



APPENDIX C

The Weight-Variable Control Theorem

by Paul A. Smith

The purpose of this appendix is to prove control theorems for Selmer groups over
affinoid algebras. The obvious application is to representations arising from analytic
families of automorphic forms. There already exist numerous control theorems for
representations over standard deformation rings due to Mazur, Hida, and others.
Note that the switch to affinoids forces us to exploit the primary decomposition of
modules over a Tate algebra, rather than Iwasawa’s finer structure theory.

The payback is that one can now study overconvergent families of positive slope.
Suppose we are given a big Selmer group ‘Sel∞’ associated to an analytic family.
One needs to confirm the specialisation of Sel∞ at an arithmetic weight k ≥ 2
coincides with the usual Selmer group ‘Selk’ associated to each p-stabilisation at k,
at least to within some finite bound.

Using the local conditions described in [DS], one may define both compact and
discrete Selmer groups quite generally for representations over affinoid algebras.
We then prove (Theorem C.15) that for all bar a finite set of bad weights X ′

bad,
the specialisation of this big Selmer group at a de Rham weight k will equal the
Bloch-Kato Selmer group, up to a controlled factor of course.

We begin with some general comments regarding the terminology used here,
which differs somewhat from the main text.

C.1 Notation and assumptions

Let F be a finite extension of Q, p ≥ 3 a prime, and K a finite extension of Qp.
We will write OK to represent the ring of integers of K. For a fixed weight k0 ≥ 2,
let Uk0 be a neighbourhood of k0 in Zp.

Definition C.1. We define the affinoid algebra of power series defined over K and
converging on Uk0 as

K〈〈s〉〉Uk0 :=





f(s) =

∑

n≥0

ans
n : an ∈ K, f(s) converges for all s ∈ Uk0





.

Via an affine linear transformation, one may identify this with the Tate algebra

K〈〈s〉〉 :=






∑

n≥0

ans
n : an ∈ K, |an|p → 0 as n→∞





.

In an analogous fashion, for any order O = Z + pmOK then O〈〈s〉〉 denotes the
subring of K〈〈s〉〉 for which all coefficients an ∈ O.
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The primary object of study will be a free GF -representation W, unramified outside
a finite set of places, and of positive rank over K〈〈s〉〉. In particular, let’s take our
bad set of primes Σ to include all primes of F which are either divisible by p, are
archimedean, or at which W is ramified. We shall need to consider completions of
F at each v ∈ Σ, and we denote these fields by Fv.

Definition C.2. For any irreducible distinguished polynomial λ ∈ K〈〈s〉〉, define
the specialisation of W at λ to be

Wλ := W⊗ K〈〈s〉〉
λK〈〈s〉〉 .

In particular, we often take λ = λk := s− (k − k0) for any k ∈ Uk0 .

We will assume that W satisfies the following additional properties:

(1) W is pseudo-geometric at every prime v|p, i.e.
(a) For each v|p, there exists a finite extension L of Fv with L ⊂ Fv,∞, such

that as a GL-module W satisfies

W⊗K〈〈s〉〉 Cp〈〈s〉〉[s−1] ∼=
⊕

i,j∈Z

Cp〈〈s〉〉[s−1](χiΨj)⊕e(v)
i,j .

Here e(v)i,j ∈ Z≥0 for all pairs (i, j) ∈ Z
2, with only finitely many non-zero.

(b) For every place v|p and all but finitely many k ∈ Uk0∩N, the representation
Wλk is de Rham.

(2) There exists a lattice L of W defined over O〈〈s〉〉 for some O = Z + pmOK ;
in other words, L is a free O〈〈s〉〉-module with an action of GF such that
as K〈〈s〉〉[GF ]-modules,

L⊗O〈〈s〉〉 K〈〈s〉〉 = W.

(3) Finally, for primes v ∈ Σ which do not lie over p, we assume that both
W
GFv and W

∗(1)GFv are zero, where W
∗ := HomK〈〈s〉〉

(
W,K〈〈s〉〉

)
.

Examples: (i) The GQ-representations T∞,v over K〈〈s〉〉Uk0 , which were the image
of the Hecke eigenspaces T∞[λ] under the analytic transform M̃ellk0,ε for a primitive
triple v = (λ, k0, ε) (see Definition 7.1).

(ii) The vertical representations T∞,E deforming ρE,p, are just special cases of (i).

(iii) The overconvergent Galois representations attached to certain Coleman families
of modular forms of fixed positive slope; the integral lattices L themselves are
constructed by Iovita and Stevens in [IS].

(iv) Tensor products, direct sums/summands of representations satisfying (1)–(3).

N.B. The half-twisted families T∞,v⊗Ψ−1/2 are not covered by the above situation.
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We shall work mostly with the lattice L, rather than W itself. Let λ be an irreducible
distinguished polynomial whose coefficients lie in O. In particular, we will often
take λ = λk := (s − (k − k0)), for some integral weight k ∈ Uk0 . Let us consider
the effect of multiplication by λ on various O〈〈s〉〉-modules. For a given module M ,
we define Mλ := M/λM which is a module over the ring Oλ := O〈〈s〉〉

λO〈〈s〉〉 .

Our methods are closely related to those of Nekovár̃ and Plater in their article
[NP, Sect.4], where they prove a similar result for the half-twisted form T

−1/2
∞,E .

Moreover, our main theorem transplants the one-variable weight control theorems
due to Hida et al, to Galois representations defined over affinoid algebras.

C.2 Properties of affinoids

We start by reviewing some properties of affinoid algebras. Fully detailed proofs
of all results stated here can be found in [Sm]. The following lemma will play a
crucial role in our proof of the control theorem.

Lemma C.3. Let f, g ∈ O〈〈s〉〉 be coprime elements. Then the ideal they generate
(f, g) is of finite index in O〈〈s〉〉.

Proof: The argument relies on the fact that we have both a division theorem
and a Weierstrass preparation theorem for O〈〈s〉〉-modules. Using these, one may
assume without loss of generality that f and g are polynomials. We say that a
polynomial h =

∑n
i=0 ais

i ∈ O[s] has Weierstass degree t if |at|p = maxi≥0 |ai|p
and |at|p > maxi>t |ai|p. Let h ∈ (f, g) be of minimal Weierstrass degree. Again
one may assume by the preparation theorem that h is of the form h = πνH, with
H = 1 or H a monic polynomial.

Suppose that H �= 1. Since f and g are relatively prime, we can surmise that
H does not divide f . Then by the division theorem there exist q, r such that
f = Hq + r, with deg(r) < deg(H). Multiplying by πν and rearranging gives us
πνr = πνf − hq, which implies that πνr ∈ (f, g). However, deg(πνr) < deg(h)
which contradicts the choice of h. Therefore h = πν .

Since f and g are coprime, one may assume that f is a monic polynomial, and
we consider the subgroup (πν , f) ⊆ (f, g). Let a(s) ∈ O〈〈s〉〉. Using the division
theorem again we have a = fq+r for some q, r with deg(r) < deg(f), so that a ≡ r
modulo f . Since O/πνO is finite, there are only finitely many possibilities for r
modulo πν , thus we see that (πν , f) – and also (f, g) – has finite index in O〈〈s〉〉.

�

Of course in the control theorem, we will need to consider cohomological properties
of these O〈〈s〉〉-modules. The first issue to address is to check for a finitely-generated
O〈〈s〉〉-module M , its interesting cohomologies are themselves finitely-generated.
This is relatively simple to verify by extending p-adic results of Tate [Ta2, 2.1].
The following is a basic, yet highly useful result.
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Proposition C.4. Let M be a finitely generated free A〈〈s〉〉-module with a G-action.
Then there exists a finite set of λ ∈ X, such that for all λ not in this set:

(1) if A = K, then H i(G,Mλ) ∼= H i(G,M)λ;
(2) if A = O then Hi(G,M)λ ↪→ Hi(G,Mλ), and we have a finite index

[Hi(G,Mλ) : Hi(G,M)λ] which is bounded independently of λ.

Proof: Since M is free over A〈〈s〉〉, multiplication by λ gives a short exact sequence

0→M
×λ→ M →Mλ → 0.

Taking G-invariants and truncating, one cuts out short exact sequences

0→ H i(G,M)λ → Hi(G,Mλ)
δ→ Hi+1(G,M)[λ]→ 0.

Thus the index [H i(G,Mλ) : H i(G,M)λ] is determined by the size of the group
Hi+1(G,M)[λ]. The following lemma then completes the proof.

Lemma C.5. Let M be an A〈〈s〉〉-module.
(1) If A = K, then for all but finitely many λ, we have M [λ] = 0.
(2) If A = O, then for all but finitely many λ, the groups M [λ] are finite and

bounded independently of λ.

Proof: If A is an order O, then let us write MK := M ⊗O〈〈s〉〉 K〈〈s〉〉 which is
a K〈〈s〉〉-module. If A = K we set MK := M . We may view each irreducible
distinguished polynomial λ as generating an ideal in K〈〈s〉〉, where we have the
additional property that (λ) is a maximal ideal (see [BGR, 7.1.2]). We will first
show that MK [λ] = 0 for almost all λ, thus proving the first part of the lemma.
The second part will follow readily from this.

Since MK is a module of finite type over a noetherian ring, we have [Mt,Th.6.4]
an ascending chain

0 = M0 ⊂M1 ⊂ . . . ⊂Mn = MK

of K〈〈s〉〉-submodules, such that Mi+1
Mi

∼= K〈〈s〉〉
Pi for some prime ideal Pi of K〈〈s〉〉.

Consequently, one obtains short exact sequences

0→Mi →Mi+1 →
(
K〈〈s〉〉
Pi

)
→ 0

for each i. Multiplying by λ and applying the Snake lemma, yields exact sequences

0→Mi[λ]→Mi+1[λ]→
(
K〈〈s〉〉
Pi

)
[λ]→ . . .

Since the Mi’s form a finite chain, we see that MK [λ] = 0 as long as each map
Mi[λ] → Mi+1[λ] is an isomorphism. This inevitably leads us to consider the
(λ)-torsion quotients

(
K〈〈s〉〉

Pi

)
[λ].
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Suppose one has a power series f ∈ K〈〈s〉〉 with f /∈ Pi. Then λ.f ∈ Pi if and only
if λ ∈ Pi (since Pi is prime), that is if and only if (λ) = Pi (since (λ) is maximal).
Hence for (λ) �= Pi we have

(
K〈〈s〉〉

Pi

)
[λ] = 0. We may apply this to each term in

our decreasing sequence, so that unless (λ) = Pi for some 0 ≤ i ≤ n − 1, we have
MK [λ] = 0 as required.

To finish the proof of the second part, we return to our original O〈〈s〉〉-module
which was M . There is a commutative diagram

0 → M [λ] → M
λ→ M → 0

τ



� −⊗1



� −⊗1



�

0 → MK [λ] → MK
λ→ MK → 0

which induces a map τ : M [λ] → MK [λ], say. For every λ �= Pi (i = 0, . . . , n− 1)
one knows that MK [λ] = 0, whence

M [λ] ↪→ Ker
(
M →M ⊗O〈〈s〉〉 K〈〈s〉〉

)
= M [π∞].

Here M [π∞] consists of the πn-torsion elements of M for all n > 0. Thus any
element which is λ-torsion is also πm-torsion for some m, and since M is finitely
generated, there must be a finite maximum N such that multiplication by πN kills
all π∞-torsion elements. By Lemma C.3 the ideal (λ, πN ) has finite index in O〈〈s〉〉,
and this index is bounded by pN and the Weierstrass degree of λ.

Since these are both independent of λ, the result follows.
�

C.3 The cohomology of a lattice L

Suppose that W is a GF -representation of pseudo-geometric type, with lattice L.
Consider the short exact sequence

0 → L
λ→ L → Lλ → 0. (1)

Taking Galois cohomology, we arrive at a second sequence

0→ Hn(G,L)
λHn(G,L)

→ Hn(G,Lλ)→ Hn+1(G,L)[λ]→ 0. (2)

Here G denotes either GFv := G(F̄v/Fv) for some prime v, or the group G(FΣ/F )
where FΣ is the maximal algebraic extension of F unramified outside of Σ.

Our aim is to use this sequence to compare the cohomology groups Hn(G,Lλ)
and Hn(G,L)λ = Hn(G,L)

λHn(G,L) . In order to do this, we must first try to understand the
groups Hn+1(G,L)[λ]. For this we use Lemma C.5 which tells us that for almost
all λ, these groups are finite and bounded independently of λ.

Let X be the set of all polynomials λk =
(
s− (k − k0)

)
for weights k ∈ Uk0 .
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Definition C.6. We define the subset Xn
bad of X by the condition that λk ∈ Xn

bad

whenever there exists some v ∈ Σ such that Hn(Fv,L)[λk] has positive O〈〈s〉〉-rank.
Further, let’s put Xbad =

⋃2
n=0X

n
bad and likewise Xgood := X −Xbad.

By Lemma C.5 and the fact that Σ is a finite set, clearly Xn
bad is also a finite set.

It then follows that Xgood consists of all but a finite number of λk in X.
Upon applying Proposition C.4, one immediately deduces

Lemma C.7. For all λ in Xgood, there is an injective homomorphism

H1(Fv,L)
λH1(Fv,L)

↪→ H1(Fv,Lλ)

which has finite cokernel, bounded independently of λ.

C.4 Local conditions

To be able to define compact Selmer groups, one must write down local conditions
in the 1-cohomology of L. In accordance with the main text, we shall employ

Definition C.8. (i) When v | p, define H1
G(Fv ,L) to be the O〈〈s〉〉-saturation inside

H1(Fv,L) of

H1
G(Fv,L)0 := Ker

(
H1(Fv,L)→ H1(Fv,L⊗O〈〈s〉〉 BdR)

)
.

For the specialisations one has

H1
g (Fv,Lλ)

0 := Ker
(
H1(Fv,Lλ)→ H1(Fv ,Lλ ⊗Oλ BdR)

)
.

N.B. this group is automatically Oλ-saturated since BdR is a field.

(ii) For v � p we define H1
nr(Fv,L) (resp. H1

nr(Fv,Lλ)) to be the O〈〈s〉〉-saturation
(resp. Oλ-saturation) of H1

nr(Fv,L)0 (resp. H1
nr(Fv,Lλ)

0), where as usual for a
GFv -module M

H1
nr(Fv ,M)0 := Ker

(
H1(Fv,M)→ H1(Iv,M)Frobv

)
.

Our next task is to show that there exist homomorphisms for these subgroups

H1
∗ (Fv,L)λ → H1

#(Fv,Lλ)

that are injective, with finite cokernel bounded independently of the choice of λ.
The notation H1

∗ (resp. H1
#) represents either H1

G (resp. H1
g ) or H1

nr (resp. H1
nr).

We also require the same results for quotient groups, i.e. that the induced maps

H1(Fv,L)λ
H1∗ (Fv,L)λ

→ H1(Fv,Lλ)
H1

#(Fv,Lλ)

are injective, with finite and bounded cokernels.
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Local conditions away from p.
First let us consider those v ∈ Σ which do not lie over p. Since p �= 2, the local
conditions at the infinite primes are trivial, so we have our required homomorphisms
at these primes automatically.

By assumption (3) one knows thatH0(Fv,W) is zero, and it follows from this that
H0(Fv,L) must be a torsion O〈〈s〉〉-module. Furthermore, we may use assumption
(3) again, along with the pairing

H0(Fv,W∗(1))×H2(Fv,W) ∪→ H2(Fv,K〈〈s〉〉(1))
invFv→ K〈〈s〉〉

to deduce that H2(Fv,W) has zero K〈〈s〉〉-rank. Therefore each H2(Fv ,L) must
have zero O〈〈s〉〉-rank (since they are finitely-generated).

Now for each λ in Xgood, there are local Euler characteristic formulae

2∑

i=0

rankO〈〈s〉〉Hi(Fv ,L) =
2∑

i=0

rankOλH
i(Fv,Lλ)

(this follows directly from equation (2)). We also have the short exact sequence

0 → Lλ
×p→ Lλ → Lλ/pLλ → 0

induced by multiplication by p (the kernel of this map is trivial, since λ and p are
coprime in O〈〈s〉〉 always). Combining these facts, one quickly discovers

2∑

i=0

rankOλH
i(Fv,Lλ) =

(
rankZpOλ

)−1 ×
2∑

i=0

dimFpH
i(Fv,Lλ/pLλ). (3)

The groups Lλ/pLλ are finite GFv -modules, and it is a very well known result
(see for example [Mi, I.2.9]) that the sum on the right-hand side is zero when
v � p. In particular, since H0(Fv,L) and H2(Fv,L) both have zero rank, it follows
immediately that rankO〈〈s〉〉H1(Fv,L) = 0 too.

This means that our subgroup H1
nr(Fv,L) has the same rank as H1(Fv,L), and

by definition it is O〈〈s〉〉-saturated in H1(Fv,L). We therefore have

H1
nr(Fv,L) = H1(Fv,L).

In fact equation (2) tells us that for all λ in Xgood, the Oλ-ranks of the specialised
cohomology groups Hi(Fv,Lλ) (for i = 0, 1, 2) will be equal to the O〈〈s〉〉-ranks
of the generic groups H i(Fv,L). Since we have just seen that these latter groups
all have rank zero, the same is true of the specialised groups, and in particular
rankOλH

1(Fv,Lλ) = 0. It is then easy to see that H1
nr(Fv,Lλ) = H1(Fv,Lλ).

We have established the following result.
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Lemma C.9. Let v ∈ Σ with v � p. Then for all λ ∈ Xgood, the homomorphisms

H1
nr(Fv ,L)

λH1
nr(Fv,L)

→ H1
nr(Fv,Lλ)

are injective with finite cokernel, bounded independently of λ.
On the quotient groups, we have H1(Fv,L)/H1

nr(Fv,L) = 0 and likewise for the
specialised quotients, H1(Fv,Lλ)/H1

nr(Fv,Lλ) = 0 also.

Local conditions above p.
Let us now turn our attention to those v ∈ Σ which lie above p. We know from
[DS] that at all v | p and almost all λ ∈ Uk0 ∩ N,

rankO〈〈s〉〉H1
G(Fv,L) = rankOλH

1
g (Fv ,Lλ).

For all λ ∈ Xgood, there exists a commutative diagram with left-exact rows

0 → H1
G(Fv,L)0 → H1(Fv,L) → H1(Fv,L⊗O〈〈s〉〉 BdR)


�



�



�

0 → H1
g (Fv,Lλ) → H1(Fv,Lλ) → H1(Fv,Lλ ⊗O BdR).

We see immediately that the image of H1
G(Fv,L)0 in H1(Fv,Lλ) is contained in

H1
g (Fv,Lλ). Since H1

g (Fv ,Lλ) is Oλ-saturated, we may replace H1
G(Fv,L)0 by its

O〈〈s〉〉-saturation H1
G(Fv,L), and one obtains a map

α̃ : H1
G(Fv,L) −→ H1

g (Fv,Lλ).

The kernel of α̃ is contained within λH1(Fv,L), because H1(Fv ,L)λ injects into
H1(Fv,Lλ). By definition this kernel is also contained within H1

G(Fv,L), and since
H1
G(Fv,L) ∩ λH1(Fv ,L) = λH1

G(Fv ,L), we deduce that the homomorphism

α : H1
G(Fv,L)λ → H1

g (Fv,Lλ)

must be injective.
Now H1

G(Fv,L) is O〈〈s〉〉-saturated, hence H1(Fv,L)
H1
G

(Fv,L) must be O〈〈s〉〉-torsion free;

in particular
(
H1(Fv,L)
H1
G

(Fv,L)

)
[λ] = 0. Applying the Snake lemma to the diagram

0 → H1
G(Fv,L) → H1(Fv,L) →

(
H1(Fv,L)
H1
G(Fv,L)

)
→ 0

×λ


� ×λ



� ×λ



�

0 → H1
G(Fv,L) → H1(Fv,L) →

(
H1(Fv,L)
H1
G(Fv,L)

)
→ 0,

we get an exact sequence

0 =
(
H1(Fv,L)
H1
G(Fv,L)

)
[λ]→ H1

G(Fv,L)λ → H1(Fv,L)λ →
(
H1(Fv,L)
H1
G(Fv,L)

)

λ

→ 0

from which it may be deduced that
(
H1(Fv,L)
H1
G

(Fv,L)

)

λ

∼= H1(Fv,L)λ
H1
G

(Fv,L)λ
.

One can therefore use these two groups interchangeably hereafter.



268 Appendix C: The Weight-Variable Control Theorem

Lemma C.10. For all λ ∈ Xgood and all v | p, the homomorphism

α : H1
G(Fv ,L)λ → H1

g (Fv,Lλ)

is injective, with cokernel that is finite and bounded independently of λ.
The induced map on the quotient groups

β̄ :
(
H1(Fv,L)
H1
G(Fv,L)

)

λ

→
(
H1(Fv,Lλ)
H1
g (Fv,Lλ)

)

has finite kernel and cokernel, each bounded independently of λ.

Proof: The following diagram nicely describes the link between the three maps of
interest to us:

0 → H1
G(Fv,L)λ → H1(Fv ,L)λ →

(
H1(Fv,L)
H1
G(Fv ,L)

)

λ

→ 0

α



� β



� β̄



� (4)

0 → H1
g (Fv,Lλ) → H1(Fv ,Lλ) →

(
H1(Fv,Lλ)
H1
g (Fv,Lλ)

)
→ 0.

We have already seen that β is injective with finite bounded cokernel, and that
α is injective. It remains to prove that β̄ has finite kernel and cokernel, bounded
independently of λ, and that α has finite and bounded cokernel. To prove this, we
define a subgroup Z of H1(Fv,L)λ as the pre-image of H1

g (Fv,Lλ) under β.

The subgroup H1
g (Fv,Lλ) is Oλ-saturated, and since λ ∈ Xgood, we know that

rankO〈〈s〉〉H1
G(Fv,L) = rankOλH

1
g (Fv,Lλ). As the diagram (4) is commutative, we

see that Z must equivalently be the Oλ-saturation of H1
G(Fv,L)λ inside H1(Fv,L)λ.

Let us consider the kernel of β̄; then one has

Ker(β̄) ∼= {x ∈ H1(Fv,L)λ : β(x) ∈ H1
g (Fv ,Lλ)}

H1
G(Fv ,L)λ

=
β−1(H1

g (Fv,Lλ))
H1
G(Fv,L)λ

=
Z

H1
G(Fv,L)λ

.

Thus to show that Ker(β̄) is finite and bounded independently of λ, we must show
that the same is true of the index of H1

G(Fv,L)λ inside its saturation in H1(Fv,L)λ.
The size of this index is bounded by the size of the maximal λ-torsion subgroup
of H1(Fv,L), because H1

G(Fv,L) is O〈〈s〉〉-saturated. By Lemma C.5 we see that
H1(Fv,L)[λ] is indeed finite and bounded independently of λ, and the same is true
of the kernel of β̄.

It only remains to consider the cokernels of α and of β̄. The property that these
are finite and bounded independently of λ, follows immediately upon applying the
Snake lemma to diagram (4) above.

�
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C.5 Dualities via the Ext-pairings

In this section we consider instead a discrete dual of the lattice L, namely

A := Homcont
(
L, µp∞

)

which is the Pontryagin dual of L with its Galois action twisted by the cyclotomic
character. Clearly A is a discrete O〈〈s〉〉-module. We define the specialisation of A

at λ as the discrete dual of the specialisation of L at λ, i.e. Aλ := Homcont(Lλ, µp∞).
Note that this is not the same as A/λA, in fact we have Aλ = A[λ].

The first task is to establish homomorphisms H1(G,Aλ)→ H1(G,A)[λ], and to
show that for almost all λ in Xgood, these homomorphisms have finite kernel and
cokernel, bounded independently of λ. Our starting point is the sequence (1), to
which we apply the left-exact functor Hom(−, µp∞). This gives us another exact
sequence

0 → Aλ → A
λ→ A → Ext1(Lλ, µp∞) → Ext1(L, µp∞) → . . . (5)

We also have an analogous sequence naturally extending G-invariants of A and Aλ

(where G here is either GFv or G(FΣ/F )), defined as

0 → H0(G,Aλ) → H0(G,A) λ→ H0(G,A) →
Ext1G(Lλ, µp∞) → Ext1G(L, µp∞) λ→ . . . (6)

There is a spectral sequence for Ext groups [Mi, II.0] which for G-modules M,N is
given by

Hr(G,Exts(M,N)) ⇒ Extr+sG (M,N).

This gives rise to (yet another) exact sequence

0→ H1(G,Hom(M,N))→ Ext1G(M,N)→ H0(G,Ext1(M,N))→ . . . (7)

In particular, we note H1(G,A) injects into Ext1G(L, µp∞), and H1(G,Aλ) injects
into Ext1G(Lλ, µp∞). Furthermore, from (6) there are natural homomorphisms

Ext1G(Lλ, µp∞) → Ext1G(L, µp∞)[λ] (8)

which are surjective.

Local duality.
In order to examine the kernel of these maps, we shall assume for the moment that
G = GFv for some v ∈ Σ. We then have Yoneda (or Ext) perfect pairings

Ext1GFv (L, µp∞)×H1(Fv,L) ∪→ H2(Fv, µp∞)
invFv→ Qp/Zp,

and similarly

Ext1GFv (Lλ, µp∞)×H1(Fv,Lλ)
invFv◦∪→ Qp/Zp

at all specialisations λ ∈ X.
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Combining these with the exact sequences (6) and (2), we arrive at the following
diagram with exact columns:

H0(Fv,A) 0

λ



�

�



H0(Fv,A) H2(Fv,L)[λ]

δ



�

�



Ext1GFv (Lλ, µp∞)×H1(Fv,Lλ) → Qp/Zp


�

�



Ext1GFv (L, µp∞)×H1(Fv,L) → Qp/Zp.

Let us consider the image of the map δ. As both pairings in the diagram are
perfect, this subgroup must have an orthogonal complement Y ⊂ H1(Fv,Lλ),
and #H1(Fv,Lλ)/Y = #Im(δ). Since the columns are exact, it follows that
H1(Fv,Lλ)/Y maps bijectively onto H2(Fv,L)[λ], and this group is finite and
bounded independently of λ for all λ ∈ Xgood. Thus the same is true of Im(δ).
Because the kernel of our homomorphism (8) must be equal to Im(δ), we have
proved the following:

Lemma C.11. For all λ ∈ Xgood the homomorphism

Ext1GFv (Lλ, µp∞) → Ext1GFv (L, µp∞)[λ]

is surjective, with kernel that is finite and bounded independently of λ.

We now wish to study the restriction of this homomorphism, as a map from the
subgroup H1(Fv,Aλ) to the subgroup H1(Fv,A)[λ]. First we must check that the
image of the former group is contained in the latter. This follows from a result of
Milne [Mi, II.0], which states that if M ×N → P is a pairing of G-modules, then
the diagram

H1(G,M) × H1(G,N)→ H2(G,P ) (cup-product pairing)


�



�



�

Ext1G(N,P ) × H1(G,N)→ H2(G,P ) (Ext pairing)

commutes. Using this result alongside Lemma C.11, one obtains a homomorphism

H1(Fv,Aλ) → H1(Fv,A)[λ] (9)

as was specified above.
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To calculate the kernel and cokernel of (9), one should apply the Snake lemma to
the diagram

0→ H1(Fv,Aλ) → Ext1GFv (Lλ, µp∞) → Ext1(Lλ, µp∞)GFv


�



�



�

0→ H1(Fv,A)[λ]→ Ext1GFv (L, µp∞)[λ]→ Ext1(L, µp∞)[λ]GFv

where the rows are derived from the exact sequence (7). Thus the kernel of (9)
is contained in the kernel of (8), which we know by Lemma C.11 to be finite and
bounded independently of λ. Its cokernel is then bounded by the cokernel of (8),
together with the kernel of

Ext1(Lλ, µp∞)GFv → Ext1(L, µp∞)[λ] GFv . (10)

Moreover by Lemma C.11, the cokernel of (8) is finite and bounded independently
of λ. To determine the kernel of (10), truncate the exact sequence (5) to obtain

0 → A/λA → Ext1(Lλ, µp∞) → Ext1(L, µp∞)[λ] → 0.

Taking GFv -invariants, we see that the kernel of (10) is equal to (A/λA)GFv .
To make any further progress, unfortunately we are forced to assume:

Finiteness Hypothesis. For each v ∈ Σ, the group (A/λA)GFv is finite and
bounded independently of λ, at almost all λ ∈ X.

This condition should not be too restrictive. Note for example that if A is λ-divisible
for all bar finitely many λ, then the condition is satisfied with (A/λA)GFv = 0.
In fact, in this situation we will have equality between the Ext groups and the
cohomology groups. This is certainly the case for Hida families, when the relevant
component of the Hecke algebra is Gorenstein and the number field F is an abelian
extension of Q, in which the prime p does not ramify.

Let’s now define a subset X ′
bad of X by adjoining to Xbad all those λ for which

(A/λA)GFv is infinite, and set X ′
good := X −X ′

bad. We have therefore shown

Lemma C.12. For all λ ∈ X ′
good and v ∈ Σ, the homomorphism

H1(Fv,Aλ)→ H1(Fv,A)[λ]

has finite kernel and cokernel, bounded independently of λ.

Global duality.
We now consider the global Galois groupGΣ := G(FΣ/F ). For each place v ∈ Σ and
for each GΣ-module M , there exist restriction maps H i(GΣ,M) → Hi(GFv ,M).
One defines IIIi(GΣ,M) to be the kernel of the map

H i(GΣ,M) →
⊕

v∈Σ

Hi(GFv ,M).
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Choosing i = 2 and M = L, there is trivially a diagram

0→ III2(GΣ,L)→ H2(GΣ,L) ⊕resv→
⊕

v∈Σ

H2(GFv ,L)

×λ


� ×λ



� ×λ



�

0→ III2(GΣ,L)→ H2(GΣ,L) ⊕resv→
⊕

v∈Σ

H2(GFv ,L),

from which one obtains (via the Snake lemma) the exact sequence

0 → Z → III2(GΣ,L)λ → H2(GΣ,L)λ →
⊕

v∈Σ

resv
(
H2(GFv ,L)

)

λresv (H2(GFv ,L))
.

The module Z is a subquotient of
⊕

v∈Σ resv
(
H2(GΣ,L)

)
[λ], which must itself be

contained within
⊕

v∈ΣH
2(GFv ,L)[λ]. By Lemma C.5 this latter object is finite

and bounded independently of λ, so the same is true of Z.
Now from the exact sequence (2), there exist injections

H2(G,L)λ ↪→ H2(G,Lλ)

with G either GFv or GΣ. The cokernels of these maps are contained in H3(G,L),
which is trivial asG has cohomological dimension 2. ThusH2(G,L)λ ∼= H2(G,Lλ)
and one obtains a commutative diagram

0→ Z → III2(GΣ,L)λ → H2(GΣ,L)λ →
⊕

v∈Σ

H2(GFv ,L)λ

τ



�

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

0→ III2(GΣ,Lλ)→ H2(GΣ,Lλ)→
⊕

v∈Σ

H2(GFv ,Lλ).

We can easily determine from this the kernel and cokernel of τ . Because both other
vertical maps in the diagram are equalities, the cokernel must therefore be trivial.
The kernel of τ must be equal to Z, and we have already seen that this is finite
and bounded independently of λ, for all λ in X ′

good.
To translate these dualities in terms discrete cohomology, we use the fact that

for a GΣ-module M there is a perfect pairing [Mi, II.4.14]

III2(GΣ,M)× III1(GΣ,Hom(M,µp∞))→ Qp/Zp.

Examining the diagram

III2(GΣ,L) × III1(GΣ,A) → Qp/Zp

×λ


� ×λ

�



III2(GΣ,L) × III1(GΣ,A) → Qp/Zp


�

�



III2(GΣ,L)λ × III1(GΣ,A)[λ]→ Qp/Zp

we deduce that the pairing III2(GΣ,L)λ× III1(GΣ,A)[λ]→ Qp/Zp is also perfect.
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Taken in conjunction with the analogous pairings for all the λ-specialised groups,
one easily obtains the commutativity of

III2(GΣ,L)λ × III1(GΣ,A)[λ]→ Qp/Zp

τ



� τ∨

�



III2(GΣ,Lλ) × III1(GΣ,Aλ) → Qp/Zp.

Since τ is surjective with finite and bounded kernel, the dual map τ∨ must be
injective with finite cokernel, bounded independently of λ.

Lemma C.13. For all λ ∈ X ′
good, the homomorphism

b : H1(GΣ,Aλ) → H1(GΣ,A)[λ]

has finite kernel and cokernel, each bounded independently of λ.

Proof: We can relate τ∨ to the map b via the diagram

0→ III1(GΣ,Aλ) → H1(GΣ,Aλ) →
⊕

v∈Σ

H1(GFv ,Aλ)

τ∨



� b



�



�

0→ III1(GΣ,A)[λ]→ H1(GΣ,A)[λ]→
⊕

v∈Σ

H1(GFv ,A)[λ].

Now τ∨ is injective with a finite cokernel, and furthermore each of the local maps
H1(GFv ,Aλ)→ H1(GFv ,A)[λ] has finite kernel and cokernel.

The result follows upon applying the Snake lemma.
�

C.6 Controlling the Selmer groups

To define discrete Selmer groups one needs to dualise these local conditions, which
can be accomplished courtesy of the cup-product pairing

H1(Fv,A)×H1(Fv,L) → Qp/Zp.

For v | p we define H1
E(Fv,A) as the orthogonal complement of H1

G(Fv,L) under
this pairing. For v � p we define H1

nr(Fv,A) to be the orthogonal complement of
H1
nr(Fv,L), which means that these groups are actually trivial!
Similarly, we define H1

e (Fv,Aλ) and H1
nr(Fv ,Aλ) using the p-adic pairings

H1(Fv,Aλ)×H1(Fv ,Lλ)→ Qp/Zp.

By dualising our previous results, it is immediate that the maps

H1
e (Fv,Aλ) → H1

E(Fv,A)[λ]

and likewise
H1(Fv,Aλ)
H1
e (Fv,Aλ)

→ H1(Fv,A)
H1
E(Fv,A)

[λ]

have finite kernel and cokernel, bounded independently of λ.
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Definition C.14. For a general discrete module M , the Selmer group of M is
defined to be

Sel(FΣ/F,M) := Ker

(

H1(GΣ,M)→
⊕

v∈Σ

H1(Fv,M)
H1∗ (Fv,M)

)

where the H1
∗(Fv,M) denote the local conditions for M.

This means (in our case) we form Sel(FΣ/F,A) by taking H1
∗ (Fv,A) = H1

E(Fv,A)
if v|p, and H1

nr(Fv ,A) otherwise. For the specialisations, we define Sel(FΣ/F,Aλ)
using H1

e (Fv ,Aλ) if v|p, and H1
nr(Fv,Aλ) for all other v ∈ Σ.

The main result of this appendix is the following.

Theorem C.15. Under the finiteness hypothesis, for all λ ∈ X ′
good the maps

a : Sel
(
FΣ/F,Aλ

) −→ Sel
(
FΣ/F,A

)
[λ]

have finite kernel and cokernel, each bounded independently of λ.

Proof: At every specialisation λ ∈ X, consider the commutative diagram

0→ Sel(FΣ/F,Aλ) → H1(GΣ,Aλ) →
⊕

v∈Σ

H1(Fv,Aλ)
H1∗ (Fv,Aλ)

a



� b



� c



�

0→ Sel(FΣ/F,A)[λ]→ H1(GΣ,A)[λ]→
⊕

v∈Σ

(
H1(Fv ,A)
H1∗ (Fv ,A)

)
[λ].

We have already established that each of the maps b and c, has finite and bounded
kernel/cokernel at every λ ∈ X′

good.
The theorem immediately follows from an application of the Snake lemma.

�
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