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Linear Algebra Examples c-1 Introduction

Introduction

Here we collect all tables of contents of all the books on mathematics | have written so far for the publisher.
In the rst list the topics are grouped according to their headlines, so the reader quickly can get an idea of
where to search for a given topic.In order not to make the titles too long | have in the numbering added

a for a compendium
b for practical solution procedures (standard methods etc.)
¢ for examples.

The ideal situation would of course be that all major topics were supplied with all three forms of books, but
this would be too much for a single man to write within a limited time.

After the rst short review follows a more detailed review of the contents of each book. Only Linear Algebra
has been supplied with a short index. The plan in the future is also to make indices of every other book as
well, possibly supplied by an index of all books. This cannot be done for obvious reasons during the rst
couple of years, because this work is very big, indeed.

It is my hope that the present list can help the reader to navigate through this rather big collection of books.

Finally, since this list from time to time will be updated, one should always check when this introduction has
been signed. If a mathematical topic is not on this list, it still could be published, so the reader should also
check for possible new books, which have not been included in this list yet.

Unfortunately errors cannot be avoided in a rst edition of a work of this type. However, the author has tried
to put them on a minimum, hoping that the reader will meet with sympathy the errors which do occur in the
text.

Leif Mejlbro
5th October 2008
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1. Linear equations

1 Linear equations

Example 1.1 Solve the system of equations

xry + Xy —
o +
— x9 +

z3
T3
T3
T3
Zs3

+ 4+

T4
T4
Ty
Ty

— x5

Il
o= ===

+ x5 =

Adding the second and the fourth equation we get 2x3 = 2, hence x3 = 1.

Adding the third and the fifth equation we get 2z, = 2, hence x4 = 1.

When these values are put into the second equation we get xo = 1. Analogously, we obtain from the
fifth equation that x5 = 1.
Finally, it follows from the first equation and xo = x3 = 1 that z; = 1.

The only possibility of solution is ;1 = --- = x5 = 1, and a check shows immediately that x =
(1,1,1,1,1) is a solution.

Alternatively we perform a Gauss elimination. We keep the first and the second equation. Adding
the second and the fourth equation we get as before that 2z3 = 2, so the third equation is replaced
by x3 = 1. This is put into the old third and fifth equation, giving after a reduction that

J)4—$5:0,
T4+ x5 = 2,

dvs.

.134—.135:0,

5135:1.
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Linear Algebra Examples c-1 1. Linear equations

Then the scheme of Gauf3 elimination becomes

r1 + X2 — X3 = 1
To + r3 — X4 = 1

I3 = 1

ry — x5 = 0

rs = 1.

By solving this system backwards we get
rs=1, x4=x5=1, xz3=1, a9o=1andx; =1,

and the unique solution is x = (1,1,1,1,1).

Example 1.2 Find the complete solution of the system of equations

T, 4+ 2z + 3xs + 4dzy = 0
xry — 21‘2 + 31‘3 - 4I4 = 0
3501 —+ 21’2 + 91’3 —+ 4$4 = O
4r;y — 4dxs + 1223 — 8zy = 0.

It follows from the two first equations that
21 + 3x3 = £(222 + 4xy) = £2(22 + 224),
which is only possible if
Ty + 2x4 =0, and thus x1 + 3z3 =0,
hence
T = —3z3 and To = —2T4.
When these results are put into the latter two equations of the system we get
0=+3z1 4+ 222 + 923 + 424 = —923 — 44 + 923 + 424 =0
and
0=4xy —4xs 4+ 1203 — 8xy = —122x3 + 8x4 + 12203 — 8x4 = 0,

and the system of equations is satisfied if x1 = —3x3 and x5 = —2x4. The complete solution is in its
parametric form given as

{(—3s,—2t,s,t) | s,t € R}.

Alternatively we apply Gauf3 elimination. It follows from the first equation

T+ 2x9 +3x3 +4x4 =0
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that
xr1 = —233‘2 — 3.1‘3 — 4.134.

Then by insertion into the latter three equations,

—4332 — 8334 = 0,
—4x9 — 8x4 =0, hence Ty + 2x4 =0,
—4(E2 — 8(E4 = 0,

and the system is reduced to

T —+ 21’2 —+ 3%3 —+ 41‘4 :0
To + 2z4 = 0,

because the latter three equations are now identical. This is again split into
T, +3x3 =0 and To + 224 = 0.
If we choose the parameters x3 = s and x4 = t, we obtain the complete solution

{(=3s,=2t,s,t) | z,t € R}.

Example 1.3 Solve the system of equations

X + Xro + 2133 = 3
2%1 — To + 4(E3 = 0
7, + 3z — 23 = 3
—3r1 — 2x9 + r3 = 0.

Here, we have four equations in only three unknowns, so we may exrpect that the system is over
determined (hence no solution). This argument is of course no proof in itself, only an indication, so
we shall start with e.g. Gauf} elimination.

It follows from the first equation that
T = —xo — 2x3 + 3,
which gives by insertion into the remaining three equations successively

0 = 21‘1 — X9 + 4£E3
= 219 —4w3+ 6 — 19 + 423
= —3z2+6,

3 = 1+ 3%2 — 2{E3
= —x9— 223+ 3+ 32 — 223
= 3+ 2z —4uas,
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0 = *3%1 - 2%2 + 23
= 3x0+ 623 —9— 229 + 23
= a9+ Tx3—9.

Summing up we have

X1 + i) + 2563 = 3
T2 = 2

— 229 + 4dx3 = 0

9.

To + Trz =

We immediately exploit the second equation, o = 2, and the system is reduced to

ry + 2x3 = 1
41)3 = 4
7],‘3 = T
Hence fas x3 = 1, and whence 7 = —1.

The only possible solution is now

r =—1, To =T, r3 = 1.

Please click the advert
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Here, a check must be carried out:

r1  + ro + 223 = -1 4+ 2 4+ 2 = 3 OI(7
2:171 — o + 4I3 = -2 - 2 4+ 4 = O, OK,
T + 31’2 — 2(E3 = —1 + 6 — 2 = 3, OK,
—3r1 — 239 + r3 = 3 — 4 4+ 1 = 0, OK.

This shows that we in spite of our previous indication has one solution,

x=(-1,2,1).

Example 1.4 Solve the system of equations

81 + 6o — x3 + 3r4 = -9
ry + 2x9 — 2x3 + 1llzy = —28
2v1 + 219 — r3 + S5rs = —13
229 3rs + 17x4y = —43.

Here, nothing is obvious, so we just use the ordinary Gauf} elimination. It follows from the second
equation that

T = 219 + 223 — 114 — 28,
which gives by insertion into the first equation,

-9 = 8x1+ 61— 23+ 314
—16x5 + 1623 — 884 — 224 + 629 — x3 + 314
= —10x9 + 1523 — 85x4 — 224,

thus

10zy — 1523 + 8514 = —224 + 9 = —215,
and hence

29 — 3x3 + 171y = —43.
Analogously we obtain for the third equation

—13 = 2x1 4+ 2190 — 23+ 514
= —dxo+ 4wy — 22204 — 56 + 229 — T3 + D24
= 721’2 + 31’3 — 17554 - 56,

and we get
209 — 3x3 + 1724 = —56 + 13 = —43.

The fourth equation does not contain z1, and since the second and the third and the fourth equation
are identical in the new system, the system is reduced to the following under determined system

Ty + 2x9 + 223 — 1llzy, = 28
209 — 3x3 + 17zy = —43.
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The set of solutions is a 2-parametric set. By choosing z3 = s and x4 = t as parameters we get

3 17 43
209 = 3wz — 1724 — 43 = Qs_jt_?
and
Ty = —2x9—2x3+ 1lzy — 28

= —3x3+17Txs+43 —2x3+ 11wy — 28
= —bdx3+28x4 + 15 = —5s + 28t + 15,

and the set of solutions becomes

3 17 43
— 2 15, = — —t— — Rp.
{( 5s + 28t + 5,28 2t 2,5,25) ’ s, t € }

Example 1.5 Find the complete solution of the system of equations

xry — ro + 2x3 + Ty = 1
—41‘1 — 5.’132 + 7333 - 7$4 = -7
2:E1 + To — r3 + 31‘4 = 3
—x1 — bxe 4+ 8xz3 — 3xy = 3.

Here, nothing is obvious. One may try to add the first and the fourth equation, the first and the third
equation, and the third and the fourth equation, however, with no obvious result. Hence we use the
Gauf3 elimination instead. It follows from the first equation that

T = X9 — 213 — x4 + 1.
By insertion into the second equation we get

-7 = 74561 — 5352 + 71’3 — 7:174
= —Adwo+8xr3+4xy —4—Ddxo+ Txs — Tay
= —9x9 + 1bx3 — 324 — 4,

which is reduced to
3re —bxrg +x4 = 1.
By insertion into the third equation we get

3 = 2r1+4+ 229 — 23+ 324
= 219 —4w3 —2x4 +2+ 29 — 3+ 324
= 3x2 —drs+ 4+ 2,

thus
3xo —bx3+ x4 =1

as above.
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By insertion into the fourth equation we get

-3 = —T1 — 5$2 + 81‘3 — 3:23’4
= —xo0+2x3+ x4 —1—5x9+ 8x3 — 314
= —6xo+ 1023 — 224 — 1,

which is reduced to
3xg — dxg + x4 = 1.
The total system is reduced to

r] =x9 —2x3 — x4+ 1,
3x9 —brg+ x4 =1, dvs. x4 = -3z + bxs + 1.

When we eliminate x4 in the first equation, we get
T1 = X2 — 23+ 3x9 —Srz — 1+ 1=4xy — Tx3.
Using x5 = s and x3 = t as parameters we finally get the complete solution

{(4s — Tt,s,t,—3s + 5t + 1) | s.t € R}.

Example 1.6 Find the complete solution of the system of equations below in five unknowns,

r, + X — x3 — x4 + x5 = 0
r1 + 2z — 213 — T4 + x5 = 0
201 + 3z — 3x3 — 2x4 + 3x5 = 0.

We have three equations in five unknown, so we can expect at least a 2-parametric set of solutions.
By subtracting the first equation from the second equation and twice the first equation from the third
equation we obtain the equivalent system

Ty + 2 — x3 — Xy + x5 = 0
Tro — I3 =0
To — I3 + x5 = 0.

This is only possible, if x5 = 0 and x3 = x2, and the system is reduced to x; — x4 = 0.
Choosing the parameters 1 = s and x2 =t we get the complete set of solutions

{(s,t,t,5,0) | s,t € R}.

Download free ebooks at bookboon.com
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Example 1.7 Find the complete solution of the system of equations below,

€1 — xr3 + zy = 0
r] + To + xr3 + ry = 1
4ry + 4x9 + 4x3 + 34 = 5.

We have three equations in four unknowns, so we may expect a 1-parametric set of solutions. Sub-
tracting four times the second equation from the third equation, and the first equation from the second
equation we get the equivalent system

T — r3 + x4 =0
ro + 23 =1
— Xy = 1,
hence x4 = —1 and
r1 =x3+ 1, To=—2x3+1 and x4 =-—1.

Choosing x3 = s as the parameter the set of solutions becomes

{(s+1,-2s+1,s,—1) | s € R}.

Please click the advert
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Example 1.8 1. Ezplain why the inhomogeneous linear system of equations

r1 4+ 2x9 + 3x3 + 4x4 + bxy = 1
(].) 2r1 + 3x2 + 4x3 + bry + rs = 2
3r1 + 4x9 + bxg + 6zy4 — 35 = 3

has infinitely many solutions and find a parametric description of the complete solution.

. Find the complete solution of the homogeneous system corresponding to (1).

. We have three equations in five unknowns, so we may expect at least a 2-parametric set of
solutions. By subtracting the second equation from the third one, and the first equation from
the second one we obtain the equivalent system

ry + 2x9 4+ 3x3 + 4dxy + bxs = 1
X + T2 —+ I3 —+ T4 — 41’5 = ].
r1 + x2 + xx3 + x4y — 4dzs = 1,

hence by subtracting in the new system the second equation from the first one and then remove
the superfluous third equation,

Ty + xo + x3 + x4 — 4dxs = 1
To 4+ 2x3 + 3x4 + 925 = O,

which again is equivalent to

r3 — 2334 — 13.1‘5

1 -
To 4+ 2x3 + 3x4 + 9rs =

I
O =

Choosing the three parameters
r3 = S, I4:t, T5 = U,
we get the 3-parametric set of solution

{(s +2t+13u+1,—2s — 3t — Yu, s, t,u) | s,t,u € R}.

. We obtain the complete set of solution of the corresponding homogeneous system by removing
the constant 1 in the x1 coordinate above,

{(s + 2t + 13u, —2s — 3t — Yu, s, t,u) | s,t,u € R}.
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Example 1.9 In an ordinary rectangular coordinate system in space, four planes a1, o, az and oy
are given by the equations

o r + 0y — 22 = 0
as: 20 — y + z =1
as: Tr + y — 4z = 2
ag: x — 2y + 3z = 1.

Prove that the four planes a1, as, az and ay have a straight line £ in common and derive a parametric
description of £.

Any point of intersection must fulfil all four equations. If we eliminate x by a1, we get the equivalent
system

r + y — 2z = 0,
- 3y + 5z = 1,
- 6y + 10z = 2,
- 3y + bz = 1,
where we see that the latter three equations are equivalent. Thus, it suffices to consider the system
5 1 1 1
T + y - 2z = 0 T=—-y+22=—-z2+-+22=-2+4—
5 1 thus 5 1 3 3 3 3

y — 3% = —3 2,1
3 3 y=37-3

Thus the points of intersection are given by

1 15 1 1 1
{(32—&-3,32—372) ‘ ZER}—(3,—3,0>+{(s,58,3s)|s€R}

1 1
where z = 3s. This is a parametric description of a line ¢ through (3, —3,0> in the direction of
(1,5,3).

Example 1.10 Find the values of the parameter a for which the homogeneous linear system of equa-
tions

xr1  + 209 — (CL + 1):173 = 0
(2+a)x; + dry — 203 = 0
3z1 + (6+2a)zy — 3z3 = 0

has nontrivial solutions. Find for any of these values of a the complete solution of the system.

FIRST SOLUTION. If we allow ourselves to apply determinants, which formally have not yet been
introduced, the task is very simple. The condition is that the corresponding determinant is 0. We
compute

1 2 —a—1 —a 1 —a—1 -1 1 —a
2+a 4 —2 = 2| a 2 -2 |=2a| 1 2 0
3 6+2a -3 0 3+a -3 0 3+a
-1 1 -1
= 2% 1 2 0|=2d*{-2-3—a—1}=—2a*(a+6)=0.
0 3+4a 1
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Thus, a =0 and a = —6.

SECOND SOLUTION. Elimating 1 by means of the first equation we obtain the equivalent system

xr, + 209 — (a + 1)1‘3 = 0
— 2amy + (a®+3a)rs = 0
2azy + 3ars = 0,
whence by Gauf elimination,
1 4+ 2x9 — (a+1)zs = 0
2axo + 3axz = 0
(a® + 6a)z; = 0.

If a> 4+ 6a = a(a +6) # 0, i.e. a # 0 and a # —6, then 23 = 0, which implies that x5 = 0 and thus
x1 = 0, and we get no nontrivial solution.

If a = 0, then x5 and x3 can be chosen freely, while 1 = —2x5 + 3, hence the set of solution becomes

{(—=2s +1t,s,t) | s,t € R} for a = 0.
. . 3
If a = —6, then z3 can be chosen freely. Since a # 0, it follows that zo = 3 r3 and
x1 =222+ (a+ 1)zg = —3x3 + (—6 + 1)z3 = —8xs.
. 1 .
Introducing the parameter s = 3 x3 the set of solutions becomes

{(—16s,32,25) | s € R}.

Example 1.11 Find all values of a, for which the system of equations

T + 229 + x3 = a
3xr1 + 4dxo + 23 = a—3
—4x1 4+ 229 + r3 = 2

has a solution and find for everyone of these values of a the complete solution.

We note that the group 29 + x5 occurs in all three equations (disguised as 2 - (2z9 + x3) = 4xo + 223
in the second equation). Using the first equation to eliminate this group from the second and the
third equation we get the equivalent system

T 4+ 2x9 + x3 = a
T = —a-—3
—5x1 = —a+2.

It follows from the second and the third equation of the new system that

13
5r1 = —Ha — 15 = a — 2, thus 6a = —13, ie. a = -5

Download free ebooks at bookboon.com

16


http://bookboon.com/

Please click the advert

Linear Algebra Examples c-1 1. Linear equations

13
A necessary condition of a solution is that a = % In this case,
13 )
T a 6 6,
13 5 8 4 .
and 2zo + 23 =a —x1 = st 6= 6" 3 Using the parameter s = x5 we get the complete set

of solutions

5 4
2 s - —2
{55 -2)

and the set of solutions is empty for any other value of a.
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Example 1.12 Solve the system of equations

a2:c1 + 5£E2 + Irs = b
ary + (a + 3)%2 + 31’3 = 0
xr1  + 200 + x3 = 0,

where a and b are real numbers.

This example can be treated more or less elegant. First note that the coefficients of 23 do not contain
a or b. We therefore start by eliminating x3 from the first and second equation by means of the thirt
equation. Hence we obtain the equivalent system

xr, + 200 + x3 = 0
(a®> — 1)z + 3x9 =
(a—3)x1 + (a—3)x2 = 0.

1. If a = 3, the system of equations is reduced to

7 + 212 + x3 = 0
8r1 + 3o = b
. b 3
Choosing x2 = s as the parameter we get x1 = 3 8 s and
b b 13
x3:—x1—2x2:—§+§s—23:—§—§5,

and the set of solutions is

b 3s b 13s
{<§_§,37_§—?> ‘ sGR} for a = 3.

2. If a # 3, the system of equations is reduced to

X + 2562 + r3 = 0
I -+ ) = 0
(a2 — 1Dz + 3z = b
It follows from the first two equations that x5 + z3 = 0 and 7 + x5 = 0, thus x; = 23 = —x9,

and hence
b= (a*—1)x, + 325 = (a® — 4)z1.
Then we have two possibilities:

(a) If a # £2, then 1 = 7 hence the set of solutions is one single point

a2 —

b b b
a2 -4 a2—-4"a2-4)"

(b) If a? = 4, the system can only be solved for b = 0. In this case the set of solution becomes

{(s,—s,9) | s € R} a==%2and b=0.
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Example 1.13 Given the

r, + (a—1)xs
T, + 2axo
—(a+ 1),
(2a + 2)xo

system of equations

+ 2x3 + (a+2)xy
+ ary

+ (2a+2)z3

+ (da—4)z3 (a®+a—8)xy =

where a and b are real numbers.

= a+b
= 2a+b
= 2a+b

4a + ab+ b,

1. Find the rank of the total matriz of the system of equations for every pair (a,b) € R2.

2. Find the pairs (a,b), for which the system of equations has

(a) no solution,
(b) one solution,

(c) infinitely many

solutions.

3. Solve the system of equations for (a,b) = (—1,1).

1. The total matrix is e

quivalent to

Ry
Ry

~

Ry
~ R3
Ry

= Rg
= R1 - RQ

= _R2
= R3 - RQ
=Ry + 2R

~ R4 = R4 *2R3

1 a—1 2 a+2 a+b

1 2a 0 a 2a+0b
0 —(a+1) 2a+2 0 0

0 2a+2 4a—4 a>+a—-8| 4da+ab+bd
1 2a 0 a 2a+b
0 —(a+1) 2 2 —a

0 —(a+1) 2a+2 0 0

0 2a+2 4a—4 a>+a—-8| 4da+ab+bd
1 2a 0 a 2a+b

0 a+1 =2 —2 a

0 0 2a -2 a

0 0 da a’>4+a—4 | 2a+ab+b

1 2a 0 a 2a + b

0 a+1 -2 -2 a

0 0 2a -2 a

0 0 0 ala+1) | (a+1)

It follows that the rank is 4, if a # 0 and a # —1.

When a = 0, the total matrix is equivalent to

0

0 b

This is of rank 4, if b # 0, and of rank 3, if b = 0.

When a = —1, the total matrix is equivalent to

1 -2 0
0 0 -2
0 0 -2
0 0 0

-1| b—2
—2 -1
-2 -1

0 0

19
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The rank is 3 for every b € R.
2. (a) It follows from the above that if
(a,b) € {(0,b) | b # 0},

then the system of equations has no solution.

(b) Since the matrix of coefficients has rank 4 for a # 0 and a # 1, we get precisely one solution
in these cases, i.e. in the parametric set

{(a,b) |a #0,—1 og b € R}.

(c¢) It follows from the above that we have infinitely many solutions when a = 0 and b = 0, or
when @ = —1 and b € R, thus in the set of parameters

{(0,0)y U{(=1,b) [ b € R}.

3. When we choose (a,b) = (—1,1), then the total matrix is by 1) equivalent to

1 -2 0 -1 b-2 1 -2 0 —-1| b-2
0 0 -2 —2| -1 o 0 0 +2 +2| +1
0 0 -2 —2| -1 gg I:I_%% Bs g 0 0 o o |
0O 0 0 0 0 2o 0O 0 0 0 0

corresponding to the system of equations

56‘1—2332 —.134=b

T3 + T4 =

DO |

Choosing x9 = s and x4 =t as our parameters we obtain the set of solutions

1
{<2$+t2+b,s,2t,t> ‘ s,tER}.
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Example 1.14 Given the linear system of equations

T, + axs —+ 203 — Ty — 2x5 = —a
—x1 + 2x0 — 2x3  + Ty — Ty = —2
—2ry + 4dxs 4+ (a—5H)xs + 204 — 25 = a—4

1 — 2x2 + (a+1Dzas + (a+Dzxs + a5 = a+2.

1. Find for every a € R the rank of the matriz of coefficients and the total matrix of the system of
equations.

2. Find for every a € R the complete solution of the system of equations.

1. Since the matrix of coefficients is contained in the total matrix, the best strategy is first to
discuss the total matrix. This is equivalent to

1 a 2 -1 =2 —a Ry = —Ry
-1 2 -2 1 -1 -2 Ry =R+ Ry
-2 4 a-5 2 2| a-4 |7 Ry:=Rs—2R,

1 -2 a+1 a+1 1 a+2 R, :=Rs + Ry
1 -2 2 -1 1 2
0 a+2 0 0 -3 | —a—2 ~
0 0 a—1 0 0 a R4I=R4—R3
0 0 a—1 a 0 a
1 -2 2 -1 1 2
0 a+2 0 0 -3| —a—2
0 0 a—1 0 0 a
0 0 0 a 0 0

SIMPLY CLEVER

We will turn your CV into
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Linear Algebra Examples c-1 1. Linear equations

If a # {—2,0,1}, then both the matrix of coefficients and the total matrix have rank 4.

If a = —2, then both the matrix of coefficients and the total matrix have rank 4.
If @ = —2, then the system of equation becomes
r1 — 2x9 + 213 — T4 + xr5 = 2
— 3%‘5 = 0
— 2(174 = 0.

2
It follows immediately that z5 = x4 = 0 and a3 = 3’ thus the latter equation is reduced to

4 2
I1_2x2:2—§:§

Using x5 = s as our parameter the complete solution becomes

2 2
{(23—%—5,3,5,0,0) ‘ SER} for a = —2.

Finally, if a # 0, —1, 2, then we get the system of equations

xr, — 2!172 -+ 2:1,’3 - xr4 -+ Irs = 2
(a+2)z, — 325 = —(a+2)

(a — 1Dz = a

axy = 0

If a = 0, then both the matrix of coefficients and the total matrix have rank 3.

Finally, if a = —1, then the matrix of coefficients has rank 3 (there are only zeros in the third
row), while the total matrix has rank 4.

2. If a = —1, then it follows from the above that the system of equations does not have any solution.

If a = 0, then the system of equations is written

Ty — 2x9 + 2x3 — x4 + rs = 2
21‘2 - —31}5 = =2
— T3 = 0

thus z3 = 0 and

X1 — T4 — 2135 = 0
2332 - 31‘5 = -2

Using x4 = s and x5 = 2t as parameters we get the solution
{(s+4t,3t —1,0,s,2t) | s,t € R} for a = 0.

a

It follows immediately that z4 = 0 and x3 = 1
0 —

1
=1+ ——, hence
a—1

2 2
$1—2$2+$5=2—2—a_1:_a_1
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and

(a+2)xy —3z5 = —(a+ 2).
1
If we choose x5 = s as parameter, we get x5 = g(a +2)(s+1) and

1 1 2
xl:2m2_$5—ﬁ228—§(a+2)(5+1)—a_l.

Hence for a # 0, —2, 1, the solution becomes

{<25—é(a+2)($+1)—%,s,l+a—il,0,%(a+2)(s+l)) ’ SGR}.

Example 1.15 Let in an ordinary rectangular coordinate system in space for every value of a € R
the planes a and (B be given by the equations

a: = + d*y + ax = 2a-1
G: ar + ay + 2z = 1.

Check for every a € R, if a N B is empty or a line or a plane.

The corresponding total matrix is equivalent to

2 o ~
(o)) e
RQ::aR27R1

a a 1 1
a?-1 0 0| —a+1 )"
When a # £1, then both the matrix of coefficients and the total matrix are of rank 2.
When a = 1, then both the matrix of coefficients and the total matrix are of rank 1.

When a = —1, then the matrix of coefficients is of rank 1, while the total matrix is of rank 2.
If @ = —1, the set of solutions is empty which also follows from

a: r + y — z = -3 dvs. r+y—1=-3

8: — = — y + z = 1 r+y—z=-1.

If @ = 1, the set of solutions forms the plane o = 3, which also follows from

a: r+y+z=1
B: z+y+z=1

If a # +1, then N [ is a straight line. The corresponding system of equations is equivalent to

ar + ay + z = 1’dvsx——1
(a+ 1)z = -1, 77 a4

1 1
R} = — 0,2 — 0,1,— R».
se } {( Pl a+1)+s(, ,—a) ’ s e }

and

1 a
AB:d (———, 51—
ang {( P EE as+a+1>
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Example 1.16 Consider for every real number a the system of equations.

1 + (a+1Dzs + a’zz3 = a
(I—a)xy + (1-—2a)ze + = a
ry + (a+Dzy + az® = d°

1. Find the solution for a = —1.

2. Find the values of a, for which we get infinitely many solutions.

1. If a = —1 then the system becomes

X + + T3 = —].,
2x1 4+ 3xo = -1,
T — x3 = 1.

1
We get from the first and the third equation that 1 = 0 and x3 = —1, hence x5 = —3 and the

solution is

1
= —=,—1].
X (07 3’ >

2. The total matrix is equivalent to

1 a+1 a® | a® ~
l1—a 1—2a O a® R3:= R — R3
1 a+1 a a? Ry := R3

1 a+1 a a2 N
16a 1—02a &20_(1 a3a3—a2> Ry =Ry + (a—1)Ry
1 a+1 a a® N
o "0 wTe| Wlh ) memRer
1 a+1 a a®
0 ala—2) 0 ad
0

0 ala—1) | a*(a—1)

When a # {0, 1,2}, then both the matrix of coefficients and the total matrix are of rank 3, so
the solution exists and is unique.

When a = 0, then both the matrix of coefficients and the total matrix are of rank 1, so we have
infinitely many solutions.

When a = 0, the system is equivalent to
T, + 29 = 0.
Choosing the parameters x1 = s and x3 =t the set of solutions is given by

{(s,—=s,t) | s,t € R}.
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Linear Algebra Examples c-1 1. Linear equations

When a = 1, then both the matrix of coefficients and the total matrix are of rank 2, so we have
infinitely many solutions.

The system is for a = 1 equivalent to

Ty 4+ 2z 4+ 3 = 1,
- T2 = 1a
thus o = —1 and x7 + x3 = 3. Choosing the parameter 1 = s the set of solutions is described

by

{(s,—1,3—35s) | s € R}.

When a = 2, then the matrix of coefficients is of rank 2, while the total matrix is of rank 3- We
therefore get no solution.

We get infinitely many solutions for ¢ = 0 and a = 1.
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shape the future.
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Example 1.17 Find numbers ag, a1, as and asz, such that the curve of the equation

2
Y = ag + a1x + axx” + azx

3

goes through the four points of the coordinates

(—2,16),

(713 0)7

(1,

~8),  (3,-24).

When (z,y) is replaced successively by the four points, we get the four linear equations in the four
unknowns ag, a1, as og as,

ag
ap
ao
ago

+ 4+

2&1

a1
a1

3@1

+
+
+
+

4&2
ag
az

9(12

+
+

The total matrix is equivalent to

OO OO OHOOOHRHROOOHHROOoOOH,HOOOHFH HE =

o

—2
-1
1
3

O OO0 O OO0 OO, OFFFFNWDNH-

o

|
= O = 00 W O©F =i

O ORrROFHROFRFRFROFRKRRFRLOHR

-8
-1
1
27

[\)
W W = O © N -

| — |

N~ OOONRF OWNRFONDNDRF O

—_

16

0

-8
—24

-2
-1
-8
—4
-8
-8
—4
—4
4
—4
—4
—4
4
-1
—4
—4
4
-5
—4
—4
4
-1

8
8
4
6

8&3 = 16,
as = 0,
az = 783

27@3 = —24.
R1 = R3
R2 = R3 - R2
R3 = R3 - R1
R4 = R4 — Rg
~ R2 = R2/2

R3 = R3/3
R4 = R4/2

R3 = R2 - R3

R4 = R4 - R2

Rl = Rl - R2

R4 = R4/4
R4 = R4 — R4
R4 = R4/5

This corresponds to the system of equations

+ a2

ao
ay

a

+

as
— 2a

3

as

= —4,
= -4
= 4,
= —1.

)
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When we solve this system from below and upwards, we get successively as = —1, as = 2, a; = —3
and ag = —6. Thus the solution is

y=—6— 3z + 222 — 25

It is left to the reader to check the results, i.e. proving that all points

(x,y) € {(727 16)7 (*]-a O)a (1’ 78)7 (33 724)}

fulfil the equation.

Example 1.18 Find the numbers ag, a1 and as, such that the parabola of the equation
Y = agp —|—a1x—|—a2x2
passes through the points of coordinates (2,—3), (9,4) and (t,4).

Find for every given t the number of solutions.

Replacing (z,y) by the coordinates above we get three linear equations in the unknowns ag, a; and
asz, and the parameter t € R,

ay + 2@1 + 4&2 = —37
ap + Y9a1 + 8lax = 4,
ag + tay + tlay = 4

The total matrix is then equivalent to

1 2 4] -3\ ~

1 9 81 4 RQZZRQ—Rl

1 ¢ t2 4 R32:R3*R2

1 2 4] -3 N

0 7 7 7

0 t—9 2-81 o ) f2=1/T

1 2 4] -3 N

8 tfsla tQ—éi o ) fa=Rs— (=9
1 2 4 4 -3
0 1 11 11 1
00 (t—2)(t—9) | ¢—2)t—-9) | —(t—9)

If t = 2, then we have no solution, corresponding to the fact that a parabola of this particular form
cannot possibly pass through all three points (2, —3), (2,4) and (9,4).

If t =9, then both the matrix of coefficients and the total matrix are of rank 2, so we have infinitely
many solutions. This is also reasonable, because (9,4) and (¢,4) coincide for ¢ = 9.

The set of solutions is derived from

ap + 201 = — 3 — 4as,
a1 + 1 — 1lao,
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so by choosing as = s as parameter we get

(ag,a1,a2) € {(—5+18s,1 — 11s,s) | s € R}.

When t # 2, 9, the solution is uniquely determined by the equations

o5t +8

Qg + 2(11 + 40,2 == *3,
ar + 110,2 = ].,
(t—2)a2 = —].,
1
hence as = = and
11 t+9
=1 - =
e R
and
2t + 18 4 2t + 14
= —3 — - = -3 —
W= T t—2

Thus, if £ # 2, 9, then

(19,1, a) = (B8 9 1
0,01, 42) — t_27t_27 t—9

Tot—2

28

Download free ebooks at bookboon.com


http://bookboon.com/
http://bookboon.com/count/advert/95f8cde3-50a6-4ae7-bfa0-a04600f54275

Linear Algebra Examples c-1 1. Linear equations

Example 1.19 Given the two following systems of linear equations in the unknowns x1, xs, 3, T4,

Is.
r1 + 229 + 3x3 + 224 + x5 = 0,
(2) ry — 2x9 + 3x3 — 3x4 + x5 = 0,
1 + 29 — 3r3 + 2z4 + x5 = 0,
X9 + Ty == 0,
1 = Ts,
(3) { X9 = T4.

The complete solution of (2) is denoted by Ly, while the complete solution of (3) is denoted by Ls.
1. Find the parametric descriptions of L1 and Lo.

2. Describe the intersection Ly N Lo, and write the vector (1,2,3,4,5) as a sum of two vectors, one
from Lqi and the other one from Ls.

3. Find the set of solutions of the inhomogeneous linear system of equations

r1 = x5+ 5,
To = x4 + 4.

1. First reduce the corresponding matrix of (2),

1 2 3 2 1]o0 12 32 1]0
1 -2 3 -2 1]0 04 04 01]0
1 2 -3 210 ]| ~ 00 -6 0010
0 1 0 1 01]0 01 010]0
1000 1]0

01 010]0

~ 001 00/0

000O0TO 0|0

The rank is 3, so the null space is of dimension 5 — 3 = 2. Choosing 1 = s and z2 =t as
parameters we get

Ly = {s(1,0,0,0,—1) +(0,1,0,—1,0) | s, t € R}
= {(8’t707 —t, _5) | s, te R}

In Ly we choose x1 = s, x2 =t and x3 = u as parameters, giving

Ly = {s(1,0,0,0,1) +(0,1,0,1,0) +u(0,0,1,0,0) | s, t, u € R}
{(s,t,u,t,s) | s, t, u € R}

which is of dimension 3.
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2. If x € L1 N Ly, then we have the two descriptions
x = (81,t1,0,—t1, —51) = (82, ta, us, o, S2),
from which s1 = s =0, t; = t5 = 0 and us = 0, hence
Ly N Ly, = {0}.

It follows that R® = L; ® Lo, which again implies that

(1,2,3,4,5) = (-2,0,0,0,2) + (3,0,0,0,3)
+(0,-1,0,-1,0) + (0,3,0,3,0)

+ (0,0,3,0,0)

= (—2,-1,0,1,2) + (3,3,3,3,3),

where (—2,-1,0,1,2) € L; and (3,3,3,3,3) € Lo.

This description is of course unique.

3. The solution set is of course

L={(5+s,44tu,ts)]|s,t,ueR}

30
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2 Matrices

Example 2.1 Form the product matrix AB, where
3 1 01 2
and B_(1 2 -2 3 1)'

It follows by direct computation that

2 1 6+1 242 0—-2 243 4+1
AB - 1 -1 (3 1 0 1 2): 3—-1 1-2 0+2 1-3 2-1
0 2 1 2 -2 3 1 0+2 04+44 0—4 046 0+2
3 4 9+4 348 0—-8 3412 6+4

7T 4 =2 5 5
2 -1 2 -2 1
2 4 —4 6 2
13 11 -8 15 10

Example 2.2 Compute the matriz products AB and BA, given that

2 -3
A:(i;;) and B=| -2 3
2 -3
By direct computations,
2 -3
AB — 1 2 1 9 3 | = 2—-4+42 -3+6-3)\ (00
L1 3 2 9 _3 T\ 2-6+4 -34+9-6 /) \ 0 0
and
2 -3 1 92 1 2—-3 4-9 2—6
BA = -2 3 (1 3 2)2 —24+3 —4+9 —-2+6
2 -3 2—-3 4-9 2—-6
-1 -5 —4
= 1 5 4
-1 -5 —4

The idea of the example is of course partly that AB # BA, and partly that one of the products may
be the 0 matrix, while the other product is not the 0 matrix.
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Example 2.3 Compute the product matric C = AB of the two square matrices
1 2 1 1 -1
A= 3 2 1 and B=| 2 0
1 3 2 1 -1
By a direct computation,
1 2 1 1 -1 1 1+4+1 —-14+0-1 1+6+2
C=AB = 3 21 0 3 )=|(3+4+1 -340—-1 3+6+2
1 3 2 1 -1 2 1+46+2 —-1+0-2 149+4
6 -2 9
= 8 —4 11
9 -3 14

Example 2.4 Compute the product matrices AB and BA of the two square matrices

1 2 3 1 -1
A= 3 5 4 and B=1[ 2 0
0 2 1 1 -1
By direct computations,
1 2 3 1 -1 1
AB = 3 5 4 2 0 3 |=
0 2 1 1 -1 2
8 —4 7
= 17 =7 26
5 —1 8
and
1 -1 1 1 2 3
BA = 2 0 3 3 5 4 |=
1 -1 2 0 2 1
-2 -1 0
= 2 10 9
-2 1 1

We see that we also in this case have AB # BA.

Example 2.5 Given

-3 =8 12
A= 3 7 =9 and B=A-1
1 2 =2

Find A%, AB and B?.

1+4+3 —-14+40-3 1+6+6
3+10+4 -34+0-4 3+1548
0O+4+1 0+0-1 0+6+2

1-3+0 2-5+2 3-4+1
24+0+4+0 4+0+6 6+0+3
1-3+0 2—-5+4 3—-4+2

32
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First compute

-3 -8 12 -3 -8 12
A = 37 -9 3.7 -9
1 2 -2 1 2 -2

9—-24+12 24-56+24 —36+72—-24
= -9421-9 —-24+49-18 36—-63+18
—-3+6—-2 —8+4+14 -4 12 -18+4

-3 -8 12
= 3 T -9 | =A
1 2 =2

If A2 = A, we say that A is idempotent. This condition implies by induction that A™ = A for every
n € N.

One may of course compute the matrix product AB by first computing B and then use the definition
of the matrix product. Here it is far easier to apply the rules of calculations,

00 0
AB=AA-T)=A’-A=A-A=0=[0 0 0
00 0
Analogously,

B2 = A-DA-I)=A?-2A+1=A-2A+1

4 8 —12

= I-A=-B=| -3 -6 9

-1 -2 3

Example 2.6 Find all the matriz solutions of the matrix equation

2 1 a
=0 1)

where a is any number different from 0.

If we put
x T
X — 11 12 ,
To1 X22
then
2
X2 — T11  T12 Tl Ti2 | _ 11 + T12721 T11T12 + T12T22
= = 2
To1 T22 To1 T22 T21211 + T22%21 T21X12 + T39

o 1 a
- 0o 1/
We get in particular by identifying the diagonal elements,

2 2
Tqq + T12X21 = 1= 1‘211‘22,
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2 _ .2
hence z7; = x3,.
Furthermore,
$12($11 + 3322) =a and .1‘21(.1‘11 + $22) =0.

It follows from a # 0 that x5 # 0 and w92 # —x1;. Since 2%, = 3., we must have x9y = 217 # 0,
and the equations are reduced to

2LE11 s T12 = Q and 2:]2‘11 s XT21 — 0,
hence x2; = 0. It follows from the diagonal element that
xfl + X1 - To] = x%l =1, thus x11 = 1.

For 17, = 1 we get the solution

(1)

and for z1; = —1 we get

X:<_01 _f{2>.
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Example 2.7 Let X = ( ”Z z > Solve the matriz equation

1. X% =0, where 0 denotes the (2 x 2) zero matriz.

2. X2 =1, where I denotes the (2 x 2) unit matriz.

0 1
2 _
5’.X—(OO>,

We have in general

(0 0)(12)= (5 )

1. When X2 = 0, we get the two possibilities

(a) U= —,
(b) y=2z=0.
(a) If u = —x, and z, y are used as parameters, we get for y # 0 that z = —22/y, thus
r oy
a? . zeR,yeR\{0}
Y

(b) If y =z =0, then also # = u = 0, and we must add the trivial solution.

(60)

2. If X2 =1, we get the same two possibilities:

(a)
(b)

(a) If u = —x, we have the diagonal elements

= —x

z=0.

U
)

2 4 yz =1, thus yz = 1 — 22,
Choosing = and y # 0 as parameters we get

T Y
1—a? rzeR,yeR\{0}

Y

2

(b) If y = z = 0, then X2 is reduced to ( v

0 1?2 ), hence = +1 and u = +1, and we add

the four trivial possibilities

Gv) ) (o) (o )
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3. In this case we get the equations

22 +yz =0, ylx+u) =1,
z(x+u) =0, yz +u? =0.

We conclude from y(z +u) = 1 that y # 0 and & + u # 0. Now, we conclude by the zero rule
from z(z + u) = 0 that z = 0. Then the system is reduced to

2 =0, yl@+u)=1 and u®=0,

hence x = 0 and v = 0. However, this system has no solution, because the derived necessary
condition was that x + u # 0.

Example 2.8 Find the rank of the matriz
1 0 03 45
21 0 6 8 9
-1 3 1 2 3 4

The matrix is equivalent to

1 00 3 4 5 ~

21 0 6 8 9 R22:R2—2R1
-1 3 1 2 3 4 Rs:=Rs+ R
1 0 0 3 4 5 N
01000 ) e
1 0 0 3 4 5
01 0 0 0 -1
00 1 5 7 12

It is obvious that the rank is 3, which we also could expect.
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Example 2.9 Find the rank of the matrices

N
|

—6 ’

—2 R4 = R2 — R3

1 2 -1 3 4 1 0 2
1 3 1 2 6 2 1 3
1) 0 1 3 0 3 |’ 2) 01 -1
1 1 -3 4 2 1 2 -3
1. The matric is equivalent to
1 2 -1 3 4 ~
1 3 1 2 6 R, := R3
0 1 3 0 3 Rz =Ry — Ry
1 1 -3 4 2 R4 = Rl — R4
1 2 -1 3 4
0 1 3 0 3 Ry = Ry — Rs
0 1 2 -1 2 Ri—Re—R
01 2 -1 2 S
1 2 -1 3 4
0 1 3 0 3
0 0 11 1 |’
0 0 0 0 0
from which follows that the rank is 3.
2. The matrix is equivalent to
1 0 2 -1 3
218 2 R, -oR,
0 1 -1 0 2 R —Ri—R
1 2 -3 01 4T
1 0 2 -1 3 ~
0 1 —1 4 75 RQ = R3
0 1 -1 0 2 Rg = R4 - 2R3
0 2 1
1 0 1
0 1 0
0 0 1
0 0 4

-7

from which follows that the rank is 4.

O O N

N =W

37
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Example 2.10 Given the matriz A = ( —clc _1 Cll >, where a € R.
1. Find the rank of A.
I 0
2. Solve the matrix equation A | xo = ( 0 )

T3

3. Find for every a and b, where a, b € R, the set of solutions of the matriz equation

1. The matrix is equivalent to

1 1 a ~
—a —1 1 ) Ry :=aRy + Ry
1 a ~
a—1 a*+1 S3 := 53 — aS,

1 0 ~
a—1 a+1><521253—52>
-1 0

2 a—|—1)’

so the rank is 2.

O =R OO

o
B By 2020, wind could provide one-tenth of our planet's
ra I n p O W e r electricity needs. Already today, SKF’s innovative know-
how is crucial to running a large proportion of the
world's wind turbines.
Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our
stems for on-line condition monitoring and automatic
ication. We help make it more economical to create
eaper energy out of thin air.
our experience, expertise, and creativity,
industries ca st performance beyond expectations.
Therefore we'need the best employees who can
eet this challenge!

Tﬂf Power of Knowledge Engineering

'-r?a-.i
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2. Writing the equation,
1 1 1 a 1 T, + x9 + axs 0
A €To = T = = ,
—a —1 1 —ax1 — To + x3 0
€T3 T3

it follows that the total matrix is equivalent to

1 1 a| O ~ 1 1 a 0
—a —1 1] 0 Ry := Ry + 19 1—-a 0 a+1 0/

Choosing x2 = s as parameter, this system is also written

1 + axrz = —s, (I1—-a)xy + (a+ 1)z =0,
from which [Rs := Ry — (1 — a)R4]
x1 + axs = —s, (a* +1)x3 = (1 —a)s,

1- 1— 1
—1_’_;2 sand xr1 = —s—a- 1_’_—;25 = —1_:——;2 s. Thus, the solution is

1+a 1—a
X € 71—&—(128’5’1—1—(128 seR;.

3. We first compute the left hand side,

. 1 —a . T — aTo 0
AT ( ! ) = 1 -1 ( l‘l ) = X1 — Ig = b
a 1 2 axy + T2 0

hence x3 =

It follows that 1 = azs and z9 = —ax;, hence x; = —a?x; and xs = —a?x,. This is only

possible for z; = x5 = 0, forcing us to put b = 0, if the set of solutions is not empty.

2

If b =0 and a € R, then the solution is x = (0,0).
If b € R\ {0}, then the set of solutions is empty.
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Example 2.11 Solve the matrix equation AX = 0, where

A =

~ &~ =

2
5)
8

O O W

and 0 is the (3 x 3) zero matriz.
Find the rank of any solution matriz X.

Since the zero matrix consists of three zero columns, we consider the equivalent matrix of the matrix
of coefficients

1 2 3 ~

4 5 6 RQZZRQ—Rl

7 8 9 R3Z:R3—R2

1 2 3 ~

3 3 3| Ry:=Ry/3

3 3 3 R32:R2*R3

1 2 3 N

(1) é (1) RI:Rl—RQ

1 2 3 N 1 1 1
01 2 0 1 2
00 0) B=l-R g

Hence a particular column in the X matrix must necessarily satisfy

r1 + o + I3 = 0,
xro + 2x3 = 0.
Using x3 = s as parameter we get zo = —2s and x; = s. Each column is of the same structure, though

the value of the parameter may be changed. This gives the set of solutions

S t U
—2s =2t —2u s, t,u € R
S t U

When s =t = u = 0, we get the zero matrix as a solution of rank 0.

If just one of the parameters s, ¢, u is # 0, then the rank is 1, because the columns are multiples of
1
-2
1
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Example 2.12 Given the matrices

1 2 4 3 7 7 77
A=|2436), bi=| 4|, bo=| 4| yB=|[ 4 4
36 29 1 2 1 2

1. Find the rank of A.

2. Find the set of solutions of each of the following three matriz equations,

() AX=b;, (b)) AX=by, (¢) AX=B.

1. Since A is equivalent to

1 2 4 3 ~ 1 0 4 0
A= 2 4 3 6 522152*251 2 0 3 0 5
3 6 2 9 Sy :=854—35 30 20
it follows without further reduction that the rank is 2.
2. (a) We shall solve the equation
12 4 3 xl 7
AX=1| 2 4 3 6 T2l _p, = 4
36 2 9 s 1
Ty
The total matrix is equivalent to
1 2 4 3 7 ~ 1 2 4 3 7
2 4 3 6| 4 Ry :=2Ry — Ry 00 5 0| 10 ],
36 2 9] 1 R3 :=3Ry — R3 0 0 10 0| 20
corresponding to the system
r1 + 2x9 4+ 4dx3 + 3x4 = 7,
Zs3 = 27
thus 3 = 2 and =1 + 229 + 324 = —2. Choosing x5 = s and x4 = t, the set of solutions is
{(-1—2s—3t,5,2,t) | s, t € R}.
(b) In this case the total matrix is equivalent to
1 2 4 3|7 ~ 1 2 4 3 7
2 4 3 6] 4 Ry :=2Ry — Ry 00 5 0| 10 ],
3 6 2 9] 2 Rs :=3Ry — R3 0 0 10 0| 19

and the set of solutions is the empty set.

(c) Since B = (b; bg), the set of solutions is also empty for this system.
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Example 2.13 Find the complete solution of the equation

1 2 1 T 1
2 1 2 Ty | = —1
1 0 1 3 -1

Then solve the matriz equation

1 2 1 0 10
2 12 |Y=[0-10
10 1 0 -10

The total matrix is equivalent to

~ 1 0 1] -1
2 b2 =l h — R R 01 0] 1
1 0 1| -1 Ry := Ry — 2R3

hence the system of equations is equivalent to
T, +x3=—1 and To = 1.
Choosing x7 =t as parameter, the solution becomes

X:(t717_t_1)’ teR.
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If the latter column in the total matrix is the zero column, then we get instead

r1+a3=0 and r9 =0,
and
1 2 1 Y1 0
2 1 2 Yo =|( 0
1 0 1 Y3 0

has the solution
y =(s,0,—s), s €R.

Since the zero column occurs twice, the complete solution is

S t U 0 0 0 S t U
Y = 0 1 0 = 0 1 0 |+ 0 O 0 |,
—-s —t—1 —u 0 -1 0 —-s —t —u
where s, t, u € R are arbitrary constants.
Example 2.14 Given the matrices
1 1 -1 1 -1
0 a 1 -2 2
A= 2 a+2 a-2 |’ B = b b
1 a+1 a-—1 b—1 2b+1
and
1 1 -1 1 -1
Cc— 0 a 1 -2 2
2 a+2 a—2 b b
1 a+1 a—1 b—1 2b+1

1. Find the rank of A for every a € R, and the rank of C for every pair (a,b) € R2.

2. Find the sets of (a,b) € R?, for which the matriz equation AX = B does have solutions

3. Solve the matriz equation for (a,b) = (2,0).

1. Since A is identical with the first three columns in C, it suffices to find the equivalent matrices

of C,
11 -1 1 -1
0 a 1 ) 2
c 2 a+2 a-2 b b 1;3:23:2;21

1 a+1 a—11] b—1 2b+1 4T T

1 1 -1 1 -1

0 a 1 -2 2

0 a a| b-2 b+2 gi”:gi‘:g?

0 a al| b—2 20+2 4TS

11 -1 1 -1

0 a 1 -2 2

00 a—11] b b

00 0 0 b
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If a # 0 and a # 1, then A is of rank 3.

If a=0or a=1, then A is of rank 2.

If a #0 and a # 1 and b # 0, then C is of rank 4.
If a0 and a # 1 and b = 0, the C is of rank 3.

Ifa=0o0ra=1andb+#0, then C is of rank 3.

If a =1 and b =0, then C is of rank 2.

If a =0 and b = 0, then C is equivalent to

—1

~

1 -1
-2 2
0 0 RQ = *Rg
0 0

\
O~ =

1 -1
0 g Rl—Rl Ry/2

O 0
0
0
-1 |
0 0

OO R OO, OO O
SO R OO O OO o

= o O

[=Nel ool =l

o
)

from which follows that C is of rank 3.
2. We have solutions of the matrix equation AX = B, if A and C have the same rank, i.e. if
a€R\{0,1} and b=0,
or
a=1 and b=0.
Summarizing for

ac€R\{0} and b=0.

3. If (a,b) = (2,0), the solution is found by 2).

According to 1) the total matrix C is equivalent to

—1 1 1
1 -2 2
1 0 0 Ry =R+ R3
0 O 0 R2 = (RQ — Rg)/2

COoOrRNO O
|
SO NO O~

~

Rl = R1 7R2

OO OH OO OO O
OO R OO OHFHFEFOONH
SO r OO o+ OoOOo
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corresponding to the solution

2 =2
X = -1 1
0 0

Since rank A = 3, this is the only solution.

Example 2.15 Given the matriz
1 0 0 a’®—a
a a 1 a®—2d°+a

-1 3a O 2a% — 2a ’
a 2a 1 a® —a

A= where a € R.

1. Find the rank of A for every a € R.

2. Find for every a € R the complete solution of the matrix equation

AX =A.

1. First notice that A is equivalent to

1 0 0 a®—a ~
A a a 1 a*—=2d2+a Ry := Ry — aR;
o —1 3a O 2a% — 2a Rs := Rz + Ry
a 2a 1 a®—a Ry :=Rs— Ro
1 00 da®—a
0 a 1 —ad’>+a -
0 3a 0 3a%-3a 23:];3/31%
0 a 0 22-2a 4T
1 0 O a’> —a
0 a 1 —a®+a ~
0 a O a? —a Ry =Ry + Ry
0 0 —1 2d®>-2a
1 0 0 a®>—a
) ~
0 a 0 a2—a Rs = —Ry
00 a 0 a"—a R = Re— R
0 0 —1 2a*—2a s
1 0 0 a’> —a
0 a 0 da’—a
0 0 1 —2d®>+2a
0 0 O 0

We conclude that the rank is 3 for a # 0, and 2 for a = 0.
2. Since A is a square matrix, the matrix equation AX = A is equivalent to

AX-I)=0, thus AY=0and X=Y +1
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Putting the zero vector on the right hand side we obtain the system

v+ ala—1ys =
ay2 + ala—1)y,
ys — 2ala—1)ys =

I
coco

S0 y4 = s is a free parameter, and

y1 = —ala—1)s, ays=—ala—1)s, ys3=2a(a—1)s.
If a # 0, then it follows that yo = —(a — 1)s, and the solutions are
—ala—1)s —ala—1)t —ala—1u —ala—1)v
—(a—1)s —(a—1t —(a—Du —(a—1)
2a(a—1)s 2a(a—1)t 2a(a—1Du 2a(a—1)v

S t [ v

for s, t, uw and v € R, i.e.

l—ala—1)s —ala—1)t —ala—1)u  —ala—1)v
X — —(a—=1)s 1—=(a—1) —(a—1)u —(a—1)w
2a(a —1)s 2a(a — 1)t 1+2a(a—1)u 2a(a—1)v

s t U 14w
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If a = 0, we can freely choose yo, while y; = y3 = 0. Hence

0 0 0 O 1 0 0 0
_ S1 tl Uy U1 _ S1 1+ tl (5% U1
Y=10oo0 0 0]%* 0o o 1 o |
So to Uz Vo So to us 14+ vy

where s1, So, t1, ta, u1, usz, v1 and vy € R are arbitrary constants.
Example 2.16 Given the matriz
0 1 1
A= 1 -1 0
1 0 1

1. Find the complete solution of the system of equations

T 0
A To = 0
I3 0

2. Find the complete solution of the matriz equation
AX =A%

(One may benefit from the fact that the matriz A is a particular solution of this matrixz equation).

1. The matrix of coeflicients is equivalent to

o 1 1\ 10 1
A= 1 -1 o | Bri=1s 01 1|,
10 1) BBty 00 0
R3:=R; + Ry — R;3
corresponding to the system of equations
r1+23=0 and x5+ x3=0,
thus
T = g = —T3.
Choosing x3 = —s as parameter, the complete solution is

seR
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2. It follows immediately that the equation is fulfilled for X = A, so this is a particular solution.
We shall add all solution of the homogeneous equation to this particular solution. These are
easily constructed from 1), so the complete solution becomes

U
+ s t u |, s, t, u € R.

— —= O
|

O = =

—_ O =

Example 2.17 Given a (3 x 3)-matriz A satisfying
1. A is of rank 2,
2. the last column of A is equal to the sum of the first two columns.

Find all matrices X, for which AX = A.

Putting Y = X — 1, it follows that it suffices first to solve AY = 0 and then put X =Y + L
According to 2) the structure of A is given by

a1 a1z a1+ a2
A= a1 G2 G21 + Qg2 )
a3l Qg2 as; + ass

where (a11, as1,a31) and (a2, ass, ass) are linearly independent by 1). The system of equation for one
single column is

a1 (y1 +y3) + ar2(y2 +y3) =0,
as1 (y1 +y3) + az(y2 +y3) =0,
as1(y1 + y3) + as2(y2 +y3) = 0.

The system is of rank 2, hence y; + y3 = 0 and y2 + y3 = 0. Choosing e.g. y; = s as parameter we
obtain the solution y = s(1,1,—1), s € R. Since the three columns are independent, the complete
solution is given by

S t u
Y = s t u |, s, t,u € R,
—s —t —u
and hence
s+1 t u
X=I4+Y-= s t+1 U , s,t,u € R.
-5 —t 1—u

Remark 2.1 The matrix of Example 2.16 is precisely of this type. ¢
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Example 2.18 Find the solution of each of the following two matriz equations

AX =B and XA =B,

nar
2 1 0 1 2 3
A= 1 1 2 og B=14 2 -1
1 1 1 1 1 2
1. First consider the equation AX = B.
The total matrix is equivalent to
21012 3\ o o o
1 1 2 4 2 -1
11 1] 11 o) feEltis—i
Rg = R2 - Rg
1 0 -2 -3 0 4 ~
0 +1 43 +4 +1 =2 Ry := R1 + 2R3
0 0 1 3 1 -3 RQ = R2 — 3R3
1 0 0 3 0 2
01 0| -5 -2 7,
0 0 1 3 1 -3
hence the (unique) solution is given by
30 2
X= -5 -2 7
3 1 -3

2. We get by transposing ATXT = BT, the total matrix of which is equivalent to

1 4 1 ~

2 2 1 Rl = Rl — R2

3 =1 2 R2 = 2R2 — R1
R2 = R3 — R2
R3 = 2R2 - R3

SO OO O FIN
O R ONFEON R =
R OO R P ORF -
w
o

o
I
—

O oM~ O

Hence the transposed solution is

-1 20
X' = 0o -1 1 |,
3 10

SO

Il
[enl R
|
—_ = O
O = W
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Remark 2.2 Note that the two solutions are not identical. On the other hand, this could not
be expected, because the matrix product is not commutative. ¢

Example 2.19 For every real number a there are given the matrices

1 0 a 1 1
A—(a 1_a2 1) and B—(a 1).
1. Find for every a € R the solution of the matriz equation

AX =B.

2. Does there exist a matriz X, such that

XA =B?

1. Since A is a (2 x 3) matrix, and B is a (2 X 2) matrix, we must have that X is a (3 x 2) matrix,
if it exists. The total matrix is equivalent to
1 1
0 1—a )’

1 0 a
a 1—a? 1

1 1 ~ 1 0 a
a 1 RQZ:RQ—aRl 0 1—(12 0
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If a = —1, then the matrix of coefficients is of rank 1, while the total matrix is of rank 2, and
there is no solution.

If a = 1, then both the matrix of coefficients and the total matrix are of rank 1.
If a # 41, then both the matrix of coefficients and the total matrix are of rank 2.

If a =1, then x1 + x3 = 1, and x5 is a free parameter for both columns, hence the solution is

given by
S t
X = U v , s,t,u,v € R.
1—s 1-—1¢
If a # 41, then 1 + x3 = 1 for both columns, and x5; = 0, x50 = 1 — a, thus the solution
becomes
S t
X = 0 l1—a |, s,t € R.
1—s 1-—t¢

2. The answer is “no” of dimensional reasons- In fact, if XA is defined, then the result must have
three columns, and the right hand side B has only got two columns.

Example 2.20 Given the matrices

1 -1 1 1 1 3
A—<2 1 3> and B—<3 1 5).

Find the complete solution of each of the matriz equations

AX =B and YA =B.

1. The total matrix (A |B) is equivalent to

am=(y 3]s L) merem
RgZ:Rl
1 0 2|2 -2 2 ~
1 1 1’ 1 1 3 RQZ:leRQ
10 2| 2 -2 2
01 1’ 1 -3 -1 )°

corresponding to the equations

11 + 2231 = 2, T1g + 2w39 = —2, 13 + 2133 = 2,
To1 + w31 = 1, Tog + T32 = —3, To3 + w33 = —1.

Choosing x31 = s1, T32 = So and x33 = s3 as parameters we get the solution

2 — 281 —2— 282 2 — 283
X = 1—s1 -3 -85 —1—s3 , S1, S2, 83 € R.
S1 52 S3
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2. Since YA = B is equivalent to ATYT = B”, where Y is a (2 x 2) matrix, the total matrix
(AT |BT) is equivalent to

1
(AT|BT) = [ -1
1
1 2 1
0 1 2 2
0 1 2 2
1 0 -3 -1
0 1 2 2
0 0 0 0

2 1 3
-1 1 -1

31 3 5
Ry := Ry — 2Ry
R3 = R2 — Rg

which is of rank 2. It follows that

YT:<2 é), thus Y=<

Remark 2.3 There are infinitely many solutions of 1, (and only one to 2). Furthermore, X is a
(3 x 3) matrix, while Y is a (2 x 2) matrix. {

Example 2.21 Given the matrices

1 2 3
A= 2 a+3 5

-1 a—3 a+2

-3 2
-1 2 /-

1 -1 2
og B=1 4 1 4
1 4 a+4

, a€R.

Find the values of a, such that the matriz equation AX = B has at least one solution.

Solve the equation for a = 0.

The total matrix is equivalent to

1 2 3

(A|B) = 2 a+3 5
-1 a—3 a+2

1 2 3 1 -1

3 6 3—a | 3 -3

0 a—1 a+5 ] 2 3
1 2 3 1 -1
0 a—1 a+5 2 3
0 0 —a—61 0 0
1 2 3 1 -1
0 a—1 -1 2 3
0 0 —a—61 0 0

1 -1
4 1
1 4
2
—a
a—+6
2
a—+6
—a—6

2 ~
4 Rg = RQ—R3
a+4 R3 := Rz + Ry
R2 = R3
R3 = R2 —3R1
Ry := Ry + R3

The matrix of coefficients and the total matrix are both of rank 3, when a # 1, —6, so in this case

there is precisely one solution.

If a = 1, then the matrix of coefficients is of rank 2, while the total matrix is of rank 3, hence there

is no solution.
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If a = —6, then both the matrix of coefficients and the total matrix are of rank 2, and we conclude

that there are infinitely many solutions.
Summing up we have at least one solution, when a # 1.
If @ = 0, then the total matrix is equivalent to

1 2 3| 1 -1 2 Ry = Ry +2R»
0 -1 -1} 2 3 0 )

0 0 6]0 0 -6/ 2 g

1 0 1 5 5 2 ~

0 1 1 -2 =30 R1 = R1 - R3

0 0 1 0 0 1 R2 = RQ - R3

1 0 0 5 5 1

01 0] -2 -3 -1

0 0 1 0 0 1

) 5 1
X = -2 -3 -1
0 0 1

Example 2.22 Given the matrices

3
7
a

7
10 |,
13

1
A = 1 where a € R.
1

ENEUCR V)

1
2 and B =
3

Find for every a € R the complete solution of the matriz equation

AX =B.

The total matrix is equivalent to

1 2 1 5 7 ~
(A|B): 1 3 2 7 10 RQ = RQ*Rl
4 3 a 13 R32:R3—R2
1 2 1 ) 7 ~
0 1 1 2 3 R3Z:R3—2R2
0 1 1 a—"7 3 R11=R1—R2
1 0 -1 1 1
0 1 1 2 3
0 0 O a—9 0

The matrix of coefficients is of rank 2. The total matrix is of rank 2 when a = 9, and of rank 3 when

a # 9. Hence we have no solution for a # 9.
If a = 9, the solutions are

1+¢
3—1
t

1+ s
2—s
s

X = , s,t € R.
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Example 2.23 Given the matrices

1 -2 0 3 -1
A= 2 =3 0 and B = 2 -1 ,  where a € R.
3 —4 a®-1 1 a—2

Find for every a € R the complete solution of the matriz equation

AX =X.

The total matrix is equivalent to

1 -2 0 3 -1 ~
(A|B) = 2 -3 0 2 -1 R2 = R2 — R1

3 —4 a271 1 a—2 RgZ:RngQ

1 -2 0 3 -1 ~

1 -1 0 -1 0 R2 Z:RQ—Rl

1 =1 a2—1| -1 a-1 Rs:=R3s— Ry

1 -2 0 3 -1 N

8 é a20—1 3 ail R o= B 20

1 0 0 -5 1

0 1 0 —4 1

0 0 a?2-1 0 a—1
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If a # £1, then both the matrix of coefficients and the total matrix are of rank 3. The unique solution
is

=5 1

_ | —4 1

X = 1
a+1

If @ = 1, then both the matrix of coefficients and the total matrix are of rank 2. We have infinitely
many solutions

-5 1
X=( -4 1], s, t € R.
t
If @ = —1, then the matrix of coefficients is of rank 2 and the total matrix is of rank 3, and the set of

solutions iks empty.

Example 2.24 Given the matrices

1 2 =2 -1 =3
A= -1 -1 1], B=| a+1 31, acR.
-1 a 1 a+1 4

1. Find all values of a, for which the matriz equation AX = B has precisely one solution.

2. Solve the matrix equation, when a = 0.

1. The condition of precisely one solution is that the matrix of coefficients is of rank 3. The total
matrix is equivalent to

1 2 =2 —1 -3 ~
AIB)=| -1 -1 1] a+1 3| Ro=Ri+Rs
-1 a 1 a+1 4 R3:= R3s — Ry
1 2 —2 -1 -3 ~
0 1 -1 a 0 Ry :=R1 — 2R,
0 a+1 0 0 1 RgI:Rgf(a+1)R2
1 0 0 —1—-2a -3
01 -1 a 0

0 0 a+1| —ala+1) 1
It follows that the matrix equation has precisely one solution, when a # —1.
2. If a = 0, then the total matrix is equivalent to

1 0 0| -1 =3
01 -1 0 0
0 0 1 0 1

S O =

o = O

_= o O
o
—

Ry := Ry + R3

It follows that the unique solution is

-1 -3
X = 0 1
0 1
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Example 2.25 Given the matrices

1 2 =2 2 6
A=|1 4 a |, B= b 13+a |,
0 -2 1 -2 4

where a and b are arbitrary real numbers.
1. Find the pairs (a,b), for which the matriz equation AX = B has precisely one solution.

2. Find the complete solution of the matriz equation for (a,b) = (—3,4).

1. The total matrix is equivalent to

1 2 =2 2 6

e I By R
1 -2 2 6 N

8_3 a—i—Z b_22 7:r4a Rs = Ry + Rs

1 2 —2 2 6

0 2 a+2 b—2 T+a

0 0 a+3 | b—4 3+4a

It follows that the matrix of coefficients is of rank 3 for a # —3, hence there exists precisely one
solution, when a # —3 and b € R.

2. If (a,b) = (—3,4), then the total matrix is equivalent to

12 226\ ~

02 —1| 2 4 | Ry:=Ry/2
00 0|00/ R :=R —Ry
10 -1 |0 2

01 -1/2|1 2 |.

00 0 00

Choosing x3; = s;, ¢ = 1, 2, as parameters it follows that the complete solution is

S1 24 s9
1—|—81/2 2—|—$2/2 R $1, S2 € R.
S1 S92
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Example 2.26 Given the matriz

A =

DO = =
Tt W N

1
5
6

1. Solve the matriz equation XA = 0, where 0 is the zero matriz in R3*3,

2. Then solve the matriz equation XA = ATA.

1. By transposing the equation is transferred into the standard form A7X” = 0 with the unknown
matrix X7 to the right of A. The matrix of coefficients A7 is equivalent to

1 1 2 ~
AT = 2 3 5 RQ = RQ - 2R1

1 5 6 R3 = R3—R1

1 1 2 ~

0 1 1 Rs := R3 — 4Ry

0 4 4 Ry =R — Ry

1 0 1

o1 1.

0 0 O

Hence, every column y, for which ATy is the zero column must therefore be of the form
5(1,1,—1)T, where s is a parameter, thus

S t U
X7 = S t u |, s, t,u €R,
—-s —t —u

and we get by transposing

s s —s
X = t t -t |, s, t, ueR.
uou -y

2. Now, X = A7 is a particular solution, hence the complete solution is

1 1 2 s s —s s+1 s+1 2-—s
235 |+t t —t |=|t+2 t+3 5-t |,
1 5 6 U U —u u+1l u+5 6—u

where s, t, u € R are arbitrary constants.
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Example 2.27 Given the matriz
0,1 0,2
A= ( 0,3 0,2 )
Find (I — A)~1, and compare the result with the matriz T+ A + A% + A3.

We first note that (I — A,TI) is equivalent to

S 811 ~ 10
E ]80 0 1 Rl =7 Rl
Rg = 9R2 — 7R1

~

o

9 R1 = R1*§R2

-7 9 5 9
Ry:=3R,

_35 45 >
8 8

Try this...

The sequence 24,6 810 12,14,16,... 1S

(TL\?, SCC?U@,V‘.CQ O»,[ evén u)i/to|e_ V]Umlge,rj‘ TLIG,

¢
IOO'Hn ,OIOC{—: N HHS Z)ficluamce kY ane, lr’lu*fh!per‘... .
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It follows from

1 (1 2
A‘E(S 2)
that
1 (7 6 1 (25 26
2 - 3~
A_100(9 10) g A 1000(39 38)’
thus
s s (1 L1 2\, 1 /7 6 1 (25 26
IHATATTAS = (o ) 0\3 2 ) 100\ 9 10) 000\ 39 38

0+ 300+ 90 + 39 1000 + 200 + 10 + 38

1195 286
429 1248

0

1
1 [ 100041004+ 70+25 0+ 200+ 60+ 26
o )
1
o

Remark 2.4 Note that (I — A)~! contains negative elements, while A™ never contains a negative
number. The same must be true for any finite sum

I+A+---+A",
so even if
-t =1+t+3+--., for|t| <1,

-1

a corresponding result does not hold for this particular matrix A, even if (I — A)~" exists. ¢

Example 2.28 Given the matriz

oo e O
o O
L O e O
o OO

where a is a real number # 0. Find A~'.

If we put

o O = O
O = O
— o = O
o~ OO

1
then A = aB. If the inverse matrices exist, then A~! = —B~!, hence it suffices to find B~!. We
a
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reduce the total matrix

0 R1 Z:RQ—R4

R2 = Rl
R3 = R4
R4 = Rg — R1

B[ =

O O =

O = O =
_ o = O
o R OO
SO O
OO = O
o= OO
_o0 o O

S O O
o O = O
o= OO
— o O O
_= O = O
[ i R R
— o O o
O = O =

Then

os!

L

I
= O = O
[l e i
o o O
O = O =

and

o= O
O Ol

A_lle_lz , a # 0.
a

|

=

o

QO O O
OeI= O

Example 2.29 Given the matriz

1 3
A= -1 0
2 =2

1. Compute ATA.
2. Check, if AT A has an inverse.

1. By a direct computation,

1

3
ra (1 -1 2\[ (14144 3404\ _( 6
AA<3 0 -2 voo ) " \Usvo-a 9v04a )7

2. Clearly, AT A is regular, so AT A has an inverse. It follows from the reduction

6 -1 10 ~

-1 13’ 0 1) Ry =Ry +5R,
1 64 1

-1 13| 0
64

77‘

~

5
1 Ry = Ri1+ R»
5 ~J
6 R1 = R1 — R2
13| 0 —
771

1
6 *R1+%R2
13 1
1 1 6 )
T

— L
2 1= 77 I

7N
O~ O R~
=2
.l.

-1
13

).
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that the inverse is given by

1 /13 1
T\ 1 6)°

Example 2.30 Given the two matrices

1 -2 0 -1 0 0
A= 0 1 1 og B= 0 2 0
1 -2 1 0 0 3
Find A=, B~ and (AB)~L.
It follows from the reductions
1 -2 0 1 0 O ~
(A‘I): 0 1 1 01 0 R32:R3*R1
1 -2 1 0 0 1 R1:= R 4+ 2R,
1 0 2 1 2 0 ~
0 1 1 01 0 Ri:= R; — 2R3
0 0 1 -1 0 1 Ry := Ry — R3
1 0 0 3 2 -2
01 0 1 1 -1
0 0 1 -1 0 1
that
3 2 =2
Al = 11 -1
-1 0 1
It is trivial that
-1 0 0
B ' = 0 & 0
0 0 3
Finally,
-1 0 0 3 2 =2
(AB)™! = B'A7'=| 0 % 0 11 -1
0 3 -1 0 1
-3 -2 2 1 —18 —12 12
— 1 1 _1 [ 3 3 -3
21 (2) 1 6\ 2 0o -
3 3
ALTERNATIVELY,
1 -2 0 -1 0 0 -1 -4 0
AB = 0 1 1 0 2 0 = 0 2 3
1 -2 2 0 0 3 -1 -4 3
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Then we perform the reductions

-1 -4 0] 1 00 ~
(AB|I) = 0 2 3|01 0 | Ri:=Ri+2R,
-1 -4 3|0 0 1 Rs;:=Rs — Ry
-1 0 6 1 20 ~
0 2 3 0 1 0 R12:R1—2R3
0 0 3 -1 0 1 RQZ:RQ—Rg
-1 0 0 3 2 -2 Ri— R,
02 0 1 1 -1
00 3| -10 1) B2=R2
R3I:R3/3
1 00| -3 -2 +2
010 5 & —% ,
00 1| -3 0 -3
hence
-3 -2 2 L 18 1212
AB)"'=| 3§ % —% =5 3 3 -3
-3 0 -3 -2 0 -2

s ebook 1s prooucen with iText®
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Example 2.31 Given the columns

1 2
u= 2 and v = 1
—2 2

Let the matrices A and B be given by
A =uv? og B=1+A.
1. Compute the matrices A and AZ.

2. Find the rank of A, and prove that B is regular.

3. Find the inverse matriz B~1 of the matriz B.

1. Tt follows by direct computations that

1 2 1 2
A =uv’ = 2 |1 (212)= 4 2 4
-2 -4 -2 —4
and
1 1
A? = uvluv’ = 2 1(212) 2 1 (212
—2 -2
1
= 2 ]1-0-(212=0.
-2

2. and the rank of A is clearly 1.
3. Then B =1+ A, hence

BI-A)=I+A)I-A)=1-A*>=1=(I-A)B,

from which we conclude that

-1 -1 -2
B'=I-A=| 4 -1 —4
4 2 5
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Example 2.32 Given the two matrices
0 1
A= 1 2 og B= ( g % ; > .
2 3

1. Find (BA)™1.

2. Show that AB is not regular.

1. We first compute

0 1
3 1 4 10
B ( Mz ]=(:%)
0 2 9 3 5 8

which clearly is regular. Then by the reductions

N

ol ebeloo
|

ool

~_

64
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thus the inverse is given by

4B 1 /-8 10
®art=( 2 1 )= )
s 79 B\ 5 4
2. Since A is of rank 2, it follows that AB is at most of rank 2. Now, AB is a (3 x 3) matrix,

hence AB cannot be regular.

Example 2.33 Given the matrices

a o 0 1 a

200 20 o 1 b
A=191 30 0 1 and b=1 I,

1 1 0 0 d

where a, a, b, ¢ and d are real numbers.
1. Solve the system of equations

Z
T2
T3
Ty

for every a, a, b, ¢, d.

2. Find the values of o, for which A is regular, and find A= (apply e.g. the result of 1.).

1. Here we get the following reductions of the total matrix

a o 01 a ~
200 20 o 1 b Ry :=R; — aRy
200 3« 0 1 C R2 = R2—2R1
1 1 0 0 d RgI:Rg—RQ
00 o 1| boge | B
0 o 0 —d R212R3+R2+R1
(0% o C
11 0 0 d R3:=Rs + Ry
R4Z:R1

1 1 0 0 d
0 a 0 0| —a+b+c—(1+a)d
0 0 a O —a+b—ad
0 0 0 1 a—ad

When o = 0, the matrix of coefficients is of rank 2. while the total matrix only is of the same
rank 2, if furthermore

—a+b+c—d=0 and —a+b=0,
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thus if @ = b and ¢ = d. In this case the equations are reduced to
T1+T9=¢ and T4 = a.

Ifa=0and b= (a a ¢ ¢)T, then the complete solution is
{(s,c—s,t,a) | s, t € R}.

If a # 0, then the matrix is regular, and the unique solution is given by

d
T a b c
. ++—(1+)d
2 _ « « «
€T3 a b
24 ot
a—ad

2. It was mentioned above that A is regular for @ # 0. We find the inverse by applying the solution
of 1), where we put a = 1, b = ¢ =d = 0 in the first one, b =1 and a = ¢ = d = 0 etc. in the
second one. In this way,

0 0 1 0 0 0 o
-1 L 1 _lfa 1 -1 1 1 -1—-«
-1 _ [e% @ ———
Ar=l 1T |Tal 110 —a
1 0 0 —a a 0 0 a?
Example 2.34 Given the matrices
1 11
A= < _(2) (2) ; ) and B = -1 1 1
-1 -1 1
Prove that B is reqular, and find B™1.
Then solve the matriz equation
XB =A.
First reduce the total matrix
1 1 1|11 00 ~
(B|I): -1 1 1 0 1 0 R23:R1+R2
-1 -1 1,0 0 1 R3 := R + R3
1 1 1110 ~
02 21 1 0| Ry:=Ry/2
0 0 2 1 0 1 R3=R3/2
1 1 11 0 0 ~
01 1 % 1 0| Ri=Ri—Ry
00 1) 50 1) Ry:=Ry—Rs
10 0] 3 —% 0
01 0[]0 3 —%
0013 0 3%
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We conclude from this that

1 1
S B N
o2 1 ]2
5 0 3 1 0 1

It follows from XB = A that

X

XBB !=AB ! = ( g

DN | =

[Nl )
N—

2
0

011 1 -1 0
-1 0 1 o L-by=
10 1

Example 2.35 Let

1 -1 2 -1

Prove that the matriz equation AYA =1 has precisely one solution, and find this solution.

We see that A is an upper triangular matrix of diagonal elements # 0. Then clearly A is regular, and
A~! exists- Then
Y =AT'AYAA ' =A'TIAT = (A%

We compute

1 -1 2 -1 1 -1 2 -1 1 -3 0 1
A2 |0 2 0 1 0 2 0o 1|_[0 40 1
0 0 -1 1 0 0 -1 1 0 0 1 -2
0 0 0 -1 0 0 0 -1 0 00 1
Finally, by reducing the total matrix,
1 =3 0 1] 1000\ ~
(A2[T) = 0 4 0 1|01 00| Ri:=R +Ry
0 0 1 2|0 0 1 0 | Ry:=Ry4+2R;
0 0 -2 1|0 0 0 1) Ry:=Ry/4
110 2|1 100
1 1 ~
010 101t oo R = R — Ry
001 —2|0 010 Ry = —Ri/3
000 -3/00 21 4 4
100 T 12 0 0\ ~
010 % 0 % 0 0| Ri:=Ri—IRy
001 =20 0 1 0| Re=Ry—1iRu
000 1|0 0 -2 —% /) Ry:=Rs+2Ry
troo0o0f1 3 I I
01 0 0|0 % % %
001000 - -2
000 1|0 0 —% —%
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thus
1 3 7 7
R A
_ - 1 1 -
Y=(a9)" = 0 0 —% —% 12
00 -3 —3
Example 2.36 Given the matrices
1 3 -8
A= 2 5 and b= 11 |,
3 5 c

where ¢ € R.

1. Solve for any given c the system of equations Ax = b.

o O w oo

14 7

2 1
-4 =8
-8 —4

2. Find the matriz AT A, and prove that it is reqular. Then solve the system of equations AT Ax =

ATb for any given constant c.

1. The matrix of coefficients is of rank 2, hence we only get solutions, when the total matrix also

is of rank 2. We reduce,

1 3] =8
(A|b) = 2 5 11 R2 = 2R1 —R2

3 5 C R3 = R3 — 3R1

1 3 —8 ~

0 1 27 R3 = 4R2 + R3

0 —4 c+ 24 Ry := R; — 3Ry

1 0 73

0 1 —27

0 0] c—8&4

If ¢ # 84, then the set of solutions is empty. If ¢ = 84, then x; = 73 and xo = —27.

2. We first compute

(G20 \]

1
TA —
AA_<3

W N =
ot ot W

D(E)-

which obviously is regular.
Then
-8
3
D ()
c

(12
Ab_(35

14 + 3¢
31+ 5¢

14 28
28 59

)

).
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We now reduce the total matrix:

Ta AT [ 14 28| 14+3c ~
(A A|A b)_ 28 59‘ 31+5C> Ry := Ry — 2Ry
14 28 | 144 3c ~
0 3’ 3—c¢ R2::R2/3
14 28 | 144 3¢ ~
0 1 ‘ 1—3c¢ ) Ry:=R;—28r
14 0 | -14+3c ~
01 1—7,,’10 > Ry =4 R
10| -1+3%c
0 1 ‘ 1-3c )

and the unique solution is

I o %C*l
T2 o 17%6 ’

Remark 2.5 If ¢ = 84 the two solutions must agree. It follows from

ST.84—-1Y\ ([ 74-1Y\ 73
1—1-.84 ) \1-28 )\ —27 )°

that this is true.
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Example 2.37 Given the matrices

1 0 -1 1 0 1
A=1|11 0 and B=1| 0 1 0
2 0 -1 0 0 0

1. Prove that A is regular, and solve the matriz equation AX = B.

2. Solve the matriz equation AY = BA™'B.

1. We start by reducing the total matrix

1 0 -1 1 0 1 ~
(AIB)=| 11 0|0 1 0| Ry:=Ry—R;
20 -110 0O Rs := R3 — 2R,
—1 1 0 ~
1 -1 1 - Ry := Ry + Rs
RQZZRQ—Rg

SO = OO

It follows that 1) A is regular, and that 2) the solution of AX = B is given by

-1 0 -1
X = 11 1 |=A"B.
-2 0 -1

2. When we multiply the equation AY = BA™'B from the left by A~!, then

Y = A'AY =(A"'B)(A'B)=X?
-1 0 -1 -1 0 -1 30 3
= 11 1 11 1 |=(-21 -2
-2 0 -2 -2 0 -2 6 0 6
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Example 2.38 For every real number a we define the matriz

A =

DN = DN

1
3
3

L = Ut

1. Find a lower triangular unit matriz L and an upper triangular matriz U, such that A = LU.

2. Find all a € R, such that A is reqular.

1. By using Gauf§ elimination row by row we reduce A to an upper triangular matrix

2 1 5 ~
A= 4 3 7 R2 = R2 — 0221R1 = R2 — 2R1
-3 3 a R3 = R3 — 031R1 = R3 + R1
2 1 5 N
8 }l 5 +3a ) R3 = R3 — 032R2 = R3 — 4R2
2 1 )
01 -3 =U,
0 0 17+a
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from which we get

1 0 0 100
L= C21 1 0 = 2 1 0
C31 C32 1 -1 4 1

2. It follows from the structure of U that A is regular for a # 17.

Example 2.39 Given the matrixz

2 4 6
A= 6 12 19
4 11 18

1. Find X = A~ by solving the matriz equation AX =1, and find at the same time the factoriza-
tion PA = LU.

2. Rewrite this factorization to
A =P 'LDV
(i.e. rewrite P~1, D and V).
3. Find the inverse matriz by using
Al =V DL 'P,

where we first compute the inverses of the factors and then multiply.

1. Reduce the total matrix,

2 4 6|1 00 ~
(A | I) = 6 12 19 0 1 0 R2 = R2 — 021R1 = R2 — 3R1
4 11 18 0 0 1 R3 = R3 — C31R1 = R3 — 2R1
2 4 6 1 00 ~
00 1] -3 10 Ry := R3
0 3 6| -2 0 1 R3 := Ry
2 4 6 1 0 0
03 6| -2 0 1 ].
00 1] -3 10
It follows that PA = LU, where
2 4 6 1 00
U= 0 3 6 and L= 2 1 0 |,
0 0 1 3 01

where we have interchanged cs; and c3;. Furthermore,

100
P=(0o0 1],
01 0

—_ o O
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where PA = LU, which is easily checked.

Returning to the computation of A~ it follows from the above that

2 4 6 1 00 ~
(A|I)N 0 3 6 2 01 Rl Z:R1/2
00 1| =310 Ry := Ry/3
1 2 3 % 0 0 ~
0 1 2 -3 0 % R12:R1—3R3
00 1] -310 Ry — 2Rs
1 20 12—9 -3 0
01 0] L 2 1 ~
3 3 o _
00 1|-3 1 0) =2k
100 —é 1 —3
010 ¥ -2 3|,
001 -3 1 0
thus
- 1 -2 -7 6 —4
1
Al = 1—;6) -2 % =-( 32 -12 2
-3 1 0 —18 6 0

These computations are fairly complicated, so it is recommended to check the result. This was

actually done in the draft, though not included in the text.

2. So far we have obtained

1 00
P=|001]|=P
010

where the latter equality sign follows from the fact that due to P the second and the third row

are interchanged, hence P? = I, and we get P~! = P.

Finally,
2 4 6 2 0 0 1 2 3
U= 0 3 6 =DV=]| 0 3 0 o1 2|,
0 0 1 0 0 1 0 0 1
from which
2 0 0 1 2 3
D= 0 3 0 and V = 0 1 2
0 0 1 0 0 1
The factorization is then
A = P LDV
1 0 0 1 0 0 2 0 0 1 2 3
= 0 0 1 2 1 0 0 3 0 01 2
01 0 3 01 0 0 1 0 0 1
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3. It follows from

1 23|10 0 ~
(VI)=1 0 1 2| 0 1 0 | Ry:=R;—3R;3
0 0 1 0 0 1 R222R2—2R3
1 20|10 -3
01 0[]0 1 -2
00 1|00 1) =2k
1 001 =2 1
0100 1 =21,
00 1[0 o0 1
that
1 -2 1
vi=|lo0 1 -2
0o 0 1
Furthermore,
1 001 00 ~
(LlI): 2 1 0 01 0 R222R2—2R1
30 1|0 0 1/ Ry:=R3—3R,
1 00 1 00
010 —-210 |,
00 1] -3 01
SO
1 00
Lt=( -2 10
-3 0 1
Finally, it follows from
100 10 0
D'=|0 4 0], and P'=P=|0 0 1
0 0 1 010
that
Al = v iDL 'p
1 -2 1 3 00 10
= [0 1 -2 0 20 -2 1
0o 0 1 0 0 1 -3 0
1 2 I
5 —h 1 1 00 18
= 0 3 -2 -2 0 1 =] 3
0 0 1 -3 10
-3
-7 6 —4
= = 32 —-12 2
—18 6 0

and we have obtained the same result as previously.

—_

—_ Wl

= o O
o = O

wIiN
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Remark 2.6 If one does not use a pocket calculator or a computer, one cannot claim that the method
above is persuasive. Its importance, however, can be seen in the applications in Numerical Analysis.

O

Example 2.40 Given a matriz A by

1 0 0 0 2 3 1 =2

A= 21 0 0 0 -3 1 0
-1 2 1 0 0 0 1 3

-1 1 0 1 0 0 0 0

Find the complete solution of the homogeneous linear system of equations Ax = 0.

We notice that A is of the form A = LU. Since L is regular, it follows that Ax = L(Ux) = 0 is
equivalent to Ux = 0.
Choosing x4 = s, s € R, as parameter, we reduce Ux = 0 to

207 + 3z + w3 = 214 = 2s,
- 31‘2 + x3 = O,
rs = —3s,
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and ideas. And that’s
just what we are looking for.

© UBS 2010. All rights reserved.

Looking for a career where your ideas could really make a difference? UBS’s
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thus
— 1 J—
T = 3.173—8
and
R DUUNE SN SO D
T, =S 2x2 2:03*s 25 2575.

The complete solution is

T 1
T2 =s ! , seR
I3 -3
T4 1

Example 2.41 Given the matrixz

3 7 2
A= 6 14 a |, where a € R.
-9 4 19

Find a matrixz of permutations P, and a lower triangular unit matriz L and a diagonal matriz D and
and an upper unit triangular matriz 'V, such that

A =P 'LDV.

We reduce A to,

3 7 2 ~ 3 7 2
A= 6 14 a Ry = Ry — 2Ry 0 0 a-—14
-9 4 19 Rs3 := Rs + 3R, 0 25 25
It follows from
1 0 0
P=P'=|001
0 1 0
that
3 7 2 ~ 3 7 2
PA = -9 4 19 Ry := Ry — o1 R = Ry + 3Ry 0 25 25 =U,
6 14 a R3 Z:R3—C31R1:R3—2R1 0 0 a—4
hence
1 0 0 1 0 0
L= C21 1 0 = -3 1 0 s
C31 C32 1 2 01
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because c32 = 0. Furthermore,

3.7 2 3.0 0 1 I 2
U=DVvV=| 0 25 25 =1 0 25 0 o1 1 |,
0 0 a—14 0 0 a—4 0 0 1
hence
100 0 0 3.0 0 1 I 2
A=P'LDV=|0 0 1 -3 1 0 0 25 0 0 1 1
010 2 0 1 0 0 a—4 0 0 1
We conclude that A is regular, if and only if a # 4.
Example 2.42 Given
1 00 1 00 1 -2 3
A=P'LU=( 0 0 1 410 o 7 7
0 1 0 2 01 0 0 -8
and
-2
b= 4
-1

Find the set of solutions of the linear system of equations Ax = b.

Since A is composed of regular matrices, A is also regular, and the solution is unique. Using that
P~! =P, it follows that Ax = b is equivalent to

-2
LUx=Pb=| -1
4
Putting y = Ux, we solve Ly = Pb. The total matrix is reduced to
1 0 0| =2 ~ 1 0 0 =2
(LIPb)=| 4 1 0| -1 Ry = Ry — 4R, 0 1 0 7,
2 0 1 4 Rs:= R3 — 2R, 0 0 1 8
thus
-2
y=Ux= 7 | =c
8

1 -2 3] — Z
0 1 1 1 Ry = Ry + 2R,
0 0 1 —1 Ry := Ry — R3
105 0 N 100 5
01 0| 2 01 0] 2
00 1| -1 ) B=R=>5R \ o o 1|
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Hence, the unique solution is

T 5
To = 2
T3 —1

1 2
A= 1 4 a—2 |, where a € R.
3 5
1. Find the LU factorization for A.

2. Prove that A is regular for all a € R, and find by the method of complements the element
(A" )12

1. We first reduce by applying simple Gaufl elimination,

1 2 a 1 2 a 1 2 a
A= 1 4 a-2 ~1 0 2 =2 ~1 0 2 =2 =U
3 5  3a 0 -1 0 0 0 -1
where
1 0 0 1 0 0 1 2 a
L= 1 1 0 |, dvs.LU-= 1 1 0 0 2 -2 =A
3 -1 1 3 -1 1 00 -1

2. It follows from
det A =detL-detU=detU=1-2-(—1)=—-2#0,
that A is regular for all a € R.

By using the method of complements (delete the first column and the second row) we get

(_1)1+2
det A

2 a
5 3a

_ !

(A2 = =3

a
(Ga_ 5(1) = 5
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Example 2.44 Given the matrices

1 0 -1 1 0
A= 11 1 and B=1 3 —1 |, hvoraceR.
11 3 1 a

1. Find for every a all solutions of the matriz equation

AX =B.

2. Given a linear map f : R3 — R3 (with respect to the usual basis) by the matriz equation
y = Ax.

Find the dimension of the range f(R®) and an orthonormal basis (with respect to the usual scalar
product) for this range.

Find all a € R for which the vector (0, —1,a) belongs to the range.

1. We get by reduction,

10 -1]1 o0 10 —-1]1 0
(A|B) = 11 13 -1 )~[01 22 <1
-1 1 3|1 a 01 2|2 a

10 —-1|1 0

~ 01 22 -1

00 0[]0 a+1

It follows that if @ # —1, then we have no solution, because the total matrix is of rank 3, while
the matrix of coefficients is only of rank 2.

If a = —1, then we have infinitely many solutions
1+s t
2—2s —1-2t |, s, teR.
s t

2. Tt follows from 1) that A is of rank 2, so the dimension of f(R®) is 2. A basis is e.g. given by
vy = (1,1,-1) and vo = (0,1, 1), because these are linearly independent vectors of the range.

Now, [|[vi| = v/3 and ||va|| = v/2 and v; - vo = 0, so an orthonormal basis of f(R?) is given by

1 1
= ——(1,1,-1), = —(0,1,1).
( ) d2 \/5( )

It follows from 1) that (0,—1,a) does only belong to the range when a = —1.
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Example 2.45 Given the matrices

100 1 3 — 2 4 0
A=| -1 20|, B=|o0 2 ., c=[4 =3 1
15 3 00 2 0 1 -5

Check for everyone of the matrices A, B and C, if it can be diagonalized.

1. Since
det(A =) =—-(A—1)(A—=2)(A —3)
has three different simple real roots, it follows that A can be diagonalized.

2. We cannot use the same argument in this case, because the characteristic polynomial has the
double root A\ = 2. It follows by reduction that

-1 3 -1 -1 3 0
B-2I= 0 0 1 |~ 0 01
0 0 0 0 0 O

is of rank 2. The eigenspace is of dimension 3 —2 = 1 # 2, hence the geometric multiplicity and
the algebraic multiplicity of A = 2 do not agree, so B cannot be diagonalized.

3. Since C is symmetric, C can be diagonalized.

360°
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Example 2.46 Given in R* the vectors
u = (1,1,1,1), uz = (3,1,1,3), uz = (2,0, -2,4), us = (1,1, -1,3),

? ) )

and let U = span(uj, uz, us,uy).

1. Prove that (u1,us,us) is a basis of U, and find the coordinate matriz of wy with respect to this
basts.

2. Let R* be equipped with the usual scalar product.

Find an orthonormal basis of U.

1. We get by reduction,

1 3 2 1 1 3 2 1
(0w s wg) = 11 0 1| _| o -2 -2 0
11 2| -1 0 -2 —4 | -2
13 4| 3 0 0 2 2
10 —1]1 1 00| 2
01 1]o0 01 0] —1
~ 00 1/1]7 oo 1] 1
00 0]0 000 0

The matrix of coefficients (u; us ug) is of rank 3, hence (uj,us, u3) are linearly independent.
Since the total matrix is also of rank 3, it follows that

uy = 2u; — us + ug

is a linear combination of (uj,ug, u3) with the coordinates (2, —1,1).

1 1
2. Since |Jui]] = vV1+1+1+1 = 2, we choose vi = wm = 5(1,1,1,1). Then by the Gram-
Schmidt method,

1 1
u27W<u1,u2>u1 = (3317173)7Z(3+1+1+3)'(1’1’1’1)
= (3,1,1,3) = (2,2,2,2) = (1,-1,—1,1)

1
which also is of length 2. We therefore choose vy = 5(1, -1,-1,1).
By applying the Gram-Schmidt method once more,

1 1
us — (us,vq)vy — (us, vi)ve = (1,1, -1,3) — Z(l—kl—l—k?))(LLl7 1) — 1(1—1+1+3)(1,—1, -1,1)
- (1a 1, 7173) - (17 1,1, 1) - (L -1,-1, 1) - (la 1, 7173) - (2707072) = (717 1,-1, 1)
1
Its length is 2, so we choose vz = 5(—1, 1,—-1,1).
An orthonormal basis of U is then given by

1 1 1
Vi = 5(171717 1)’ Vo = §(la _17_17 1)’ V3 = 5(_1717_17 1)
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3 Determinants

Example 3.1 Compute for every n the determinant

1 2
n+1 n+2
2n+1 2n+2

(n—1n+1 (n—1)n+2

If n =1, then |1] = 1.

If n =2, then
1 2
3 4 =4—-6=-2.
If n = 3, then
1 2 3 1 2 3
4 5 6|=|3 3 3
7 8 9 3 3 3

n+3
2n+3

3

(n—1)n+3

1
3
0

O W N

O W w

=0.

2n
3n

If n > 3, then the second row minus the first row and the third row minus the second row both give

(n,m,...,n), thus

R3 — 2R, + Ry = 0.

Hence the determinant is always equal to 0, when n > 3.

Example 3.2 Compute the determinant

1 2 3 -1
0 1 2 7
2 4 =3 2
3 0 15 3

We reduce by using some row operations and then expand after the first column in order to get

12 3 -1 1
o1 2 7] |0
2.4 -3 2| ~ |0
30 15 3 0
1

= 6|0

0

= 6(—-72-12)=—6-84 = —504.

2

1

0

—6
2
-9
3

1
= 0 -
—6

-9 4
3 8

27
-9 4
11

D O N
o =
Il
D
=
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Example 3.3 Compute the determinant

= w N O
W O N
N O W
SN W

We get by expanding after the first column that

(2) (2) i ;1 2 3 4 2 3 4 2 3 4
34 0 2 =-2|14 0 2 |+3/0 4 3|—-4/0 4 3
413 92 0 3 20 3 20 4 0 2

= —2{18 + 12 — 8} + 3{27 — 48 — 18} — 4{16 + 36 — 64}
=-2.22-3-39+4-12
= 44— 117+ 48 = —113.

Example 3.4 Find the roots of
2 +2x—-6 4r—8 14

x? -3 3r—5 7
z—3 r—3 6

We compute the determinant by starting with the subtraction Ry — Ra:

?+2—-6 4x-8 14 r—3 x—-3 7 _
2?—-3 3xz-5 7 |=|22-3 3z-5 T >
xr—3 x-3 6 v-3 w-3 6| =R H
0 0 1 2 2
e B =3 3xz-5|_ °—=3 3x—5
- Zﬁ; 35735 g "l z-3 z-3 ‘_(l‘ 2 1

=(x—3)(2?-3-32+5) = (v —3)(z* - 3z +2)
=(x—1)(z—2)(z—3).

The roots are = € {1,2,3}.

Example 3.5 Find value of the determinant below of order 2n.:

a 00 -~ 0 0 b
0 a O -~ 0 b O
00 a -~ b 00
0 0 b a 0 O
0 b 0 0 a O
b 0 0 0 0 a
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Denote the determinant of order 2n by A,,. Then we get by expanding after the first column followed

by some obvious reductions,

a 0 --- b O 0O 0 --- 0 b
0 a --- 0 O a 0 -+ b 0
An = af i N R B s
b 0 --- a O Ob --- 00
00 -+ 0 a b 0 --- a O

= a2An_1 — bQAn_l = (a2 — bZ)An_l.
If n =1, then

Ay =

b :Q2—b2,
a

a
b
hence by recursion (or by induction),

A, = (a* = )", n e N.

It's only an
opportunity if
you act on it

IKEA.SE/STUDENT

S00T NG SWHSAS WL SRl
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Example 3.6 Compute the determinant below of order n:

1—-n 1 1 1
1 1—n 1 1
1 1 1-n - 1
1 1 1 o 1—n

When we subtract the latter row from all the others, we get

1—n 1 1 1 1
1 1—n 1 1 1
1 1 1-n --- 1 1
1 1 1 1—n 1
1 1 1 1 1—n

-1 0 0 0

0 -1 0 0

0 0 -1 0
:nn—l ) )

0 0 0 -1

1 1 1 11-n
:0,

where we in the latter determinant have out
Rn ::Rl +R2++Rna

which gives the zero row.

Example 3.7 Compute the determinant below of order n:

1 2 3 4 -+ n-—1 n
1 3 3 4 -+ n-—1 n
1 2 5 4 -+ n-—1 n
1 2 3 4 -+ 2n-3 n
1 2 3 4 -+ n—-1 2n-1

0 0 n
0 0 n
—n 0 n
0 -n n
1 1 1—-n
0 0 0 1
-1 0 0 1
0 -1 0 1
0 0 -1 1
0 0 0 0

In we first step we apply the column operation S; :=.S5; — jS1, j =2,...,n. Then

1 2 3 4 n—1 n
1 3 3 4 n—1 n
1 2 5 4 .-+ n-—1 n
A 2n —3 n
1 2 3 4 -+ n—-1 2n-1

O =

S e

an}
[an}

0 0
0 0
0 0
:(n_l)'7
n—2 0
0 n—1

85
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because we have reduced to a lower triangular determinant.

Example 3.8 Compute the determinant below of order n:

1 2 3 4 eooon—1 n
2 1 2 3 oo n—2 n—1
3 2 1 2 oo m—3 n—2
n n—1 n—-2 n—-3 --- 2 1

Here the procedure is the following: In the first step we perform the row operations R; := R; — R;_1,
j=2,...,n.
In the next step we apply the column operations S; := S; 4+ .S1. In the third step we expand after the
last column:

1 2 3 4 ceooon—1 n 1 2 3 4 - n-—1 n
2 1 3 oo m—2 n—1 1 -1 -1 -1 --- —1 -1
3 2 1 2 e m—3 n—2 1 1 -1 -1 --- -1 -1
n—1 n—-2 n—-3 n—4 --- 1 2 1 1 1 1 - -1 -1

n n—1 n—-2 n—3 --- 2 1 1 1 1 1 .- 1 -1

1 3 4 5 n n+1

1 0 0 0 0 0

1 2 0 0 0 0
({1 2 2 0 --- 0 0 _ (71)n+1(n + 1)2n—2.

1 2 2 2 0 0

1 2 2 2 2 0

Example 3.9 Compute the determinant below of order n:

01 0 0 0 0
1010 0 0
01 01 0 0
0 0 0 O 0 1
0 0 0 O 10

Here we must assume that n > 2. First compute

=—-1 and Aj=

o = O

—_ O =

O = O
I
()

2= |
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In general, we first expand after the first column and then after the first row. Then

10 0 - 00 010 - 00
10 1 00 101 - 00
01 0 -+ 00 010 - 00
An=(1 . . . o =EDH L . =D AL,
00 0 - 01 000 -+ 01
00 -+ 1 1 000 -+ 10

because the final determinant has the same structure as A,,, only with two rows and two columns
fewer.
There is a leap of 2 in the indices, hence, we get for n = 2m + 1, m € N, odd,

A2777,Jr1 = (_1)1A2(m—1)+1 == (_l)m_l . AS = 07
and for n = 2m, m € N, even we get
Aom = (1) Doty = (=1)*Agpgy = -+ = (=1)" " Agy = (=1)" "

Example 3.10 Compute the determinant below of order n:

01 00 0 0
1 01 0 0 0
11 0 1 0 0
1 1 11 0 1
1 1 1 1 0

When we expand after the first row, we get

01 00 0 0 1 1.0 0 0 0
1 0 1 0 0 0 1 0 1 0 0 O
1101 - 00 1101 - 00
A, = o oL == .o S1:= 51— 5
1 1 1 1 0 1 1 1 1 1 - 0 1
1 1 1 1 1 0 1 1 1 1 - 1 0
n n—1
01 0 O 0 0 1 0 0 0 0
1 0 1 0 0 0 1 0 1 0 0
01 0 1 0 0 1 1 0 0 0
= (71) : - (+1) = An_g
0 1 1 1 0 1 1 1 1 0 1
0 1 1 1 1 0 S 1 1 1 1 0 S
In particular,
0 1 0
AQZ‘? (1)’:—1, As=|1 0 1 ——H é‘—l,
110
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Ay =

e i =)
—_ = O =
= O = O
O = OO

Il

|

—
=
o = o

Then by recursion (or induction)

A?m—l = —1, ASn = 17 A3n+1 - 0,

|
o o
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Example 3.11 Assume that all elements of the diagonal are equal to a in an (n X n) matriz, while
all other elements are equal to b. Find the determinant of this matriz.

If n =1, then Ay = a.

Ifn—Z,thenAg—‘z Z =a%?—b*> = (a—b)(a+b).
If n = 3, then
a b b a b b a b b
Ag = b a b|=|b—a a-b 0 =(a—-b? -1 1 0
b b a b—a 0 a—>b -1 0 1
= (a—0b)*(a+b+b)=(a—0b)a+2b).
If n =4, then
a b b b a b b b
A, — b a b b| |b—a a—-b 0 0
7 1b b ab| |b=a 0 a-=b 0
b b b a b—a 0 0 a—>
a b b b a+3b b b b
B 3110 0] s 0 1 0 0
= @=b7 3 g o= 0 01 0
-1 0 0 1 0 0 0 1

= (a—b)*(a+3b).

We see now that the computations are following some pattern. It is obvious that if a = b and n > 2,
then A,, = 0, so we may expect a factor a—b in some power (it looks like the exponent should be n—1,
because A,, in general is a polynomial of degree n in (a,b)). Then the latter factor should possibly be
of the form a + (n — 1)b. We shall now prove this assumption for n > 2. The first operation is of the
form R; := R; — Ry for j > 2, and the following operation is S; = S; + 52 + - - + S,,. Then we get

a b b v b b a b b b b
b a b -« b b b—a a-—> 0 0 0
b b a o b b b—a 0 a—0b --- 0 0
A, = =

b b b--- a b b—a 0 0 - a—>b 0
b b b b oa b—a 0 0 0 a—>
a+ (n—1)b b b b b

0 a—2>b 0 0 0

0 0 a—2b 0 0

0 0 0 v a—=b 0

0 0 0 oo 0a—0

= (a=b)""Ha+(n-1)b},

proving our conjecture.
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Example 3.12 Prove that the determinant D,, corresponding to the (n x n) matriz

0

—_

1

1

_ O

1

1 - 1
T |
0 1
1 0

where all elements of the diagonal are 0, while all other elements are 1, has the value D,, = (—1)""(n—

1).

FIRST VARIANT. If we put a = 0 and b = 1 into EXAMPLE 3.11, then it follows immediately that

B,=(a—b""YHa+ (n—-1)b} =(-1)""1(n-1).

SECOND VARIANT. If we subtract the first row from all the others, S; := S; — 51, for j > 2, followed

by the column operation S7 := S + So + -+ + S, then

o011 - 1
101 --- 1
1 1 0 1
1 1 0
1 1 1 1
n—1 1 1
0 -1 0
0 0 -1
0 0 0
0 0 0

1
1
1

[EE

0 1

1 -1

1 0

1 0

1 0

11

0 0

0 0
-1 0
-1

1

90

Download free ebooks at bookboon.com


http://bookboon.com/

Please click the advert

Linear Algebra Examples c-1 3. Determinants

Example 3.13 Given the matrices

3 4 4 2 -1 0
A= 1 a 2 and B=| -5 3 -1 1, where a € R.
2 3 3 0 1

1. Find det A and det B.
2. Find det(AB) and det((ATB)%).

3. Find all as, for which A is regular, and then compute for these values of a the determinant

det(A~1h).
1. We get
3 4 4
detA=|1 a 2 |=9a+16+12—-8a—-12—-18=a—2
2 3 3
and
2 -1 0
detB=| -5 3 -1 |=6a—5a+2=a+2.
0 1 a

SIMPLY CLEVER
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2. By the rules of calculations,

det(AB) = det A -det B = (a — 2)(a +2) = a® — 4,

and

det((ATB)*) = {det(ATB)}* = {det A - det B}* = (a® — 4)*

3. Since A is regular for det A # 0, we get the condition that a # 2. In this case,

1
det(A™") = —.

Example 3.14 Given the matriz

A:

= O N
S N O
o O W

Find det(A~1ATA).
Since

det A =

= O N
S N O
o O W

2 3
_7‘4 5’__147&07

it follows that A is regular, thus A~"! exists and

det(A"'det ATA) = (det A)™' - det A - det A = det A = —14.
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Example 3.15 Given the matrices

2001 a 00 0 1

0 Lo 0 a 01 0

A= ¢ and B=| 0 0 b 0 0 |,
01 a 0

L 00w 010 a0

1000 a

where a and b are real number.
1. Find det A, and also the rank of A for every a.

2. Find det B, and also the rank of B for every a and b.

1. First apply the row operations R := R; — R4 and Ry := Ro— R3 and then the column operations
S1:= 51+ 54 and S5 := S5 + S3. This gives

a 0 0 1 a—1 0 0 —(a—1)
10 a 1 0] 0 a—-1 —(a—1) 0
detA = o 1 4 0|7 o 1 a 0
1 0 0 a 1 0 0 a
10 0 -1 0 0 0 -1
B 2|01 -1 a0 0 -1 0
= (=17 ¢ 4 0 |=/e—1 0 a+l a 0
1 0 0 a a+1 0 0 a
= (-D*(a—1)*(a+1)° _(1) ’(1) ‘:—(aQ—l)Q

If @ # +1, then det A # 0, hence the rank is 4.
If a = 41, it follows by inspection that the rank is 2.

2. When we expand after the third row we get
detB=0-det A= —b-(a®—1)%

The rank of B is 5, unless either a = +1 or b = 0.
If a = +1 and b = 0, then p(B) = 2.

If a = +1 and b # 0, then p(B) =3
If a # £1 and b = 0, then p(B) = 4.
If @ # 41 and b # 0, then o(B) =5
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Example 3.16 Given a and b real numbers, and given the matrix

1 2 3 4
4 3 2 1
A= a 2 3 4
4 3 2 b
Compute det A, and find the rank of o(A) for every pair (a,b) € R?.

We get by the row operations Ry := Ry — R3 and R4 := R4y — Rs that

12 3 4 1-a 0 0 0
43 2 1 4 3 2 1
detA =1 9 3 47| 4 23 4
43 2 b 0 00 b1

= (1-a)/b-1)| ] 3’25(1_@@_1).

If a # 1 and b # 1, then o(A)
If a=1and b# 1, then o(A)
Ifa#1and b=1, then p(A) =
If a=1and b=1, then p(A)

Example 3.17 Given the matriz
z+y 3 2 1

I R )
A= 0 9 z—y 3 | where (z,y) € R”.
0 3 0 1

Find all pairs (z,y) € R?, for which det A = 1. (Sketch the set of solutions).

We first compute the determinant,

r+y 3 2

1
1 0 0
det A = 0 L o0 =(x+y)| 2 z—y 3
0 2 z—y 3 3 0 1

0 3 0 1

1 0
= Grie-n| gy V|-

It follows that det A = 1, when (x,y) lies on the hyperbola z? — y? = 1.

Example 3.18 Given A a reqular matrix, the elements of which are integers. When are the elements
of A= also integers?

1

Assume that the elements of A and A~! are all integers. Then both det A and det A~! = ot A are

integers. This is only possible, if det A = £1.
In on the contrary, A has only integers as elements, and det A = +1, then A~! has clearly also only
integers as elements, because the complementary matrix has only integers as elements.
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-3

w

Example 3.19 Assume that A is a square matriz, and denote by K its complementary matrix.

1. Prove that if A is reqular, then

det Ka = (det A)" !

and Kk,

= (det A)"2A.

2. Prove that if A and B are reqular of the same type, then

Kas = KaKB.

3. Try also to prove the claims from 1) and 2) for singular matrices.

1. It follows from

-1

that

_ 1
T det A

(Ka

)T

Ka=detA- (A )7,

hence

det Ka = {det A}" -det (A™") = (det A)" "

Furthermore,

—1

A T JetKa

1

’ {KKA}T

1

When we solve in Kk ,, we get

Kk

A=

- det KA

(det A)n—1

det A

det A

A = (det A)" %A,

1 T

~detA {(A_l)T}il ~deAl
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2. By the definition,

(AB)™! = s (Kan)

hence

Kag = detA-detB-(B'A™1)T
detA- (A™1)" . detB- (B')" =Ka - Kg.

3. The question is not precisely formulated. We should at least require that n > 2. If n = 2 and

det A =0, then
A:(‘c’ Z) med KA:<_CCl _2) and KKA:<Z Z):A.
It follows that
det A = det Ka =0 = (det A)*> 1
hence the first formula is correct.
If we interpret (det A)"~2 := 1 for n = 2, then the second claim is also true for n = 2 and

det A = 0.

With us you can
shape the future.

Every single day.

For more information go to:
WWww.eon-career.com

Your energy shapes the future.
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In general, the claims can now be proved by a continuity argument known from Calculus.

Consider det A as a continuous function with the n? elements as variables. In each term, a4j
occurs at most of degree 1, hence det A is of class C*°. The set

{A | det A =0}

is closed and of dimension n? — 1, and since det A is C°, we can to every fixed A, for which
det A =0, find a set {A. | e > 0}, such that A, is continuous in £ > 0, and

lim A, = A and det A, =¢ > 0.
e—0+

Now, 1) and 2) hold for each of the matrices A. (and B.). The formation of KA is also a
continuous function in the n? variables, and we have continuity in e. Thus we get for n > 2 that

det Ka = lim detKa, = (det A.)" "' = (det A)" ! =0,

lim
e—0+
and

Ki, = lim Kg,, = lim (det A2 AL = (det A)"2A,

where vi for n = 2 have

(det A)" ?=e"=1—1 fore—0+.
If n > 2, then we get instead

(detA)" 2 0" 2=0 fore—0+.

In the same way we get

KAB = lim beAEBE = KAKB.
e—0+

Example 3.20 Find all a, for which the determinant of the matriz
-1 1 -1 0
1 -1 -1 1
-1 -1 a -1
-1 -1 -1 3-a
is equal to 0. Find for the largest and the smallest of these values of a the complete complete solution
of the system

(1‘1 T2 I3 1’4)A: (2 2 2 0)

A_:

When we add all rows we get after some reductions,

-1 a -1 0 a—3 a—-3 a—-3 —(a—3)
a -1 -1 1 a 1 -1 1
detA =1 1 4 4 1|7 21 4 a 1
1 -1 -1 3—a 1 -1 -1 3—a
11 1 -1 1 1 1 1
B a -1 -1 1 B 0 —a-1 —-a—-1 a+1
= (@=3) 1 1 4 1|73y o ai1 2
1 -1 -1 3-a 0 0 0 2-a

= (a+1)3*a—2)(a—3).
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This expression is 0 for a € {—1,2,3}, where a = —1 is a double root.

The system of equations is transposed into

-1 a -1 -1 2
a -1 -1 -1 ]2
-1 -1 a -1 o 2
0 1 -1 3—a 0
For a = —1 we get the reductions
-1 -1 -1 —-1| 2 1 1 1 1] =2 10 2 -3\ -2
-1 -1 -1 -1 2 00 OO0 0 0 1 -1 4 0
-1 -1 -1 -1 2 00 00 0 00 0 O 0
0 1 -1 410 01 -1 4 0 00 0 O 0
of rank 2. Choosing x3 = s and x4 = ¢ as parameters we get
T =—-2—2s+3t and To = 5 — 4t,
and the complete solution is
x =(-2,0,0,0) +s(—2,1,1,0) + ¢(3,—4,0,1), s, t € R.
For a = 3 we get by reduction
-1 3 -1 —-11 2 1 -3 1 1] =2 1 -3 1 1] =2
3 -1 -1 —-11| 2 0 8 —4 —4 8 0o 2 -1 -1 2
-1 -1 3 -1 | 2 0 -4 4 0 0 0 1 -1 0 0
0 1 -1 010 0 1 -1 0 0 o 0 0 O 0
1 -1 0 010
0 1 0 -1 | 2
0 1 -1 010
o 0 0 010

which is of rank 3. Choosing x5 = s as parameter, we get

r1 =S8, rz3=s and xz4=-2+s,

so the complete solution is

x =(0,0,0,-2) + s(1,1,1,1), s eR.
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Example 3.21 Denote by A the matrix

2 4 0
A= 2 10 -4
4 —4 13

1. Find a lower triangular unit matriz L and an upper triangular matriz U, such that A = LU.
2. Prove that AT is regular, and find det ((AT)_l).

3. Solve the system of equations

1
Ly = [
10
and then also
1
Ax = 7
10

1. We get by a simple Gauf} elimination,

2 4 0 2 4 0 2 4 0
A= 2 10 —4 ~ 0 6 —4 ~ 0 6 —4 =U,
4 —4 13 0 —-12 13 0 0 5
hence
1 0 0
L= 1 1 0 |,
2 -2 1
and whence
1 0 0 2 4 0 2 4 0
LU = 1 1 0 0 6 —4 = 2 10 —4 =A.
2 -2 1 0 0 5 4 —4 13

2. It follows from det AT = det A =detU=2-6-5= 60 # 0 that A” is regular, and

Aoy 111
det(<A) )‘detAT_detA_Go'

3. It follows from

1 00 Y1 Y1 1
Ly = 1 1 0 Y2 = Y1+ Y2 = 7
2 =2 1 Y3 2y1 — 2y2 + Y3 10
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that y1 =1, y2 = 6 and y3 = 10 — 2 4+ 12 = 20, hence
v = (1,6,20).

Then Ax = L(Ux) = (1 7 10)7, when

2 4 0 T1 1
Ux=| 0 6 —4 o =y= 6 |,
0 0 5 T3 20
11 44 41
so x3 =4, 6xo = 6+ 16, i.e. x5 = 3 and 2z, =1 — 3 = —3 and therefore

41 11
x=[-=,=,4).
(55

CHECK. The numbers are apparently untypical compared with the usual examples, so one should
indeed check the results- We get

41 44
e I |

, 22-16=6, 5-4=20,
33

and the results are correct. ¢
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Example 3.22 Given the matriz

A =

— N =

2 1
5 a |, where a € R.
-1 a

1. Find a lower triangular unit matriz L and an upper triangular matriz U, so A = LU.

2. Prove that A is reqular for all a € R, and compute det (AATA’1>.

1. It follows by a simple Gauf} elimination that

1 2 1 1 2 1 1 2 1
A= 2 5 a ~ 01 a—2 ~ 01 a—2 =U
-1 -1 a 0 1 a+1 0 0 3
where
1 0 0
L= 2 1 0 |,
-1 1 1
and
1 0 O 1 2 1 1 2 1
LU = 2 1 0 01 a—2 = 2 5 a = A.
-1 1 1 0 0 3 -1 -1 a

2. It follows from det A =detU =1-1-3 =3 # 0 that A is regular for all a € R.

Furthermore,

det (AATA™) = det A - det AT+ (det A1) = det A = 3,
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Example 3.23 Given the matriz

1 1 2
A=|1 0 3
1 -2 1
1. Prove that A is reqular and find A=".
2. Given the vectors vy, U, U3 by the coordinates

(17172)7 (1a073) and (17_271)

i an ordinary rectangular coordinate system of positive orientation.

Find the coordinates of the vectors

— —

’U71=172><’l73, 11_)'2:U3>< 1

and ’Lﬁg = ’171 X 172.

3. Denote by W the matriz, where the coordinates of w; are given by the j-h column, j =1, 2, 3.

Prove that
W = (det A)A_l.

1. It follows from

1 1 2 1 1 2
detA=1|1 0 3|=]0 -1 1 ‘
1 -2 1 0 -3 -1

that A is regular.

Then compute the complements,

0 3 1
A11—‘_2 1‘—6, —A12——‘1
1 2 1 2
—14212—’_2 1‘2—57 A22=’1 1‘2
1 2 1 2
A31‘0 3'37 Asz‘l 3
sa
1 6 —5 3
A—lzZ 2 -1 -1
-2 3 -1

—170
1 0
As=|1 0]=-2
1 -2
1 1
—A23——‘ 1 _9 ’:3,
1 1
A33_‘1 0‘17

CHECK. These examples are full of details, so one should always check one’s computations. In

the present case we get

1 1 2 6 —5 3 1
1 0 3 |- 2 -1 -1 | = 1
1 -2 1 —2 3 -1

and we have checked our solution.

O O

O =~ O
= O O
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2. Then by a computation,

= (67 27 72)7

Wy =

e
(aw]
— o O

= (_5a _173)7

&t
|
e
|
)
o = QL

—

w3 = == (3771,71).

e
o~
w o M

3. It follows immediately that

6 -5 3
W = 2 -1 -1 | =4A ' =(detA)A ™"
-2 3 -1

Example 3.24 Given the matriz

0 0 0

A= where a € R.

o= O R
o= o

1 1
0 0
0 a

1. Find det A and det (Alg).
2. Find the rank of A.

3. Solve the linear system

Ax =

SO O

where b € R.

1. We find

det A =

2 oo
o = O
I
I
S

o= O
L O = O
o~ OO
I
|
O = Q

oo = O

and

det (A'?) =

S O =

Q O

o = O
I
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2. If a # 0, then det A # 0, hence the rank is 4.
If a = 0, then it follows immediately that the rank is 2.

3. Then by a reduction we get for a # 0 that

00 a 0 0| b 1 0 1 0 0
10100 0100 b
APl =19 101|000 10] ¢
00 ao0fbd 000 1|t
100 0] -2
o lorool| ¢t
0oo010| L
000 1] b
a
thus
X = <—E,E,é,—é> for a # 0.
a a a a
If a = 0 and b # 0, then there are no solutions.
&= The Graduate Programme
I]O]'ned MITAS because_ . for Engineers and Geoscientists
I wanted real responsibility Maersk.com/Mitas

o & e ._:‘ S
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Finally, if a = b = 0, then
Ty =8, x9=1, xT3=—8, x4=—1,
thus

X = 8(1707 713 0) + t(oa ]-a Oa 71) = (Svta -, 7t)7 S, te R

Example 3.25 Given the matrices

3 —6 -2 2 4 2
A= 2 5 2|, B= 2 -3 -1
—2 -6 3 -3 3 0

Compute A? and AB. Then find A~ and det B.

We obtain by mechanical computations

-3 —6 -2 -3 —6 -2 100
A% = 2 5 2 2 5 2 |=1010
—2 -6 -3 -2 —6 -3 00 1
and
-3 -6 -2 -2 4 2 0 0 0
AB = 2 5 2 2 -3 -1 |=10 -1 =1
-2 —6 -3 -3 3 0 1 1 2

It follows from the former expression that A~! = A. In particular, det A = +1.
It follows from the latter expression that
0 = det(AB) = det A - det B,

hence det B = 0.
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Example 3.26 Given the matrices

1 -1 0 b 1 0
A=10 1 0 |, B= 0 1 -1 1,
a 2 1 -1 -1
1 1 0 0o -1 -1
C= 0 1 01, D= 1 b b |,
—a —-2—a 1 1 b-—1 b

where a and b are real numbers.
1. Compute AC, BD, DC, and det A and det B.
2. Compute A=, B™1, (AB)~! and det(DC).

1. By mechanical computations,

1 -1 0 1 1 0 1 0 O
AC = 0 1 0 0 1 O |=101 0|,
2 1 —a —2—a 1 0 0 1
b 1 0 0o -1 -1 1 0 0
BD = 0 1 -1 1 b b |=(01 0|,
-1 1 1 1 v-1 b 0 0 1
0o -1 -1 1 1 0 a a+1 -1
DC = 1 b b 0 1 0 = 1—ab 1—b—ab b |,
1 b-—1 b —a —2—a 1 1—ab —b—ab b
1 -1 0
detA = |0 1 0 :’é _H_l’
a 2 1
b 1 0 b 1 0 b1
det B 0 1 -1 |=| -1 0 -1 :‘ 1 0‘:1
-1 - 1 0 O 1

2. Tt follows from 1) that A~! = C and B~! = D, and
(AB"' =B 'A"!'=DC,
and

1

det(DC) = det(AB) ™! = {det A - det B} ' = 1

=1.
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Example 3.27 Given the matriz

1 -4 —4
A=10 4 3
4 -4 =7

1. Find a lower triangular unit matriz L and an upper triangular matriz U, such that A = LU.
2. Solve the matriz equation AX = 0, where 0 denotes the zero matriz in R3*3.
3. Solve the matriz equation AX = A% + 3A.

4. Find all a € R, for which the matriz equation AX = aX, where X € R3*3, has proper solutions.

1. We get by a simple Gaufl elimination,

1 -4 —4 1 -4 —4 1 —4 —4
A=| 0 4 3 | ~10 4 3 |~10 4 3 | =10,
4 —4 -7 0 12 9 0 0 0
whence
1 0 0
L=| 010
4 3 1
CHECK:
1 0 0 1 -4 —4 1 -4 —4
LU= 0 1 0 0 4 3 1=10 4 3 1 =A. ¢
4 3 1 0 0 0 4 —4 -7

2. This can be done in several ways.

(a) Tt follows that

1 -4 —4 10 -1
U=(0 4 3 |~|04 3],
0 0 0 00 0

so 1 = x3 and 3xy = —4xq, which e.g. is fulfilled for (4,—3,4). This gives

4s 4t 4u
X = —3s =3t —3u |, s, t, u € R.
4s 4t 4u

(b) ALTERNATIVELY, AX = LUX = 0 is equivalent to UX = 0, because detL # 0. Then
continue by a variant of the above.
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3. We reformulate the equation to
AX-A-3)=0,

from which follows that this is in principle solved in 2), hence

4s 4t 4du 4 —4 —4 4s 41 4u
X = A+3I+| -3s =3t —3u | =10 7 3 |+ —3s =3t —3u
4s 41 4u 4 -4 —4 4s 41 4u
0 0 O 481 4t1 4u1
= 3 4 0 + —3s1 —3t1 —3uy s $1, t1, up € R.
0 0 0 451 4t1 4u1

4. The characteristic polynomial is

1-A -4 —4 A—1 4 4
det(A—A)=| 0 4-Xx 3 |=—| 0 A-4 -3
4 -4 7= -4 4 A+7

= —{(A=1D)(A=4)(A+7)+48+16(A—4)+12(A—-1)}
= — {(N=5A+4))(A+T7)+28\+48—64—12}

= — {N\* +2)% — 31\ + 28 + 28\ — 28}
=-A(A+2X1=3) = -AA+3)(A—1).

The answer is a =0, a =1 and a = —3.

Remark 3.1 For completeness we add the solutions, which are not requested in the example.
If @ = 0, then we see that e.g. vi = (4, —3,4) is a eigenvector.

If @ = 1, then we get the reductions

0 —4 -4 1 -1 -2 1 0 -1
A-I=1(0 3 3 |1 ~10 1 1 |~ 0 1 11,
4 —4 -8 0 0 0 0 0 0
thus an eigenvector is e.g. vo = (1,—1,1).
If a = —3, we get the reduction
4 —4 —4 1 -1 1
A+3I=1] 0 7 3 | ~10 7T 31,
4 —4 —4 0 0 0

so an eigenvector is e.g. vs = (10,3, —7).
In each of the three cases the solution is constructed by means of columns,

X = (sv; tv; uvy), where s, t, u € R. O
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Example 3.28 Given the matriz

1 -1 -1
A= 3 -1 1
-3 1 -1

1. Find all (3 x 3) matrices X, which satisfies
AX =0.

2. Find the characteristic polynomial of A in the form
R(/\) = a3>\3 + a2>\2 + a1 A + ao,
and prove that

(4) a3A3 + a2A2 + alA + 0,01 =0.

3. Apply e.g. (4) to find a particular solution of the matriz equation
(5) AX =—-A%42A.

4. Find the complete solution of the matriz equation (5).

1. We get by reduction

1 -1 -1 1 -1 -1
A = 3 —1 1 |~ 0 2 4
-3 1 -1 0 0 0

1 -1 -1 1 0 1

~ 0 1 2 |~ 0 1 2

0 0 0 0 0 0

An element of ker f is e.g. (1,2, —1), so ker f has the dimension 1.
The complete solution of AX = 0 is given by

S t U
X = 2s 2t 2u |, s, t,ueR.

2. The characteristic polynomial is

1-x -1 -1 1-x -1 -1
det(A—AD)=| 3 —1-X 1 |=| 0 —Xx -\
-3 1 —1-2A 31 —1-2\
1-x -1 -1 1-x 0 0
=-A o0 1 1 |=-A 0 1 1
3 1 —1-2A 3 1 —1-2A
1 1
= —A(1-N) ’ ‘ = A1 =M\ (=A—2)

I —1-2)
=-AA-1DA+2)=—{N+ X -2x},
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so apart from the sign,
R(O\) = A% 422 =2\
where

as = 1, ag = ]., ay = 72, apg = 0.

Then we compute

1 -1 -1 1 -1 -1 1 -1 -1

A% = 3 -1 1 3 -1 1 |=|-3 -1 -5 |,
-3 1 -1 -3 1 -1 3 1 5
1 -1 -1 1 -1 -1 1 -1 -1

A3 = 3 -1 1 -3 -1 -5 | = 9 -1 7],
-3 1 -1 3 1 5 -9 1 -7

By 2020, wind could provide one-tenth of our planet's
electricity needs. Already today, SKF’s innovative know-
how is crucial to running a large proportion of the
world's wind turbines.
Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our
stems for on-line condition monitoring and automatic
ication. We help make it more economical to create
eaper energy out of thin air.
our experience, expertise, and creativity,
industries ca st performance beyond expectations.
Therefore we'need the best employees who can
eet this challenge!
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thus
R(A) = A®*4+A%-2A
1 -1 -1 1 -1 -1 2 =2
= 9 -1 7T+l -3 -1 =5 |- 6 —2
-9 1 =7 3 1 5 -6 2
1+41-2 —-1-142 —-1-1+2 0 0
= 9-3-6 —-1—-1+2 7-5-2 = 0 0
—-94+3+6 1+1—-2 —T7+5+2 0 0
3. It follows from A3 + A% — 2A = 0 that
—A3+2A = A% = AA,
hence a particular solution is Xg = A.
4. Combining 1) and 3) we obtain the complete solution
1 -1 -1 s t U
X = 3 -1 1 ]+ 2s 2t 2u |, s, t,ueR.
-3 1 -1 -s -t —u
Example 3.29 Given the matrices
2 0 0 1 1 1 2 11
A=(120])], B=(0 2 0], C=|140
1 0 1 0 0 2 1 0 4
1. Compute det (A2B*1 (AT)fl).
2. Find the LU factorization of A.
3. Can A be diagonalized?
4. Check if A and B are similar matrices.
5. Is C positive definite?
1. Since det A = 4 and det B = 4, it follows by the rules of calculations that
det (AQB‘l (AT)_1> — (det A)2(det B)~L(det A) ! = 42. 471 .4~
2. This question is almost trivial,
2 00 1 0 0 2 00
120:%10 0 2 0 |=LU.
1 01 5 01 0 0 1

-2
2
-2
0
0 | =o.
0
L=1.
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3. Since A = 2 is of algebraic multiplicity 2 and geometrical multiplicity 1, we cannot diagonalize
A. In fact, we get by reduction,

00 o0 1 0 0
A-2I=(1 0 O |~(0O0T1],
1 0 -1 0 0 0
which is of rank 2, so the dimension of the eigenspace is 3 —2 = 1.
4. Both A and B have the characteristic polynomial
~(A =1 -2

and an inspection shows that A = 2 in both cases have the geometric multiplicity 1. Hence they
are both similar with the matrix

2 1 0
0o 2 0 |,
0 0 1
thus
2 1 0
A s 0 2 0 s B.
0 0 1

Since similarity is an equivalence relation, we conclude that A and B are similar.

5. The matrix C is symmetric and it has the characteristic polynomial

21 1 1
det(C—AI) = | 1 4—A 0
10 4-»
14— 2-0 1
- ‘1 0 ’+(4_A)‘ 1 4—/\‘

= A-N{-1+A-2)A—4) -1}
= —(A=49{N-6r+6}=—-(A—4){(A=-3)°-3}.

The roots A = 4 and A = 3 + /3 are all positive, so C is positive definite.
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algebraic multiplicity, 111

complementary matrix, 94
curve, 25

determinant, 81

Gauf} elimination, 5, 6, 7, 9, 10, 15, 77, 100,
106

geometric multiplicity, 111

Gram-Schmidt method, 80

homogenous system, 13

idempotent matrix, 32
inverse matrix, 59, 60, 71
inverse of matrix, 62

LU factorization, 77, 110

matrix, 30
matrix of permutations, 75

over determined system, 7

parabola, 26
positive definite matrix, 110
product matrix, 30

rank, 102
rank of matrix, 35-37, 40, 42, 44, 47, 50, 62
regular matrix, 62, 65, 69, 98

scalar product, 78, 80
similar matrices, 110

total matrix, 18
triangular determinant, 85
triangular matrix, 70, 75, 98, 100, 106
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