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Foreword

This book is the outgrowth of the meeting “Quantum brain dynamics and the
humanities: A new perspective for the 21st century”, which was held at the In-
stitute for Scientific Interchange (ISI) in Torino, Italy, in November 2002. The
meeting was born from an idea of Globus Gordon, to gather those involved
in the formulation of the quantum model of brain, initiated by Luigi Maria
Ricciardi and Hiroomi Umezawa in the middle of 1960s, to discuss in some
informal but productive way the model implications for literature, philosophy,
and the arts. His conviction was that the quantum model of brain could be
in some sense the prototype of a new conception of making science: without
loosing its characteristics and the powerfulness of the Galilean method, sci-
ence must recover its merging with humanities, from which it has diverged
during its development. On the other hand, humanities cannot ignore the
logical and formal (mathematical and methodological) apparatus of science.
Knowledge should not continue to suffer a conceptual splitting between hu-
man science and natural science. New ways of thinking are needed to effect a
rapprochement.

The meeting was thus conceived to be a first limited attempt, a sort of
“experiment” of “thinking together” quantum brain dynamics and humani-
ties, organized in the frame of the ISI Project “Expanding Perception”. The
ISI Project aims to explore that domain of complexity theory that lies at the
boundary between “hard” science, arts, linguistic and bears as well on cogni-
tive and perception science (including the notion of mental space as induced
by knowledge structuring and language).

The meeting was a successful one. After few tutorial sessions aimed at cre-
ating a common dictionary and reciprocal understanding, which by themselves
were an enjoyable example of “understanding the other’s reasons” – not only
the other’s “words”! – the participants could feel the gratifying atmosphere of a
real collective thinking by a working research group. The singularity, however,
of that “happening” was in the disparate cultural provenance of the partici-
pants, in the fact that the physicist’s effort was to read underneath his formulas
if and where the conceptual images and the logic of the philosopher could find
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their place. And the philosophers tried to understand where in their theoret-
ical schemes observations in the neurophysiological laboratory could find a
counterpart. The participants tried to construct links, to end up with a con-
ceptual net. Therefore, even metaphors, when adopted, were used for what
they literally are, tools to “carry over”, to bridge apparently separate linguistic
(conceptual) levels. To think together, indeed.

This book is the continuation of that experiment. In practically all the
papers reported here there are strong echoes of the discussions among the par-
ticipants at the meeting. The book, however, is far from answering questions;
on the contrary, it poses them. Of course dis-homogeneity remains. . . thinking
together science and humanities must be necessarily an interminable effort, dy-
namically changing in the course of time, with a somewhat dis-homogeneous
appearance. This book is only a small step in such a direction. Thinking to-
gether is not a simple minded unification. The objective is on the contrary
to have a coherent view of the totality of the differentiated objects of today’s
human sciences and natural sciences studies.

Perhaps, the secret for a true merging is in the assumption, on both sides,
that humanity is the canon, the measure (the ratio) of everything else. It
might be comforting that under such an assumption in the Italian Renais-
sance, painters and sculptors were listed as mathematicians in Pacioli’s Summa
de Arithmetica (1494). The first book of De Pictura (1435) by Leon Battista
Alberti was completely devoted to “matematica”. Knowledge, no matter how
reached, was only one.

The meeting discussions pointed to a common direction where the partic-
ipants, no matter their cultural provenance, were apparently converging: the
idea that one cannot think in terms of isolated “elements” or “individuals”, in
biology as in physics, in psychology as in cognitive sciences. Rather one should
think in terms of the cooperative dynamics among constitutive individuals
which manifest themselves, at a larger scale, as a coherent system.

In many instances, the humanities, to which actually such a view is not
completely extraneous, have been conditioned by the “atomistic” approach in
natural sciences. During the latter part of the 19th century field theoretical
concepts were regnant in the scientific community. Atomism came roaring in
at the turn of the century. For the latter part of the 20th century, quantum
field theory began to recognize what the earlier generation, Bohr, Heisenberg,
Pauli, Dirac and Wigner had already been trying to say. But when confronted
with explanations, most quantum scientists often continued to fall back on
particles.
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On the other hand, subsequent successes of natural sciences, which could
be achieved only by letting the atomistic view evolve into the modern field
theoretical view, were not so deeply influential for the conceptual apparatus
of human sciences. Moreover, not only humanities did not share the shift to
field theory in the scientific conception, but also large sectors of “hard” sci-
ence (think, e.g., of some sectors of biology and biochemistry) are still today
bound rather to the atomistic view than to the field theory conception. It is
interesting to notice that the humanities, in particular, are touched by the
initial revolutionary steps of the 20th century, not so much for the new re-
sults they were providing, but for the halo of mystery and unknown they were
still carrying along. It is also most interesting that the conceptual content of
the Maxwell equations for the electromagnetic field, which still belongs to the
classical physics view, is largely ignored in very large sectors of the humanities.

Apparently, it is the concept of field which is found frightening. The on-
tological prejudice by which “things” are made of little beings, individuals,
atoms, able to survive even in the absence of any interaction with similar be-
ings, strongly contrasts the idea, implicit in the concept of field, of abandoning
the individuals as “the actors” able to establish or not establish some sort of
relation with other individuals. In the concept of field the “action” is more
fundamental than the actors, and there cannot exist one isolated, single actor,
but only a multitude of them. Here there is a profound shift in the conception
of the Being.

This conceptual shift, embedded in the formalism of quantum field theory,
is the root of the modern understanding of solid state physics, of elementary
particle physics, and of cosmology. The question is, then, whether time is ripe
for thinking together science and the humanities on the basis of this revolu-
tionary shift in the conception of the Being. The quantum field model of brain
and of living matter provides an appropriate venue for such a challenge. What
the group of people gathered in Torino hope to offer to the 21st century is com-
bining their transdisciplinary sensibilities with the volume of data accumulated
through the 20th century revolutionary experiences.

In these dark days, their commitment is to adopt in their search the spirit
of the Tokyo ’99 Declaration:1 Their hope is that the effort put forth in eras-
ing “the egocentric discipline-confined approach” would be “for serving the
human welfare, never warfare”.

We warmly thank Professor Mario Rasetti and the ISI Director, Dr. Tiziana
Bertoletti, for enthusiastically accepting the idea of our meeting and for includ-
ing it in the ISI programs. The meeting could not have been realized without
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their help and the financial support of the ISI. We are also thankful to the ISI
staff for their patience and the work done in organizing the meeting.

Finally, we are grateful to Springer-Verlag Publishing Company for giv-
ing us permission to reprint in this volume the 1967 paper by Ricciardi and
Umezawa on the quantum model of brain. Our thanks also go to Mrs. Bertie
Kaal of the John Benjamins Company for her patience and assistance in the
editing process of this book.

Gordon Globus, Karl Pribram and Giuseppe Vitiello
Irvine/Georgetown/Salerno, November 2003

Note

. Yasue K., M. Jibu, & T. Della Senta (2001). No Matter, never Mind. Proceedings of Toward a
Science of Consciousness: Fundamental Approaches (Tokyo ’99). Amsterdam: John Benjamins.



Chapter 1

Doubling the image to face the
obscenity of photography

Nadia Prete
Artois University, France

The double is put in place via compositions made of photographs and
photocopies. These compositions called “photobjets” superpose and juxtapose
layers where the images thus created face “the un-possible image”. This
artistic questioning led us to think that if Photography can still be considered
as an epiphany, it is because it unveils the obscenity it carries. It works
through its two qualities: its proximity to reality and its singular fixity. Is the
doubling of the image compulsory to escape its obscenity or to face it better?

Artists make objects, look at them, ask them questions.
The artist starts sounding the body of his work as a practitioner tries to un-

derstand what the symptoms have to say about his patient’s problems. For our
questioning of the double, symptoms are creations made from photography.
They are built in various forms setting several images in a relation of duality.
I named these works photobjets because they carry images made from traces
of light and because they can be handled like objects. Their singularity lies in
their composition: they are made of at least two layers, each presenting an im-
age, that are superposed thus creating an element. Often, juxtapositions of such
elements may compose a more complex photobjet. Studies done some ten years
ago from the point of view of form will be described later on. Subsequent – and
further to the realisation of these studies, I was able to start questioning myself
on the subject of the photographic image and on the approach to the obscenity
I feel it contains. Other works have answered this questioning but they will not
be called upon here.

To photograph is to duplicate. It is an attempt to give an image of Real-
ity – ideally speaking, for reality is moving. The photographic double of what
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has been there at a given moment in time – never set and already gone – will
always be at a distance from the present moment which is looking at it. The dif-
ference in time and thus the distance in perception added to the photographic
petrifaction imposed by exposure – between what was there in the pulse of the
living object and what is now in my hand facing my eyes captured by the photo-
Medusa – created an insurmountable obstacle for the photographic double,
image of an image, to become the exact replica of a perceived reality. Reality
cannot be trapped. Its instability forces us to accept that we have to approach
it by fractions, substitutes of reality built for our understanding.

It is important not to believe in the unicity of reality and to see these part-
reproductions as resemblances, both true and false, allowing us to get closer to
the idea of reality. Photography is but one expression of reality, momentarily
giving it an existence in which we can believe and in which we can invest. For,
as Clément Rosset said, reality is insufficient to give an account of itself. This
is why “what counts is that the meaning is not here but actually elsewhere –
hence a duplication of the event which splits itself into two elements: its imme-
diate expression and what this expression expresses, i.e. its meaning” (Rosset
1984:76).

It is uncertain that photography, by doubling reality in images which de-
lude us, is the best way to perceive reality. But, it enables the capture of a
restricted reality which is then defined by the limits of the image. The advan-
tage of these multiple limits is that they hold no illusion. They demonstrate
what the act of looking really is: a mental construction of what is seen, in the
form of a double. This construction is like the lining of a garment, it follows
the garment’s outline, fits its shapes but merely remains a light cloth reproduc-
ing it. Another self born of itself that slips into it while making a protective and
discreet separation. Therefore, if all photographs put together are a thin double
of the world, the photographic extract never stops recalling the limitations of
the act of capturing the visual. What the eye records (just like a camera) is but
a small portion brought forward for analysis, at best inviting us to stop. Paul
Virillo summarizes this situation in one single formula: “To see is to be limited
in one’s field of vision; to see is not to see” (Virillo 1997). Thus, to see a photo
and apply oneself to what it offers is evidently not seeing reality, of which, as all
doubles, it merely gives the illusion, but it is to believe and through this belief,
see its appearance.
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“Photobjet”

I was not satisfied with the taking of one unique photographic image.
The contiguous relation between two (or more) images came to me as a so-
lution to bring me closer to what I was looking for. To come closer to this
ideal image, a double was necessary. To capture reality partially one could use
photography. But, to get closer to our relation with reality, a creative work in
the form of a composition was necessary. I could not include everything in one
representation; this does not mean I did not want to try. I could not do it from
a strategic point of view, my first approach is always based on the concept of
duality: bringing two units closer to find the third one, the impossible one. Two
layers were necessary: the image and its double talking to each other and touch-
ing each other, thus inviting us to consider their exchange system, to question
the meaning proximity generates.

Even if each unit is divided up in smaller elements (mini-units) and the
construction becomes, by juxtaposing these elements, more complicated, each
unit contributes to a system of proximity. The first unit, within its own divi-
sions, is given several forms to show that one’s choice among all the elements is
infinite and that there are always multiple and infinite variations to be found.
The unique relation between the small unit and another small unit leads to re-
newed waiting because each time they are representative of and question this
continuity in a pair that repeats itself.

For five years, I thus made objects out of plane surfaces (cloth, tracing
paper, transparencies) on which I laid images from photographs. In the be-
ginning, these objects were made of two or three superposed and more or less
opaque layers. Later on, they were made of juxtaposed elements (two to fifteen)
themselves made of a transparent layer superposed on an opaque layer. First,
I used canvas and picture frames that did not let through what was under the
first visible image. This first layer was willingly made narrower and through
the overlaps on its sides one could make out one or two underlying layers. I
started using tracing paper when I abandoned the third layer. In 1991, when I
made “Ecrans” using only two superposed layers, I photocopied the image on
tracing paper. Whereas in 1990, all my works were made of three superposed
layers and a photograph was laid on the top layer. An image was made visible
under the translucence, the interrelations were then limited to the relation both
images have permanently when thus trapped. The images are not separated by
a supportive-layer anymore (cloth, paper, frame) and thus remain perpetually
contiguous. They touch each other like a garment touches the skin, exchanging
actual experiences that give meaning to their existence. When using tracing pa-
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per, a third layer was impossible since what was important was to see everything
together or more precisely, to have a perception of this togetherness as a whole
and to understand that it was made of two images in strong relation. Later on,
the scrambling and the moiré created by the tracing paper between the images
was further lightened by the use of a transparent plastic medium; it scrambled
with less modesty. The two layers’ proximity allows one’s eye to embrace both
layers at the same time, until it feels it is lost to itself. Tracing paper allows for
acclimatization, for a time of latency during which the insert of the image to
come does not happen with the same quality. This difference in the crossing
of light, from one to the other medium, almost puts them in opposition. On
the one hand, the opaqueness (of tracing paper) that retains part of the viewed
object is the visible condition; on the other hand, the transparency (of trans-
parencies) does not allow for the eye to be stopped and brings one back to the
idea that there is some truth in the illusory sincerity of seeing everything. Us-
ing transparencies as photocopying material prompted me to think that with
transparency one does not see anymore. One cannot stroll about the world’s
reality anymore when entering transparency’s foldings, when moving deeper
from front to rear, when exploring its contours and thus, transparency kills
knowledge by erasing all mystery.

Once the two-layered structure with an image on tracing paper or trans-
parency was fixed, I constructed photobjets up to 6 metres long by juxtaposing
such structures (two to fifteen). In photography it is quite usual to see such
horizontal juxtapositions. It is thus not the construction of the photobjets that
intrigues and always disturbs, but the fact that the superimpositions hide the
image of the lower surface. They are placed like concealing veils saying: “Look,
lift me”.

Photobjets, made of multiple structures, increase the number of readings.
Reading is thus diachronic and synchronic. The viewer is invited to act twice:
lift and move. If he does not do so he will only have a partial vision and will
not see it all. By superposing images and moving them closer to one another,
photography’s singularity is evident: it is possible to “leaf through” it. This is
what makes us use photography rapidly in everyday life for illustration and
documentation (posters, newspapers, books, or for remembrance). Only after-
wards is this singularity presented to us as a matter for meditation. Sur-prise1

can thus immerge when, at the precise instant an image suddenly stands out
and the eye stops, a swarm of other talkative images come to mind at this exact
same moment to envelop the unexpected image.

Photobjets are not only about the relations between forms, calling to our
mind some similarities in lines and volumes. They are not only about “photo-
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graphicity”, in the sense that a painting refers to its pictoriality as we have
been taught to understand since modernism. Photobjets are realities perceived
through a glimpse at reality, that are invited to build other images. Photo-
graphy has always more to say about perception than about itself and that is
what makes both its weakness and its strength. By superposing and juxtapos-
ing, I imply that behind and between the layers, an image is always going to
appear. It is this image, the image that seems veiled for eternity that I would
like to catch in a constructed insert.

The insert is quite obviously the space taken, and apparently empty, that
appears between photographs or photocopies. A suspension is thus created,
that is favourable to the opening of various mental images, each one coming
from the others which enrich the real images that provoked them. One might
fear this suspension could only take us further from a truth much franker in
its immediacy. On the contrary, the constructed image made of physical super-
impositions and, more so, the non-image made of mental superimpositions
are fleeting appearances that are closer to a moving reality. Personally, too of-
ten do I feel that the photographic image that lets itself be seen on its own is
brutal. By withholding time and by keeping all things close to it, the photo-
graphic image so totally lacks self-restraint that it becomes obscene and in the
end, impoverishes my reflection. Since it shows so much at once, it does not
allow for distance of analysis anymore. The image is to be taken or to be left,
for immediate consumption or brutal rejection that sentences it, most of the
time, to indifference. Its only chance for survival is then to transform itself into
a symbolic image. An image that in our view will not be more exciting since it
thus becomes an emblem, the fixed totem of some fact of society.

“The un-possible image”

The execution of photobjets always comes back to our first concern: “Which
image?” Which image should we imagine today to enable its present to face
our future? Which un-possible image?

Un-possible could imply the possible existence of a unique image towards
which all of the artist’s efforts lead. An image, forever present and to be made
again and again, time after time, since as it is being made, it would be thrown
into the past and questioned by the present (only one possible image).

Un-possible could express the difficulty to be satisfied with executions that
would express a whole, that would contain, even momentarily, what is essential
to be expressed. There would be nothing new for art to draw from such an ob-
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servation. If it was not for the endless quest, inhabiting all artists, to always
go beyond, there would be only one work of art in each discipline, renew-
able in different times and different spaces, I admit to it, and it would be The
representative of The Work of art (the impossible image).

Un-possible is a play on writing in French or rather, a play on sound. It is a
contraction that summarizes the idea that it is impossible to create in oneness.
One can thus see that, on the one hand, writing the un-possible image meets an
inner need different to the one which would have led me to write one impossible
image. On the other hand, the use of the definite article, the, implies the image
is unique on universal grounds whereas the use of the indefinite article, un, im-
plies the probability of several. I thus imply that no image has yet been possible
and made but, that different solutions can be acceptable. “The possible,” wrote
Henri Bergson, “is but reality to which an act of the mind is added that projects
the image in the past once it happened” (Bergson 1969:100). The possible is a
speculation that takes shape only once it has been realised. Bergson tells us in
one essay entitled “The possible and reality” his answer to somebody asking
him what were the possible directions for tomorrow’s work of drama:

“If I knew what tomorrow’s great work of drama will be, I would do it.” and
adds: “however, the work of art of which you speak is not yet possible” – “It
has to be possible since it will happen”, insists the person. – “No, it is not, I
admit at most that it will have been.” (Bergson 1969:110)

As long as the work of art is not made it remains impossible.

As reality creates itself, unpredictable and new, reality’s image reflects itself
behind itself in the indefinite past; thus, it was possible at all times; but it is
at that precise moment that reality starts having always been and this is why
I said its possibility, which does not precede its reality, will have preceded it
once reality happened. So, the possible is the illusion of the present in the
past. (Bergson 1969:111)

To think an impossible image is thus to dream it and, beyond, to work at its
realisation knowing that the quest is infinite since as time goes forward, the
present becomes the past; and that there always is an impossible image to cre-
ate, all the way until it is made possible. The un-possible image is the image
that would contain all: itself and everything surrounding it, time, space, reality
and its imagination. The image is of course never visible. However, in no way
should we become disheartened asking ourselves “what’s the use” since one of
art’s duties is utopia.





Nadia Prete, “Vestige No 1” (open), 1995
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I use the formulation the un-possible because I know it is not possible to
be satisfied with one photo. The mere possibility of “one” sounds impossible.
My photobjets approach the possibility of this unique image but I am perfectly
aware at the same time that its existence is only virtual. It is an image that
cannot be represented. If I accept this impossibility to be represented, I have to
set in place a system to show that however out of reach, I can hope to achieve it.
Thus, the peculiarity of my work is not the production of the Image anymore
but the image’s perception that the relation between two images should create.

Everything that is produced and that tends towards it does not form a set
of approaches brushing past it. Could these steps forward give us an idea of
what the image would be? Does the quest make sense? Pascal Quignard wrote:

Because the scene that is never present, that is “not-presentable”, can never be
“re-presented” to man, the production of that scene.” “No man can hear the
outcry when the semen that made him flowed out. (Quignard 1994:146, 226)

Is it reasonable to continue searching for it, even if it is it, the only image forever
present, that is of concern to us? Isn’t the iconoclast right refusing all approx-
imation? Since it seems that what makes the image impossible to produce lies
there, in the observation that this scene happens in a past that our present can
never find again and will never bring back. The image was, but its mystery re-
mains untouched. All I can hope for is to suggest it, to produce a vision of it
(image of light), to come close to what created it during the coupling of the
other two. The fact is, this image cannot be pre-arranged. I try to console my-
self of this deprivation by producing other images, building interrelations that
minimize this want, that state a more bearable human truth. Images are thus
accumulating or coming back introducing with each construction a new move-
ment. A movement which tries to approach the crack in the world; a gap that,
far from leaving us mute, makes us create new chants. And here we are, sus-
pended to these melodies; all of which seem useless and derisory and enable us
to face fear and instability as well as the drama and the unbearableness of the
primal scene.

The image, un-hoped for, that I call the un-possible image is the contrary to
Roland Barthes’ unary Photograph.

The Photography is unary when, it emphatically transforms “reality” without
doubling it, without making it vacillate (emphasis is a power of cohesion): no
duality, no indirection, no disturbance. (Barthes 1980:69)

This photograph does not “say” anything, it cannot be listened to and in it,
there is nothing from ourselves to be heard. If the photographer is not produc-
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ing this photograph, is he aware of the fact? How to be sure that the power of
the photographic image is there to keep the spectator alert, wounded by the
reading? One cannot ever be sure, one can only come close to it. This might
only be a hope. This fear is partially in all my installations. By harmonising my
images, by allocating a double to them, I secure them in the same way alpinists
do when they rope themselves up to avoid falling.

I know this image is impossible to be produced. It is an image that appears
and fades away during the attempts at producing it. This image does not belong
to the possible of images. Let us imagine, nevertheless, that one could manage
to bring it to an image’s reality. Wouldn’t it become dangerous for it to get
too close to reality, which structure it could then take? This image does not
exist and if it did, its fragility would be so great that it would disappear as
soon as it is approached. I would like to achieve it though, for its inaccessibility
and uncertainty are what makes its worth. The existence of this image, without
believing that it can be developed, must be hoped for. And since it cannot exist,
the image of light replaces it in the insert. This image of light does not pretend
it will materialize; to suggest it however, there are two images. Two, very real,
images that we can see, describe, analyse and touch: two wrecks gathered on
the coast of reality, grounded in the desire of a photographic eye.

At my first attempt at works of art using combinations of layers and before
photography even came in, three panels were organised as a polyptych. The re-
assuring symmetry of the construction created a hierarchy in roles. This form
did not last long once photographic images were added on panels. The three
panels were then superposed instead of being fixed in the form of a triptych on
hinges. The narrative structure that was cluttering the discourse on form was
thus questioned. The middle image was not the first one anymore, it was setting
the possibility that inserts are infinite: 1+1+1... ad infinitum. I have been able
to understand that my images took on their meaning in the inserts and within
the complexity of the inserts’ insert. And so on, until I understood that, maybe,
the end-result would not be an image but rather a disturbing opening created
by the arrival of another image. When two events, two objects, two people are
confronted or superposed, when bonds seem to unite them, when their meet-
ing is unexpected, we find ourselves destabilized because we have no rational
explanations. That is what photography lacks most: the possibility of destabi-
lization and uncertainty. Photography does not allow for co-presentation in
one single frame of several locations, unless one traps reflections of light and
makes use of projection. It does not allow either for co-representation of several
configurations separated in time. Painting does not capture images but con-
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struct images from multiple visions, as cubist research showed. Photography,
on the contrary, imposes a unity of time and space. Photography acts like Sci-
ence – could it be because it is chemistry? It tends to unify everything in one
explanation that philosophy has no obligation to accept.2 Thus, the acceptance
of a truth in all things through opposition is an attitude that goes against this
unification. Dualism (if I can call so my attitude to approach truth) might go
beyond my compositions. It is an attitude to fight against the reduction that is
expressed within them. How long is this defensible?

The only image that could stop my quest cannot be found since it is es-
tablished as impossible. We only have the imprecise mental image of the event
we have constructed for ourselves. Nobody will ever possess a representation of
what can be represented only at the risk of disappearing, whatever the strength
of one’s desire for an image is. The image will continue to be the echo of a want
that Jacques Derrida calls Différance, meaning the operation behind delaying
that cracks and delays presence.

The image and the origin of its doubles

The fact that the primal enigma is the enigma of the scene that brought us
into existence does not prevent another enigma to come to us: the enigma of
our death, that confronts us just as much with the mystery of selection. Our
consciousness lies between these two unexplainable moments reminding us
that we are made of randomness and unpredictability. This double uncertainty
is our reality, pre-occupying our creative acts.

Working towards the un-possible image means that we want to face one
explanation of this mystery, that we hope to encounter origin itself; whereas,
with the search for the origin, what comes forward is the desire of an image,
as if it could answer our questions. From that desire, “what matters to us is,
precisely, to know the sense of existence” (Merleau-Ponty 1964:18). My quest
for an image of truth is the hope of an image that could answer the question of
the meaning of our presence among things.

My approach to the common aspiration to face anxiety is singular because
I search a photographic image both ideal and comforting. The sharing of the
original trauma by all humans is what makes its drama so impactful. I share
with the whole humanity its components, similar in their nature, but each time
different in their individuality.
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Humanity never ceases to result from a scene that puts together two mammals,
male and female, whose uro-genitals – if abnormality comes to them, as soon
as they become distinctly deformed – fit together. (Quignard 1994:226)

I will miss this image always. I look for substitutes that will also never fully
satisfy my hope for its representation. They will be replacements for an object
that cannot show its nature and they will risk the approach of other – just as
worrying – compensations to aim at the impossible.

Freud had to erect as primal scene, as radical trauma, the moment when the
child discovers his genitors are two people from completely different species,
who have something to do with each other, that involves violence, love and
entangled bodies... from which he was born. (Sibony 1991:342)

This image of the origin is said by Pascal Quignard to be inaccessible and thus
always invented. It is to be created, to be searched for, to be produced, to be
constructed with the few disconnected elements in our possession. It will be
“what gives form to the formless, what provides an image of the lack of image,
a representation of what is impossible to represent” (Quignard 1994:226–227).

Rather than stating each time “this is it, this might be it”, I prefer to keep
it forever veiled between two imperfect images which may be acceptable in the
hope that they will engender the fantasy image.

In the end, the idea might look simple since the origin is lost (as initial limit
of the human being). One can only retrieve it through its successive returns
between two of its resurgences. But, – and that is what is so difficult – one has
to link up together two of these resurgences confronting each other, each one
being partially an image of the origin. (Sibony 1991:337)

The image of the origin is reachable and its existence cannot be represented.
However, to locate it in the insert presents the advantage of making believe that
its approach depends on the thickness of the generated crack, since exploration
starts with this crack.

What is even worse is that the sought-after image takes various forms to
better interfere with our consciousness – sometimes these forms are softened
and reassuring, sometimes they are made of visual horrors of outrageous vio-
lence. Only war suffering can go beyond this violence; it is the ultimate horror
and it reflects the obsessive image of man with the truth we are trying to under-
stand. An image that reminds us of – and insists on the “why so much suffering?
why so much indifference in perpetuating it?” Should we find in these end-
less thoughts, the expression of the conflict inhabiting man faced with the
enigma of the image that created the enigma? Man so portrayed is still made of
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destructive dualities and confrontations while in search of a moment that
would be the “before the first conflict”.

The image of the origin carries this question of the existence. Our existence
and also the existence of things.

There is no mystery in things but there is a mystery to things. It is useless to
dig into them to try and steal a secret that does not exist. Things are under-
standable on their surface, at the border of their existence: not that they are
what they are, but simply that they are. (Rosset 1977:40)

Photography cannot do more than present the surface of things, flattening
them on its own surface. All we can expect from photography is to exhibit
this cold glazing nakedness it fixes bluntly on us whereas we could still hope to
catch some truth in reality’s depth and thickness. Photography tells our ears,
voluntarily deaf, to be without hope on the matter, and repeats it to our blinded
eye; photography carries within itself the lack of meaning of things which, for
it, represents a double absence: the absence of the image of the origin and the
absence of origin of the image which, because of its technicality, it gives the
illusion to catch.

We know that photography is not reality, that it is not even a double of real-
ity – even if we could live with this illusion. I even wrote that to photograph is
to duplicate. It is photography nevertheless that gives the image which seems
to be the closest to the object it captures, the image that gets the closest to what
seems to be the perception of what was originally. It is photography that makes
us believe in our proximity to reality the most, because only a photograph can
prove reality did exist. We know that in paintings, models were worked upon
and in computer-generated images, they were fabricated, whereas with photo-
graphy the subject had to be there originally. Its presence impresses upon the
image while the object of the image acquires more credibility.

Photography tells us about the ‘here and now’ of things; it is not the “here
and now”. It tries to be its double but it is a fixed representation of what is
merely a mirage that fades away when approached. Photography is not the
image of the world it speaks of. The transpositions, concentrated on the sur-
face, necessary for photography to exist, are different from those of the original
components. And, with this weakness turned into strength and through its dis-
crepancies, it allows us not to apprehend reality as being one and idiotic. Idiotic
as per Clement Rosset’s definition:

Reality is what exists without double: it offers neither image nor relay, nei-
ther replica nor respite. That is why it is “idiotic”, from idiotès, idiotic’s first
meaning is simple, singular, unique, not copiable. (Rosset 1977: back cover)
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Photography takes us back to the origin of things but because it is not the
thing itself it stimulates our desire for it. Thus, all photographs that give them-
selves away, most trivially, as mere doubles of reality but never really give away
reality’s idiocy, call upon our eye in a different way. Sometimes, it happens
by stressing indifference but sometimes, by underlying some interesting aspect
that our “wandering” eye would not have seen without it. Paradoxically, photo-
graphy does not give us a lot with regard to its materiality and to the object’s;
it is, nevertheless, the technique that makes us believe the most in the existence
of the object. It enables us to be particularly attentive to things. We cannot take
away from photography what makes its existence, i.e. our desire for things, and
what gives it its importance, i.e. our emotion towards things. Desire, in photo-
graphy, is a machinery that is not only staged at each shot, but is replayed,
in some obscure manner, at each visioning of each image thus produced. By
choosing the word “machina” for what the French call “appareil”,3 Italian lan-
guage shows the spectacular undertaking in operation for each shot, similar to
the theatrical machinery. All variations are possible to stage the desires at the
origin of the image: from the most detached photographic approach – left to
the camera’s eye and to chance –, to the most involved – constructing a “the-
atre” for the operation –. The spectator always tries to immerse himself in the
image’s “how”.

The photographic obscenity

Photography, in comforting us of the loss of an ever seizable reality is fetishist,
both presence and absence. In becoming a pretence of truth, it is the best man
has found to fill in the want left by the unreachable reality. If photography
remains what allows us to approach reality (despite cinema), if it remains in-
dispensable to capture our interest, it is because it generates a reception only it
can produce, which responsibility I place on its obscenity.

How to define obscenity? Is it what comes from the left, which is of ill omen
(ob-scuevus) and what the eye should turn away from? Is it what is outside the
scene (ob-scaena)? Is it what prevents all representation of the scene? Is it, in
all cases, what offends modesty, what thus must not be shown because too real
maybe, or too crude? The term would finally point out the insane pretension to
say more, to go beyond all seen things, to express the naked and primary truth
rather than restricting it to sex.

What makes a photograph obscene?
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Its subject? as for instance a suggestive shellfish like the ones in Edward
Weston’s and Jim Dine’s photographs. Reality itself if we can perceive it in an
apparently faithful context? Or the singularity of the photographic medium
that gives a singular image of the capture of reality?

“In the Photograph, Time’s immobilization assumes only an excessive,
monstrous mode: Time is engorged” (Barthes 1980:142). It exhibits itself mak-
ing us believe it is reality that it gives us to see. The scene to be seen is taken
from reality but what walks towards us, as strongly as reality, is photography’s
singularity: it forced time to stop its course, it aimed at the impossible thus per-
verting our vision. The representation presented to us projects itself towards us
to immobilize us in the net of a suspended moment.

The fixed figurative image takes the represented image away from its sim-
ple presence since what is shown is not the thing itself but the thing’s force in
an energetic metamorphosis. This is what Jean-Luc Nancy calls “monstrance”,
photography is out of the ordinary presence, bringing it closer to the nature of
a monster. The image made to narrate does not draw its force from the rep-
resented thing only, but also from the violence done to the thing. The image’s
fixity allows us to imagine, it leaves time for the necessary work for a close
prehension of things.

The image proximity (in the sense of contiguity and not faithfulness) to
what is represented varies depending on technique (painting, photo, imprint).
It always allows however, and whatever the image’s nature, to stress its exis-
tence and thus ensures the image’s power to generate apparition. The power of
the photographic trace is violent in its ability to authenticate time and space;
it is soft in its closeness with the thing since it happens within a protective
distance thus avoiding all contact with the surface. To make a mark, teeth or
steps have to come in contiguity with the material carrying the mark. Whereas
with photography, there is no apparent physical contact. The mark exists only
through the transportation of light (photons) from the object to the medium.
I perceive this luminous flux as an exorbitance crossing space and trying to
compensate for the lack of contact. To me, this exorbitance is not the mon-
strous immobilization Barthes talked about; on the contrary, it is the constant
movement of reality calling for an image, on a continuous path going from the
image to the spectator. We can thus agree with Barthes saying “The Photograph
is violent: not because it shows violent things, but because on each occasion it
fills the sight by force and because in it nothing can be refused or transformed”
(Barthes 1980:143). Photography is the witness-mark of the bodies and ob-
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jects that exhibited themselves to the photographer’s vision before exhibiting
themselves to our vision. It has the ability to impose.

For me such proximity, characteristic of photography, combined with fix-
ity is what makes it a carrier of obscenity. The represented scene is no more
obscene than any other scene – morals or ethics are not in question here – but
the way it is captured and transmitted is. Let us not be mistaken, the obscenity
of the medium does not come from the subject but from a singular lighting of
reality which gives it an often unacceptable indecency.4 Because photography
leaves clues, something of the object, transferred on the photographic image,
always remains there; an excess of reality which is neither the object nor its en-
velope but which reminds us that it was captured, not so much with our hands,
but with our understanding. A presence holds on to the representation, in no
way embarrassed by the materiality of a medium used as a screen; the essential
presence of which the thing is really made and which is why we endlessly go on
its quest: the awareness of the impossibility of its presence, a rigid absence that
can create anguish and rejection or cause fascination and fetishism. We accept
the invention of added elements – in painting, in texts, even movies – whereas
we apprehend photography only within the space of time it shared with reality.
Reality comes close to our body, present today, through the violence of a pro-
jector’s beam lighting too brightly what could have, or should have, remained
in the shadow.

At the end of the meal with the Autodidact, Antoine, the hero of Jean-Paul
Sartre’s Nausea, feels the Nausea coming back. He exits the restaurant, walks,
enters a tramway and jumps out because he cannot “stand things being so close
anymore” (Sartre 1968:178). “And suddenly, all at once, the veil is torn away,
I have understood, I have seen” (Sartre 1968:179). The existence of things ap-
pears to him. Things are not set in abstract categories anymore, they are made
of the dough of things itself. We can relate this vision, maturing within him,
to our consciousness of the things photographic images bring us. Something
we perceive without seeing is suddenly present in a luminous trace left on a
piece of paper. This is a paradoxical situation which needs a quasi immaterial
image of things to give substance to their existence. This is the sign of a brutal
stop that allows consciousness of “soft, monstrous masses, in disorder – naked,
with a frightening and obscene nakedness” (Sartre 1968:180). We thought the
objects were harmless, Antoine said

But as soon as you held on to them for a moment, the feeling of comfort
and security gave way to a deep uneasiness: colours, tastes, smells were never
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real, never simply themselves and nothing but themselves. The simplest, most
irreducible quality had a superfluity in itself, in relation to itself, in its heart.

(Sartre 1968:184)

Could obscenity be this superfluity? One can be strongly aware of it if one ac-
cepts fascination. This consciousness then turns definite as knowledge is, hence
its power. And, this is why one often chooses to adopt a fleeting attitude. We
accumulate shots, we multiply prints, we surround ourselves with images in
all occasions and we end up so overwhelmed by these images that we do not
look at them anymore. By refusing to pay them attention and to ask ourselves
questions about their realisation, we turn away from their banality, we also flee
from their embarrassing potential for violence.

Khmer prisoners were systematically put on files, most of the time before
being conveyed from the Tuol Sleng prison to the Choeung Ek extermination
camp. Photographs of these prisoners are exhibited at the “Choeung Ek Geno-
cidal Centre”. How can the exhibition of such photos violate me? If I do not
know anything about why they were shot, about the conditions of detention
of the featured people and the following extermination, these photographs, as
all the other realistic or atrocious images that give an account of our century’s
conflicts, will pass and become ordinary. If, on the other hand, I know the
unimaginable reality, I cannot look at them with the same indifference. The
image’s obscenity, what it tells me extra, that comes out of itself as a medium,
comes from the knowledge I have about the conditions in which it was shot.
Photography is obscene only because of the quality of disclosure of reality it
gives me. It is not only photography that is obscene, it is reality itself. However,
because of its proximity, it keeps some evidence of reality and because of its
fixity, it confronts me with reality. Photography gives the indistinct impression
that contact was made and that the definite inscription will not let me escape
from it. We are caught in the means photography uses to transport reality’s ob-
scenity to us. Photography always exhibits these singular means and doing so,
becomes obscene itself.

Only photographic experience can send a glance back at itself, a look both see-
ing and seen, irremediably suspended, fixed, which was not the case in the
specular but labile mirror’s experience. Where theatre, cinema and video dis-
til in time, disclosing their object while hiding and taking away some of its
aspects, photography exhibits and gives all at once what it has to offer. Its
nature is no longer that of a promise but that of seeing’s omniscience and
omnipresence. (de Meredieux 1983:91)
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The more direct, the more obscene the photography. It can be compared in
this instance to sexual discourse: one request, one word is perceived as obscene
and more so if they plainly designate the intention, if they offer no side issue.
Fixity has it that, before and after, there is nothing around the photographic
image, it is inside the image itself that the photographer can limit the eye’s
movement. Close-ups reinforce fixity by using the eye’s fixity upon the subject.
They prevent any interpretative streamline and they can be considered as ob-
scenity’s hypertrophied demonstration. The eye has no means of escaping the
representation: it hits the image with the same force the image seems to use to
go towards it. More than anywhere else, this is where proximity and fixity are
maybe the most exhibited. The eye is blocked and the discourse presents itself
as objectivity’s discourse.

To counter attitudes of escape anaesthetizing the image, which most con-
temporary photographers have to face, I first avoided accepting photographic
obscenity using coverings that at once posed the problem for the eye. I then
chose to create breakaways to elude fixity and re-establish some time and a vir-
tual image that would escape proximity, another characteristic of photography,
through its total lack of contact with reality. However, I had to admit obscenity
does not have the qualities of a stolen interval, it holds the evidence of con-
frontation. Once we have discovered the difficulty of defying obscenity, we can
implement escape processes, we can wish not to have to face it. This is why we
always have invented structures (myths and fantasies) to protect ourselves from
reality and why we continue doing so with its faithful servant, photography.
The diverted vision, at work in the photobjets, is the vision that bypassed and
examined obscenity and its overly forceful truth. I do not want to compose
from these registers anymore, they have become demonstrative insert systems.
I now try to simplify vision and to look for the image that does not turn away
from photographic obscenity’s presence; for the image that brings out the un-
derstanding that photographic obscenity has to be dealt with and against, to
better appreciate the petrifaction force coming from reality’s obscenity and
thus to better avoid the paralysis liable to befall all of us.

Translated by Brigitte Riera-Lund



Doubling the image to face the obscenity of photography 

Notes

. In French, Sur means over and Prise here is used in the sense of a photo shot. Hence a play
on word using the meaning of surprise and of a shot taken over another. (Translator’s note)

. However, a recent theory on the universe may put doubts in our minds with regard to
monism: Jean-Pierre Petit in a book entitled “On a volé la moitié de l’univers” defends the
idea that matter is twin.

. An “appareil” is a device, an instrument. Here it is short for “appareil photo” meaning a
camera. (Translator’s note)

. Beyond the value as clue or proof we give to a photograph, this could justify protecting
people whose image was made visible in a photograph.
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Chapter 2

The self-transcendence of consciousness
towards its models
Consciousness as noumenal emergence: Some
philosophical remarks on the Quantum Field
Theory model of Giuseppe Vitiello

Fabrizio Desideri
Università di Firenze, Italy

We deal with the problem of self-transcendence of consciousness towards its
epistemic models. First, we give a short sketch of the research on
consciousness developed in our book, Listening to Consciousness: A
philosophical research (Desideri 1998), where the problem of consciousness is
investigated in the context of the so-called ordinary thought. The point of
view assumed in this book is that of the problematic unity of consciousness
despite its physical, biological and psychological peculiarities. Then, we try to
put this perspective in relation with the outlines of Vitiello’s Book, My Double
Unveiled (Vitiello 2001) and in particular with his purpose to analyze the
notion of consciousness from a physical point of view: the point of view of
Quantum Field Theory.

The point of departure of our discussion is given by the current characteriza-
tion of consciousness as an “emergent property”. Among many other philoso-
phers and scientists this thesis is sustained by John Searle. Searle speaks of
consciousness as a biological property of brain. The properties of conscious-
ness, in the first instance intentionality, emerge – for Searle – from the brain’s
neural activities in a way that the former are irreducible to the latter. Therefore,
the perspective of consciousness is that of the ‘first person’.

In such a way, “consciousness” can also be considered as a synonym for
subjectivity. The emergence of consciousness from the brain’s activities means
also the emergence of subjectivity. The essential subjectivity of consciousness,
however, doesn’t make it inaccessible to the point of view of science (to the
“epistemic objectivity”). Here, Searle criticizes Dennett’s perspective, devel-
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oped in his book Consciousness explained. For Searle, Dennett’s mistake is to
identify the epistemic objectivity of method with the ontological objectivity of
“subject matter” and so to reduce the first-person character of consciousness
to the third-person point of view. His critical aim is to refuse the possibility
of a science of consciousness free from the biological systems in which con-
sciousness is embodied as an intrinsic property. Nevertheless subjectivity, the
subjective phenomena i.e. what happens in the consciousness of certain beings,
is objectively a part of the world.

The important distinction defined by Searle is therefore not between the
mental and the physical (mind and body), but between “those real features that
exist independently of observers – features such as force, mass, and gravita-
tional attraction – and those features that are dependent on observers – such as
money, property, marriage and government” (Searle 1997:211). Searle’s con-
clusion is that “all observer-relative properties depend on consciousness for
their existence.” However, consciousness itself would not be observer-relative.
It is a fact of the world: “a real and intrinsic feature of certain biological sys-
tems” (human beings). As a “fact of the world” consciousness is a part of it, that
will be explained when “we solve the biological problem” (Searle 1997:201) of
its being causally determined by certain characteristics of our brain activity.

In such a way, Searle refuses every dualistic perspective and maintains a
naturalistic point of view. With the concept of “emergent property”, he defends
the ontological continuity between the phenomenon of consciousness and the
phenomenon of life in the world. Its ontology, we could affirm, consists in a
naturalistic ontology.

The question, which arises from Searle’s theory, is whether the definition
of consciousness as the emergence of a phenomenon is adequate. So charac-
terized, consciousness is assumed in the horizon of factuality. However, here
we are dealing with a singular fact, which despite all other facts of the world
(despite all other phenomena) is not an object of perception.

As the philosopher Colin McGinn maintains, “conscious subjects and their
mental states are not perceptual objects” (McGinn 1995:220). First, because
they do not have localization: they are not “spatially individuated”. The conse-
quence, which McGinn derives from this simple observation, is that we “have
no access” (McGinn 1995:230) to the inner constitution of consciousness.
While what happens in the brain is characterized from very small spatial pro-
cesses, this is not the case of mental states (thoughts, feelings, purposes and so
on). If it is true that “consciousness occurs in objective reality in a perfectly nat-
uralistic way,” it is also a fact that it is “one of the more knowledge-transcendent
constituents of reality” (McGinn 1995:230). For McGinn we cannot hope to
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cancel “a residual sense of unintelligibility” in the “nature” of consciousness. If
Searle consigns the possibility to solve the mystery of consciousness to the fu-
ture of neuroscience, for McGinn the passage from the physical (and in the last
instance, perceptible) properties of brain to the properties of consciousness
is not cognitively transparent. Therefore, despite every possible scientific re-
search, an inference from the physical realm to the mental is not practicable; the
link between brain and consciousness remains an enigma for the possibilities
of our knowledge.

It may be useful here to remember the Kantian distinction between phe-
nomenon and noumenon and the consequent distinction between knowing
and thinking. According to Kant, we cannot objectively know all ideas (ideas
such as freedom, totality and so on), but we can think them. A noumenon can
be thought: it is an object of a noesis (an act of thinking). However, conscious-
ness is not only an object of thought; it is the possibility itself of thinking some-
thing. This possibility depends on the fact that something exists in a noumenal
way: it exists in the form of “une chose qui pense” (Descartes). Consciousness
is also a “strange fact” similar to the “factum of reason” in the Kantian sense.
The singularity of the phenomenon of consciousness is therefore its noumenal
character. The strangeness of this fact consists in its primary property to be
self-understanding.

We could also have written self-perceptive, but self-perceptiveness is not
sufficient to characterize consciousness; it is rather a necessary condition of
self-understanding: the so-called first level of consciousness. Consciousness,
con(cum)-scientia implies a certain form of knowing, which is not limited to
the form of knowing–that (to the form of objective knowledge). We can per-
ceive and so know the effects of consciousness (like marriage, government und
so on), while the access to its noumenality is intrinsic only to the activity of
thought. The transcendence of consciousness – we might affirm – is the same
of thought towards the physical processes from which it arises. Agreeing with
Descartes, we maintain that all the conscious mental states (thoughts, feelings,
will) belong to the field of thought: according to Descartes, these acts are cogi-
tationes. In his Confessions (X, 11.18), Augustin explains very well the sense of
cogitare as the act of gathering (collecting) in the psyche what is perceptively
scattered.

It is now necessary to define better the features of this transcendence. What
does transcendence mean here? Transcendere, as we know, means properly to
go above or beyond the limits of something. The noumenal transcendence of
consciousness consists then in going above or beyond the limits of the physical
and biological process, from which its existence depends. Consequently, we can



 Fabrizio Desideri

also uphold that consciousness is in a relation of transcendence with the neural
activity of brain and, at the same time, of immanence.

It is helpful to recall here Vitiello’s distinction between structure and func-
tion (Vitiello 2001:11–14). Consciousness – Vitiello writes – is the function of
brain. Without structure – it is obvious – there is no function. Which func-
tion does consciousness carry out in respect to its structure? In what sense is
this function transcendent toward its structure? Vitiello says that the function
of consciousness is to elaborate the information, the external inputs, which
the brain-system receives. Very appropriately, Vitiello speaks in this framework
of the brain as an “open system”: “the ‘openness’ of the brain to the external
world – he writes – means that it is permanently coupled to the environment”
(Vitiello 2001:104).

By means of Quantum Field Theory Vitiello explains in a suggestive way
the dynamical character of this constitutive interaction. If we have rightly un-
derstood, the dissipative nature of the interchange between brain as a system
and the environment, as the “time-reversed copy” of the system, ensures the
functional stability of the brain in the form of a “coherent response” to the mul-
tiplicity of external stimuli. In the connection, in the living binding between the
global coherence of this response and the behaviour of “apparently separated
units and physiological structures of the brain” (Vitiello 2001:114) emerges,
therefore, consciousness as a unitary response. Following a statement of Paul
Valéry in his Cahiers, we have spoken too in our book about consciousness
as a primary response, where a self forms itself (Desideri 1998:206–207). Just
because consciousness is originally a response, it is the centre of responsibility.

From the point of view of the mental field of consciousness, the structural
‘openness’ of the brain can be translated then in a constitutive relationship of
the subject of consciousness with the otherness.

Interpreting consciousness in a radical ‘privatistic’ and ‘internalistic’ way,
many contemporary philosophers, considering the subjectivity of conscious-
ness, disregard the primary character of this relation to otherness. Without
this relationship, it is impossible to think the constitution of a subject as a
self-constitution. In our book, we have tried to develop this aspect making
a distinction between an external sense of the relation to otherness (which
implies not only the environment, but also the other minds) and an internal
sense (which implies the conscious subject as a living connection between the
point of view of ego and that of self). With regard to these two levels of rela-
tion to otherness, consciousness can be thought as an active threshold between
the external world and the internal field of its paradoxical noumenal nature.
Consciousness appears also as a threshold between its biophysical origin and
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its noumenal contingence (its emerging as a transcendence). We could also
define this threshold-character of consciousness as the threshold of otherness
(Desideri 1998:110–119).

This last concept concerns also the relation between the noumenal emer-
gence of consciousness as a whole (a global field) and the global field of quan-
tum brain dynamics. The self-reproducing automaton, of which Mari Jibu and
Kunio Yasue speak in their very interesting book (Jibu & Yasue 1995), is not the
same as consciousness. Automaton in ancient Greek means chance, a sponta-
neous contingency. Perhaps it is the same, but only on the physical-naturalistic
side of the threshold. On this side, we can observe only a set of unconscious
sub-processes. This set can also be considered as a whole (as something, that
works as an orchestra) only from the point of view of the emergent con-
sciousness, only in virtue of what Samuel Coleridge defines as the “power of
initiative” of intellect (the engine itself of consciousness).

In investigating consciousness, however necessary is the circularity be-
tween understanding-processes top down and bottom up, we think that the
point of departure is always top down. This possibility (as potentiality) is inter-
nal to essential actuality of consciousness itself. We could also define in terms
of a supervenience the transcendence of consciousness as the global noumenal
field, in which the self-reflexive feature of thought unfolds.

For at least twenty years, the concept of supervenience has been object of
an intensive debate among philosophers of mind, who intend to avoid either
a reductionist or a dualistic solution of the so-called mind-body problem. As
Jaegwon Kim points out, just the concept of emergence combines the three
components of supervenience. These are: (1) property covariation (“if two
things are indiscernible in base properties, they must be indiscernible in super-
venient properties”); (2) dependence (supervenient properties (mental acts)
are dependent on, or determined by, their subvenient bases (neural processes
in the brain); (3) non-reducibility (supervenient properties are not reducible
to their base properties) (Kim 1994:576).

Without going into a very sophisticated debate, we would like to observe
that the notion of “supervenience” appears for the first time in a Commentary
on Aristotle’s De Anima by Themistius, a Greek Philosopher of IV century af-
ter Christ. Themistius speaks here of the relationship between intellectus agens
and intellectus in potentia inferring, according to the first Latin translation of
his Commentary by Wilhelm von Moerbeke, that the intellectus agens, the in-
tellect in act, is superveniens on the intellectus in potentia (an expression, which
can be translated with the brain dynamics) and becomes one thing with it.
The actuality of intellect shows here itself as the logical presupposition of its
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biophysical condition (the intellectus in potentia). According to the actuality of
this necessary presupposition, we could also reverse the relationship between
nature and intellect. With Themistius’words in their Latin translation, we could
then affirm:

“et usque ad hunc natura cessavit tanquam nihil alterum habens honoratius,
cui utique ipsum faceret subiectum. Nos igitur sumus intellectus activus” (the
nature stops here, as if it did not have anything noblest to offer itself as a sub-
ject. We therefore are active intellect). (Themistius, In Libr. Arist., 185 1–10)

What can this phrase for our problem mean? The question is, if it is possible
to reverse also the relationship between structure and function and then, if it
is possible to consider brain as a function of consciousness. In this way, the
dynamical interchange would be considered in a true circular way. In order to
understand better this theoretical hypothesis, we must reconsider the function
of consciousness with respect to its structure. Briefly, we could uphold that
the function of consciousness is a strange function that unfolds itself bearing
(producing) a self-theory.

We therefore think that to define consciousness as an intelligent system in
sense of A.I. (Artificial Intelligence), as a system that has the function to elab-
orate information, is inadequate and neither the self-reference is sufficient to
signify the features of the singular (strange) function of consciousness. It is
necessary to specify too that consciousness, in its ability to refer the elaborated
information to itself, works in a reflexive way and so it produces the autonomy
of self. We could also affirm that consciousness implies always, in a tacit form
too, self-thinking. This question, as we know, constitutes the centre of grav-
ity in Kant’s Critic of Pure Reason. It is just in self-thinking that consciousness,
the point of view of first person, appears – in Vitiello’s terms – in a nonlin-
ear coupling or dialogue with the inseparable own self (Vitiello 2001:141). It
is in virtue of this difference between self and consciousness that the unity of
consciousness is dynamically constituted by its intrinsic property to investi-
gate oneself: to question oneself. In the light of this self-questioning property,
consciousness displays its power to generate models of itself. This supposes a
distance between consciousness and its models, but does not exonerate us from
proving the goodness and the fitness of each model. A criterion to estimate
the goodness and the fitness of a model of consciousness may be its capabil-
ity to consider the self-implication of the model in the field of consciousness
and therefore the fact that consciousness is self-transcendent toward its mod-
els too. Without going into details for lack of competence in physics, we think
that Vitiello’s model takes a meaningful step toward an understanding of con-
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sciousness from a scientific point of view, which avoids either reductionism
or dualism.

As Stanley Klein remarks in a Review, which appeared in Psyche, of Shad-
ows of the Mind by Roger Penrose, it is extremely meaningful from an epistemic
point of view the fact that in quantum mechanics the split between the observer
and the observed is moveable. Mentioning von Neumann, Wigner and Stapp,
Klein points out that quantum theory, with its flexible placement, allows the
neural correlates of awareness to be above the split (the neural correlates of
awareness become the observer) while the unconscious neural activity remains
below the split. The challenge is – as Klein writes – “to find a satisfactory way to
associate the ‘observer’ of subjective awareness with the observer of quantum
mechanics” (Klein 1995).1

Vitiello answers to this challenge searching for a solution of the prob-
lem in the scientific sphere of Quantum Field Theory. Following the theses
sustained by Susan Greenfield, Vitiello analyses three essential properties of
consciousness: (1) its non-locality (its being “spatially multiple” and “tem-
porally unitary”; (2) its continuity (its growing as the brain develops); (3) its
being “conscious of something, never of nothing and not of everything at once”
(Vitiello 2001:131–134). In relation to these three aspects or properties of con-
sciousness, Vitiello explains with strict arguments how the dissipative model
(the quantum model) can provide the dynamical ground of the emergence of
a simultaneous coherent cooperativity among neurons. In relation to this sub-
ject, we have found especially interesting the way in which it is developed the
argument of a recording process (the forming of memory) as necessary for the
identity of self-consciousness. Opposite features, such as “non locality” from
one side and space-temporal “localization” from the other side, continuously
merge one into the other. From this dynamics – we could affirm – emerges the
activity of consciousness as a categorization-activity that presupposes a perma-
nent non-symmetric exchange or “trade” (commercium) between mind and
world. In this categorization-process, at which origin there is the growing of a
memory-ability, how can we think the existent idea of a self?

Our thesis is that the “self” is not a category among the others, but a super-
category. In the three features of consciousness recalled above we did not find
that of the self-relation, which we must suppose as a implicit condition of being
conscious of something. Here we can touch the problematic nucleus of Vi-
tiello’s book: that of the relationship between the dynamical identity of the self
and the dynamical structure of the universe. If the possibility of a consciousness
is given only by a self-relation, which arises as a response to the “informa-
tional inputs from the external world”, can we also suppose a self-relational
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character in the constitutive processes of the universe? In other terms, the “per-
manent trade between subjective and objective” as a “breakdown of symmetry”
is the last word for the relationship between self and universe (observer and
observed)? How can we think further on the unity of this relationship? Only
in terms of contingence, of emergent property, or otherwise? In front of this
problematic or better aporetic nucleus, physics and metaphysics are indissol-
ubly intertwined. The focus of their common researches is the possibility of
symmetry beyond and in the inner of every breakdown and of every dissipa-
tive interchange. From a philosophical point of view the alternative is here that
between Kant and Spinoza.

Note

. We want to recall here that in Latin the term consciens means witness: the consciens is
necessarily an observer.
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Chapter 3

The unthinkable
Nonclassical theory, the unconscious mind
and the quantum brain

Arkady Plotnitsky
Purdue University, USA

Extending the epistemology of Bohr’s interpretation of quantum mechanics
as complementarity, the article introduces the concept of nonclassical theory.
A nonclassical theory places the ultimate objects it considers not only beyond
its own reach or the reach of all knowledge, but also beyond any possible
conception, thus making these objects literally un-thinkable. The article,
then, considers the possibility of the nonclassical theorizing of the human
mind, specifically the unconscious, on the one hand, and of the human brain,
considered as a quantum system, on the other. The article also discusses the
nature of consciousness and its relation to the unconscious.

. An outline of nonclassical theory

This article offers two main arguments. The first concerns the human mind,
considered primarily as a mental entity (i.e. apart from material systems, such
as the brain, that may be responsible for its functioning), and the relationships
among thinking, consciousness and the unconscious. The second concerns the
human brain, considered as a material entity, and the physics of its functioning.
This argument is conditional in one important respect. It proceeds under the
(speculative) assumption, which governs several recent investigations, that the
brain processes responsible for consciousness and thinking are fundamentally
quantum rather than classical in nature.1

Both arguments concern the same type of theoretical thinking and the epis-
temology arising from it, which I shall call nonclassical. The present conception
of nonclassical theory owes most to a particular interpretation of quantum
mechanics, which follows the ideas of Werner Heisenberg and Niels Bohr,
developed by Bohr into his interpretation of quantum mechanics as comple-
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mentarity. I argue that understanding both the workings of the mind and the
dynamics of the brain responsible for them (if this dynamics is quantum) may
equally require nonclassical theory. For the reasons explained below, I shall not
be concerned with relating these two arguments, in particular with whether the
nonclassical character of the brain is responsible for the nonclassical character
of the mind. The mind may need to be seen nonclassically even if the physics of
the brain responsible for it is classical, and conversely, a physically nonclassical
brain may be responsible for a classically describable mind.

My argument will be framed, historically and conceptually, by Kant’s proto-
nonclassical philosophy, at one end, and, at the other, by Sigmund Freud’s, also
proto-nonclassical, psychoanalytic theory and by nonclassical philosophy. The
latter extends from both Kant’s and Freud’s work, along with that of (closer to
Kant’s) G. W. F. Hegel and (closer to Freud) that of Friedrich Nietzsche and
Martin Heidegger, and is developed in, among others, the work of Bohr, now
seen as a philosopher, Georges Bataille, Jacques Lacan, Jacques Derrida. I shall,
however, only address Bohr’s ideas here.

The nonclassical theoretical-epistemological situation proceeds from a
given theory, such as quantum mechanics (the mathematical formalism cum
the experimental data treated by this formalism). The nonclassical character of
the theory (or, as in the case of quantum mechanics, the theory in a certain
interpretation) is defined by the fact that this theory rigorously, by means of
an argument given from within the theory, places certain objects it considers
not only beyond the reach of the theory or knowledge but also beyond any
possible conception. Such objects (I shall call them nonclassical in turn) are
made unthinkable, in the literal sense of un-thinkable, as being beyond think-
ing, ultimately including as objects in any conceivable sense. It is essential that
unthinkable entities are rigorously defined by means of (from within) this the-
ory, rather than are merely postulated as such. The unthinkable is placed inside
and is made a constitutive part of this theory, rather than positioned beyond
the purview of or otherwise outside the theory. By the same token, the presence
of unthinkable objects and the fact that they are unthinkable are essential to
what the theory can do in terms of knowledge, explanation, prediction, and so
forth. It also follows that, while always unthinkable, the field of the unthinkable
is different each time, depending upon the theory in which it is established as
unthinkable. Such a theory may further differentiate the unthinkable entities
it considers, in the way quantum theory differentiates quantum objects into
photons, electrons, quarks, and so forth, or various composite quantum sys-
tems. Quantum mechanics in a nonclassical interpretation does not say that
one is not concerned with knowing or thinking about the nature of quantum
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objects, but that, thus interpreted, the theory, in principle, precludes the pos-
sibility of knowing, saying, or thinking about their nature. All it can conclude
about quantum objects is that they exist. This “existence” itself, however, may
not be conceived of in any specific form available to our thinking, beginning
with those attributes of (wave or particle) motion that define classical physics,
but ultimately extending to all conceivable attributes. Accordingly, the term
“existence” or any other term referring to quantum objects (“quantum” and
“object” included) is ultimately inapplicable.

Nonclassical epistemology moves us beyond the limits defined by Kant’s
conception of things in themselves. While unknowable, the latter are still think-
able, and, thus, are theorized as classical in the present view. In Kant’s words,
“even if we cannot know these same objects as things in themselves, we at least
must be able to think [of] them as things in themselves” (Kant 1997:115; em-
phasis added). One may, accordingly, define as classical an account that would,
at least in principle, determine all of its objects (which I shall call classical) as
knowable or, analogously to Kant’s things in themselves, at least as thinkable.
By contrast, the objects of nonclassical theories are irreducibly unthinkable,
even as objects or things in themselves.

Accordingly, nonclassical theories suspend realism at the ultimate level
they consider, if we understand by realism the possibility, at least in principle,
of mapping or conceiving of the properties and behavior of a given entity or
system. (Thus, one might try to conceive of quantum objects and behavior on
the model of classical physics.) The suspension of causality, at the same level, is
an automatic consequence: if one cannot conceive of nonclassical objects and
their behavior at all, one cannot claim this behavior to be causal. Quantum the-
ory and other nonclassical theories, however, suspend causality at other levels
as well. Classical theories are, by definition, realist in the sense just explained,
which allows for the possibility of knowledge or at least conception concerning
all of their objects. Many are also causal.

Nonclassical theories, too, contain classical and even strictly knowable
strata. Indeed they must do so, given that the existence of unthinkable ob-
jects are rigorously derived by a given nonclassical theory, as opposed to being
merely postulated. For such a rigorous derivation is not possible otherwise than
on the basis of something that could be and is known, even though it must
also be seen as impacted by what is not and cannot be known or thought of.
We know of the existence of nonclassical objects and know (rather than only
think) them to be unthinkable through their effects upon the knowable, and
only through these effects. Accordingly, nonclassical knowledge only concerns
effects produced by the nonclassical objects in question in a given nonclassical
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theory upon other, knowable and hence classical, objects. At the level of such
effects realism and classical thinking would apply. Causality appears difficult to
claim even at the level of effects in both quantum theory and in the nonclas-
sical view of the mind by virtue of nonclassical processes intervening between
and affecting classical events in question.

Nonclassical knowledge and thinking are, however, hardly less rich or deep
than those of classical theories, which are part of nonclassical theories in any
event, and as such, or in their own right, could be as rich, deep, and impor-
tant as nonclassical theories. It is not a matter of epistemological preference
(or prejudice) but of theoretical necessity that may compel us to classical ap-
proaches in some cases and nonclassical in others. Nonclassical theories do
expand our understanding of the nature of fundamental explanation in sci-
ence, philosophy, and other fields. Indeed, when one says that nonclassical
theories place their ultimate objects beyond any knowledge or even concep-
tion available to us, the terms knowledge and conception are used as classically
conceived. One may, however, expand the conception of knowledge to include
the nonclassical unknowable and to allow for knowledge to be conceived in
terms of effects of this unknowable upon what is knowable. This conception
itself is still classical as a conception, and there is, by definition, no other way
for us to conceive of anything rather than classically. What is different is the
character of knowledge and thinking.

It is primarily nonclassical theory that brings together the two main argu-
ments of this article. These are, however, two separate arguments, offered here
as independent of each other and operative in their own spheres, defined by
the functioning of the mind and by the physical, material constitution and dy-
namics of the brain, respectively. From the disciplinary viewpoint, the first is
the domain of philosophy and the second is that of the natural sciences, such
as physiology, biology, chemistry, and physics. Establishing rigorous efficacious
connections between the material dynamics of the brain and the workings
of the mind is difficult, especially given the history of modern, post-Galilean
physics, as an experimental-mathematical science of matter, on the one hand,
and the history of philosophy, as a science of the mind, on the other. This diffi-
culty is mitigated little by the fact (taken for granted here) that the materiality
of the brain or the body is irreducible in philosophy and could, accordingly, be
a subject of a proper disciplinary investigation there. Nor is the mind reducible
in physics, at least in quantum physics, or elsewhere in science. Ultimately, the
relationships between the brain and the mind may prove to be beyond our ca-
pacity of properly theorizing them, even though we may be able to develop
nonclassical (or classical) theories for each separately. These relationships are
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bound to be nonclassical if the workings of the brain responsible for conscious-
ness and thinking are fundamentally quantum in nature and if quantum theory
is nonclassical. That we may eventually know. But, even if such proves to be the
case, this is not the same as to have a rigorous theory of these relationships
themselves. I make no claims concerning bringing philosophy and physics to-
gether, and am inclined to remain skeptical as to how far one can travel on
this road. Using these disciplines to help each other or using findings from
still other disciplines in either is a different matter. One always can and often
must borrow specific concepts, tools of argumentation, and so forth, or, more
generally, deploy differences and affinities between different disciplines, thus
bringing together what seems heterogeneous and distant. This traffic has been
and is likely continue to be instrumental to both philosophy and physics, or
mathematics and science in general.

. Kant, Freud, and the nonclassical epistemology of the mind

It would not be possible to trace here the history of nonclassical thinking,
which reaches as far back as the pre-Socratics. I would argue that one encoun-
ters nonclassical theorizing in the present sense for the first time in Nietzsche’s
work in philosophy and in Bohr’s work in science. Kant’s work, however,
appears unavoidable in considering the modern, post-Cartesian, part of this
history. According to Kant:

We have no concepts of the understanding and hence no elements for the cog-
nition of things except insofar as an intuition can be given corresponding to
these concepts, consequently . . . we have cognition of no object as a thing in
itself, but only insofar as it is an object of sensible intuition, i.e. as an appear-
ance [phenomenon]; from which follows the limitation of all even possible
speculative cognition of reason [Vernunft] to mere objects of experience. Yet
the reservation must also be noted, that even if we cannot cognize [kennen]
these same objects as things in themselves, we at least must be able to think
[denken] [of] them as things in themselves. To cognize an object, it is required
that I be able to prove its possibility (whether by the testimony of experience
from its actuality or a priori through reason). But I can think whatever I like,
as long as I do not contradict myself, i.e., as long as my concept is a possible
thought, even if I cannot give any assurance whether or not there is a cor-
responding object somewhere within the sum total of all possibilities. But in
order to ascribe objective validity to such a concept (real possibility, for the
first sort of possibility was merely logical) something more is required. This
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“more,” however, need not be sought in theoretical sources of cognition; it
may also lie in practical ones. (Kant 1997:115)

Kant proceeds next to an example of the freedom of the human soul. For my
purposes, this example is most significant insofar as it refers to mental, rather
than material, things in themselves. While we may think more readily of things
in themselves as material objects (also in Kant’s sense), for Kant the concept
equally refers to mental objects and equally distinguishes them from appear-
ances or phenomena, although in this case both the objects and the phenomena
are mental. This view has significant implications for our understanding of the
nature of thinking, specifically understanding, logical or other, and reason, also
in Kant’s sense of Vernunft. Kant, I would argue, ultimately assigns reason to
the unconscious, even if, to put it in deconstructive terms, without quite saying
so or against himself, and against the history of philosophy, which has nearly
always associated reason, especially ethical reason, with consciousness and self-
consciousness. Building on Kant’s, perhaps unwilling, insight and on Freud’s
and Lacan’s psychoanalytic theories, I see such activities as logical thinking,
understanding, argumentation, reasoning and so forth, as fundamentally un-
conscious and thus unknowable and possibly (nonclassically) unthinkable, as
opposed to those mental formations that are or could be made present to our
consciousness. Such formations may also include certain products of the un-
conscious activities just mentioned and might require the unconscious to be
processed. Among such products are those effects of the workings of the un-
conscious that compel us speak of it in terms of things in themselves or in terms
of the nonclassical unthinkable, or to infer the unconscious, to begin with.2

Freud used Kant’s argument for unknowable but thinkable mental objects,
things in themselves pertaining strictly to the human mind, in his analy-
sis and his very conception of the unconscious. As he writes in “The Un-
conscious” (1915):

In psychoanalysis there is no choice for us but to declare mental processes to
be in themselves unconscious, and to compare the perception of them by con-
sciousness with the perception of the outside world through the sense-organs;
we even hope to extract some fresh knowledge from the comparison. The psy-
choanalytic assumption of unconscious mental activity appears to us, on the
one hand, a further development of that primitive animism which caused our
own consciousness to be reflected in all around us, and, on the other hand,
it seems to be an extension of the correction begun by Kant in regard to our
views of external perception. Just as Kant warned us not to overlook the fact
that our perception is subjectively conditioned and must not be regarded as
identical with the phenomena perceived but never really discerned, so psycho-
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analysis bids us not to set conscious perception in the place of the unconscious
mental process which is its object. The mental, like the physical, is not neces-
sarily in reality just what it appears to us to be. It is, however, satisfactory to
find that the correction of the inner perception does not present difficulties so
great as that of outer perception – that the inner object is less hard to discern
truly than is the outside world. (Freud 1963:121)

It follows that all evidence concerning these unconscious dynamics is irre-
ducibly indirect, which, as Freud (rightly) argued, does not prevent the pos-
sibility of rigorous and even scientific investigation. Indirect evidence is often
used by science, for example, quantum physics, where indeed, in a nonclas-
sical view, all evidence concerning quantum objects themselves is irreducibly
indirect. Nonclassical epistemology may be described as the epistemology of
irreducibly indirect evidence, extended to the point of the impossibility of
knowing or even conceiving of the ultimate dynamics behind the evidence
and yet deriving this inconceivability from this evidence. I take the nonclassical
view concerning the unconscious character of thinking, at least certain aspects
of thinking, which places their ultimate nature beyond knowledge and leaves
it open, at most, to thinking about, rather than knowing, and possibly makes it
unavailable even to thinking about it. I say “possibly” because a rigorous theory
will not be offered here, thus making my argument for the nonclassical nature
of thinking conjectural.

In this view, consciousness has primarily to do with the presence of
phenomena, including of itself as a phenomenon (the phenomenon of self-
consciousness), and far less to do with thinking, at least as logic, understanding,
reason, and so forth. Far less, but not altogether nothing! This type of un-
conditional separation, without mutual interaction and inhibition, may not be
possible, as Freud tells us, even if, again, against himself. Viewed nonclassically,
the unconscious is not some exterior reservoir that is fully outside conscious-
ness and that may or may not, in part or as a whole, become available to
consciousness, although this type of traffic between both domains plays a role.
Instead, the unconscious refers to the nonclassical dynamics that continuously
involves the reciprocal and mutually inhibiting interactions with conscious-
ness upon which it produces certain effects. These interactions are analogous
to those between quantum objects and measuring instruments or the classical
macro world (or what we perceive as such) in the nonclassical view of quan-
tum physics. Some among these effects compel us to theorize such unconscious
processes nonclassically by placing the ultimate character of these dynamics
beyond all knowledge and thought, just as certain experimental data compels
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us to take the nonclassical view of quantum physics, where we place beyond
knowledge and thought quantum objects and processes.

While, in the present view, ultimately conforming to the same type of
mutually inhabiting dynamics, the interaction between mental and material
unthinkable objects or even (thinkable) things in themselves in Kant’s sense
is a more complex matter. For, once the ultimate character of certain mental
processes is that of things in themselves, something to be thought of but not
to be known, we may also think of them as material (say, in terms of the brain
rather than the mind), and they may in fact be material. But then, this mate-
riality, or any ultimate (such as quantum) materiality, may be equally or even
further removed from our knowledge and thought. In other words, we may
be able to think the mental things in themselves, the mental unconscious, but
not the material one – physiological, biological, chemical, or physical. Indeed
Freud believed the material unconscious to be further away from our knowl-
edge, if not thinking, than the mental one, and, on these grounds, suspended
the material dynamics responsible for mental processes from the field of psy-
choanalysis, perhaps wisely, at least at the time (Freud 1963:118). Here, I take
a more symmetrical view, in part by virtue of taking a more nonclassical view
of both the material and mental unconscious. In this view, neither one would
be any more (or less) known or knowable or thinkable than the other.

On the other hand, the actual material dynamics responsible for mental
processes (conscious or unconscious) remains a formidable problem, in spite
of major advances of the last fifty years in several fields. Accordingly, it may
be prudent to exercise maximal caution in trying to bring them together. To
argue for a particular form of brain dynamics, say, classical vs. quantum, as
responsible for consciousness (or the unconscious), is a difficult task already.
A demonstration that this dynamics is quantum would be an extraordinary
achievement. Still, this is not the same as to link the actual logical, epistemo-
logical, or other architecture and dynamics of mental processes and those of the
physical processes in the brain, responsible for the mental ones. A very limited
set of links may be sufficient to demonstrate that our mental life is the prod-
uct of a particular, say, quantum, brain dynamics, since to do so one might
only need to establish a limited set of effects relating both without linking
their architecture. In other words, the ensuing physics may conform to non-
classical epistemology, but might not be able to account rigorously (classically
or nonclassically) for the connections between the architectures of both do-
mains, beyond certain minimal links or correlations. This is why I prefer to
make strong claims only in separate domains of the brain and of the mind,
and rigorously respect the disciplinary boundaries involved. Both domains are
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decoupled analytically and disciplinarily, even though they may be ultimately
connected materially.

By contrast, nonclassical epistemology can be argued to be consistent with
other disciplinary requirements of these fields. Indeed, in quantum theory, in
contrast to philosophy or other nonscientific disciplines, the deployment of
this epistemology is even facilitated by these disciplinary requirements, specifi-
cally by the mathematical-experimental character of the theory and of modern
physics in general. We may use the mathematics of quantum theory to make
excellent predictions of the outcomes of the experiment, without making any
claims concerning the description of the quantum physical processes involved.
We may even rigorously argue that such a description or, again, even a con-
ception of such processes is ultimately impossible, which is what nonclassical
interpretations of quantum theory do. Once we move to philosophical or psy-
chological theories of human nature, this type of approach and attitude, which
is not always easily and sometimes not at all accepted even in science, encoun-
ters a much greater resistance and may indeed be less effective. The disciplinar-
ity of philosophy tends to demand an epistemologically classical explanation,
at least by way of thinkable, even if not ultimately knowable, things, in other
words, Kantian things in themselves.

As the passage cited above suggests, Freud appears to be more optimistic
than Kant (let alone than a nonclassical theorist of the unconscious) would be
as concerns a possible access to unconscious mental processes, even in terms
of knowledge rather than only things in themselves, for example, in terms of
their Oedipal dynamics. Freud even seems to argue primarily that what we
actually think (in our unconscious) is not what we (consciously) think we
think, rather than, as Kant does, for the ultimate unknowability but possible
thinkability of the unconscious, or, as I argue, for its ultimate unthinkability.
Freud thought about the possibly unknowable dynamics of the unknowable
and gave it specificity. He then argued that this dynamics could be ultimately
made nearly empirically knowable on the basis of the irreducibly indirect ev-
idence, that is, evidence manifest only in certain (more) ascertainable effects.
Nonclassically, while such effects are equally indirect, some of them also com-
pel us to infer the workings of not only the irreducibly unknowable but of the
irreducibly unthinkable behind these effects.

But then, one can never be sufficiently cautious in making claims con-
cerning Freud’s thinking. Freud never stopped stratifying his pictures or his
un-pictures, his visual and unvisualizable models, of consciousness and the
unconscious, of the knowable and the unknowable, of the thinkable and the
unthinkable, the material and the mental, and of the interactions between and
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among them. Freud, even if against himself, may have been closer to nonclas-
sical theory than it might appear.

He certainly said on several occasions that consciousness may well be the
ultimate enigma of human nature, which would make the program announced
in the passages cited here more difficult to fulfill, as ultimately proved to be
the case. Lacan, who entertained a nonclassical view of the unconscious and
thinking, said: “Freud has told us often enough that he would have to go back
to the function of consciousness, but he never did” (Lacan 1981:57).

As I said, I primarily associate consciousness with phenomenological pres-
ence and hence with what is knowable in the sense of that which can be
made present to consciousness, appearing, as it were, on the mental terminal
screen of consciousness, rather than with the processes related to logic, under-
standing, reason, and so forth. I see the actual dynamics, mental or physical,
governing these processes as fundamentally unconscious, hidden in the black
box of our mental software and hardware, and thus also ultimately beyond
our knowledge and possibly conception, and, if the latter is the case, as subject
to nonclassical treatment. Any articulation resulting from our (unconscious)
thinking concerning such processes, including in terms of logic, understand-
ing, reason, or whatever, can be made available to knowledge, in the same way
one can learn and know quantum theory or philosophy. In other words, our
ability to think of these things, including as concerns the unknowable or un-
thinkable, may result in learning or knowledge. But that does not mean that
we can know or even think how matter or mind actually works, including, in
the case of mind, how it ultimately enables us to know these or other things, in
other words, how it is that we can think about them. Rather than phenomena,
which we can know, these may be Kantian things in themselves of which we
can only think or, at the nonclassical limit, ultimately something of which we
cannot even think, as Gödel’s theorems perhaps tell us in the case of mathe-
matical thinking. In short, we might not be able to think how we think or how
it is that we are capable of thinking.

This view may be seen as extending, if, again, nonclassically radicalizing
Freud, via Lacan. As Lacan says, crediting Freud with “truly unprecedented
boldness”:

When Freud realized that it was in the field of the dream that he had to find
confirmation of what he had learned from his experience of the hysteric, he
began to move forward with truly unprecedented boldness. What does he tell
us now about the unconscious? He declares that it is constituted essentially,
not by what consciousness may evoke, extend, locate, bring out of the sublim-
inal, but by that which is, essentially, refused. And how does Freud call this?
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He calls it by the same term by which Descartes designates what I just called
his point of application – Gedanken, thought.

There are thoughts in this field of the beyond of consciousness, and it is
impossible to represent these thoughts other than in the same homology of
determination in which the subject of the I think finds himself in relation to
the articulation of the I doubt. (Lacan 1981:43–44)

Thus, the psychoanalytic unconscious, the unconscious as theoretically defined
in the field of psychoanalysis, is primarily thinking – Gedanken – and, accord-
ing to the present view, thinking is primarily unconscious. This unconscious,
moreover, may need to be theorized nonclassically, as something that is ulti-
mately beyond our ability to think about it, except for its actually or potentially
manifest effects, which also make us infer this unthinkability.

This view does not imply any lesser significance of consciousness or self-
consciousness than that assigned to them by classical theories. Quite the con-
trary, the role of consciousness is decisive in the human mind and indeed in
human (and perhaps animal) life, from perception to theoretical, including sci-
entific, knowledge. Consciousness and conscious knowledge are the necessary,
inevitable starting point of any investigation of any perception and thinking
(conscious or unconscious), as both Kant and Hegel, or most major figures
before and after them, from Plato and Aristotle to Nietzsche and Freud, to
Lacan and Derrida, indeed knew. For, again, how else could we think and
theorize anything, classically or, and especially, nonclassically, except by start-
ing with and investigating one or another type of manifest conscious effects?
One might, accordingly, appreciate Giuseppe Vitiello’s invocation of “Now you
know it! . . . ” as a necessary aspect of quantum (specifically quantum-field-
theoretical) approach to consciousness and thinking in My Double Unveiled
(Vitiello 2001:106), as well as his ellipsis, extending what you know beyond
knowledge, into the unconscious. We may neither appreciate nor approach
the work of thinking, from dreams to quantum theory (and the dreams of
quantum theory), without this “now you know it! . . . ”, even though and be-
cause most of this work is beyond the domain of consciousness and is possibly
unthinkable. It takes place in the region designated by Vitiello’s ellipsis “. . . ”.3

. Quantum theory as nonclassical theory

I shall now outline the key features of quantum theory from the nonclassical
perspective, specifically insofar as these features make nonclassical interpreta-
tions of quantum theory possible and possibly necessary. While I shall focus
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primarily on quantum mechanics, I shall also address the epistemology of
quantum field theory.4

It is worthwhile to begin by considering the double-slit experiment, a kind
of archetypal quantum-mechanical experiment. The well-known arrangement
consists of a source; a diaphragm with a slit (A); at a sufficient distance from
it a second diaphragm with two slits (B and C), widely separated; and finally,
at a sufficient distance from the second diaphragm a screen, say, a silver bro-
mide photographic plate. A sufficient number (say, a million) of quantum
objects, such as electrons or photons, emitted from a source, are allowed to
pass through both diaphragms and leave their traces on the screen. Two set-ups
are considered. In the first, with both slits open, we cannot, even in principle,
know through which slit each quantum object passes. In the second we can,
either in practice or, importantly, in principle.

In the case of the first set-up, a “wave-like” interference pattern will emerge
on the screen, in principle regardless of the distance between slits or the time
interval between the emissions of the particles. The traces, once a sufficiently
large number of them are accumulated, will “arrange” themselves in a pattern,
even when the next emission occurs after the preceding particle is destroyed
after colliding with the screen. This pattern is the actual manifestation and,
according to, at least, nonclassical interpretations, the only possible physical
manifestation of quantum-mechanical “waves.”

If, however, in the second set-up, we install counters or other devices that
would allow us to check through which slit particles pass, the interference pat-
tern inevitably disappears. Merely setting up the apparatus in a way that such
knowledge would in principle be possible would suffice. The fact that even the
possibility in principle of knowing through which slit the particles pass would
inevitably destroy the interference pattern may be shown to be equivalent to
uncertainty relations.

These facts are extraordinary and difficult to confront, even though or be-
cause quantum mechanics rigorously predicts them, including the particular
distribution of traces on the screen defined by the distances between different
parts of the arrangement, and by the specific placement of the slits.5 Accord-
ingly, such locutions as strange, mysterious, incomprehensible, or paradoxical
are not surprising. Attempts to conceive of the situation in terms of physical
attributes of quantum objects themselves appears to lead to unacceptable or at
least highly undesirable consequences. Among such consequences are logical
contradictions; difficult assumptions, such as attributing volition or personi-
fication to nature in allowing particles individual or collective “choices” (e.g.
quantum objects appear to “know” whether both slits are open, or whether
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counting devices are installed); or, as Einstein was first to note, nonlocality of
the situation, making it incompatible with relativity.

Bohr, by contrast, saw the situation, in nonclassical terms, as indicating
the “essential ambiguity” and ultimately impossibility of ascribing any physical
attributes to quantum objects themselves or to their behavior. In this view, in
considering individual marks on the screen we may rigorously speak of them
only as particle-like effects or, in certain circumstances, as wave-like effects, and
not as traces left by collisions with classical-like particle or wave objects. He
writes: “To my mind, there is no other alternative than to admit that, in this
field of experience, we are [rather than with properties of quantum objects]
dealing with individual phenomena [in Bohr’s sense] and that our possibilities
of handling the measuring instruments allow us only to make a choice between
the different complementary phenomena we want to study” (Bohr 1987:v. 2,
51). In other words, we are dealing with two different and mutually exclusive
types of effects of the interaction between quantum objects and measuring in-
struments upon those instruments under specific physical conditions.6 This,
apparently irreducible, mutual exclusivity of certain types of arrangements
(they can never be used at the same time) and yet equally the necessity of
using them all for a comprehensive (consistent and complete) description is
the proper physical meaning of what Bohr calls complementary physical de-
scriptions. It is also Bohr’s interpretation of Heisenberg’s uncertainty relations.
Measuring and even defining the variables involved in them, such as position
and momentum, or time and energy, require mutually exclusive arrangements
as well. These variables can now only apply to the classical physics of measur-
ing instruments, and not to quantum objects themselves, for which no such
variables can ever be ascribed, even each by itself, let alone jointly. By contrast,
we can ascribe either one such variable or another, but never both together, to
the measuring instruments involved under the impact of their interaction with
quantum objects. This situation is the origin of Bohr’s “complementarity” ter-
minology. Ultimately the term came to designate his overall interpretation of
quantum mechanics, the nonclassical nature of which is indeed correlative to
the unavoidability of such complementary situations of measurement.

What we see on the screen is now assumed to be the manifest effects of
the interactions between quantum objects and measuring instruments upon
the latter. Such effects are classical physically, insofar as they (but not their
emergence) are described in terms of classical physics, and classical epistemo-
logically insofar as they (but, again, not their emergence) could be manifest,
present to our consciousness as phenomena, including in Kant’s sense (as dif-
ferent from things in themselves). Each of these effects or marks is a discrete,
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particle-effect, entity and an individual phenomenon in Bohr’s sense. Bohr de-
fines quantum-mechanical phenomena in terms of individual effects of this
type, which, accordingly, also makes the corresponding material entities (i.e.
the effects in question) available to our consciousness in terms of phenomena
in Kant’s sense, while anything at the quantum level is not available to such a
representation.

It is crucial that in this interpretation an unambiguous reference to quan-
tum objects and processes would remain impossible even when one speaks of
single such attributes, rather than in the case of a simultaneous attribution of
joint properties involved in uncertainty relations, and even at the time when
the measurement takes place. In other words, neither one nor the other com-
plementary variable could be assigned or even defined for quantum objects
themselves, rather than only one or the other, say, a position or momentum.
Accordingly, Bohr argues that “in quantum mechanics [at least in this inter-
pretation] we are not dealing with an arbitrary renunciation of a more detailed
analysis of atomic phenomena, but with a recognition that such an analysis is,
in principle, excluded” (Bohr 1987:v. 2, p. 62). As a result, quantum objects are
placed in the position of nonclassically unthinkable entities.

It is sometimes argued that higher-level quantum theories, such as quan-
tum field theory, are likely to remove the nonclassical features of quantum
mechanics, which are unacceptable to some, beginning with Einstein. Such
higher-level theories are also seen as more suitable for quantum approaches
to the brain. One might more readily agree with this latter argument.7 By con-
trast, the contention concerning the possibly classical-like character of such
theories is less compelling. Given the complexities of quantum field theory,
one might plausibly anticipate that the movement from quantum mechanics
to it may proceed not toward epistemological classical-like theories but toward
as yet more complex, at least mathematically and experimentally, if not epis-
temologically, forms of theoretical nonclassicality. Let me briefly indicate why
such may be the case.

Suppose (speaking provisionally in terms of quantum objects themselves)
that one arranges for an emission of an electron from a source and then per-
forms a measurement at a certain distance from that source. Merely placing a
photographic plate would do, and the corresponding traces could be properly
treated nonclassically. According to classical physics, one would encounter at
this point the same electron, and its position could be predicted exactly (within
the capacities of the measuring instruments used) by classical mechanics. In
quantum mechanics, by contrast, one would encounter either an electron or
nothing, and the alternative probabilities are properly predicted by quantum
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mechanics. Once the situation involves higher energies, however, and is gov-
erned by quantum electrodynamics (a form of quantum field theory), one may
find an electron, nothing, a positron, a photon, an electron-positron pair, or
still something else. The probabilities for the alternatives are, again, properly
predicted by quantum electrodynamics. One can also formulate the situation
in terms of the ground state difference between quantum mechanics, in which
one can assign a single ground state, and quantum field theory, in which one
cannot do so. The upshot is that in quantum field theory, an investigation
of a particular type of quantum objects (say, electrons) not only irreducibly
involves other particles of the same type but also other types of particles, con-
ceivably all existing types of particles or their combinations.8 It is crucial that
the situation involves different types of particles, since one cannot distinguish
different particles of the same type, such as electrons, and, accordingly, one can
never be certain that one encounters the same electron in the experiment just
described even in the quantum-mechanical situation.

The situation appears difficult to negotiate classically. The epistemology
of quantum field theory is, however, a complex and little developed subject,
which cannot be addressed within the scope of this essay. Accordingly, I shall
not make a strong claim either way. This is, moreover, not essential for my ar-
gument, which concerns only nonclassical theories of the brain and the mind.
This argument, however, allows me to make the following claim, which is rig-
orous. If the dynamics of the brain responsible for consciousness and thinking
is quantum and if quantum theory, including quantum field theory, is episte-
mologically nonclassical, we may, beyond the fact that this physics is quantum,
never know or even be able to think (in the classical sense of both terms) how
thinking is ultimately possible physically.

. Conclusion

From the quantum perspective, the brain or the body may be seen as a kind
of measuring machinery, a conglomerate of measuring instruments, suited
and developed for both classical and quantum measurement. This machinery
enables both our unconscious thinking and our consciousness. It is through
consciousness and only through consciousness, and the classical domains it
gives us, that we infer the workings of the unconscious, possibly itself unthink-
able even if considered in terms of its mental dynamics. This is why we must
begin with consciousness. There is no other place to begin, including in the
case of quantum physics, whose data, too, is ultimately given, as data, only to
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our consciousness. For one reason or another, our bodies appear to enable us
to “see,” to consciously experience, only a classical world. Our minds, how-
ever, through mostly unconscious thinking, can, by using some of the data of
consciousness, conceive and even rigorously, including, in the case of quantum
theory, mathematically, derive that which defies knowledge and even classical
thinking. To think, let alone to know how our brains or our bodies enable our
minds to do so is a formidable task indeed, the hard problem of the uncon-
scious. This problem may have no solution short of a complete unification of
many disciplines, which does not appear likely. All the more credit then is due
even to the smallest steps forward. Greater things are not impossible either,
within and between different disciplines. Nonclassical thinking, thinking with
the unthinkable, may help our thought here, even though and because it will
also reshape how we define and approach our theoretical problems.

Notes

. I refer primarily to the work of Hiroomi Umezawa and his followers, especially that of
Giuseppe Vitiello (Vitiello 2001), based on quantum field theory. Neither Bohmian ap-
proaches nor those of Roger Penrose and his followers will be considered here.

. These workings are not restricted to those of understanding or reason. The present argu-
ment does not claim to encompass all aspects of our mental constitution, such as (beyond
thinking) feelings, emotions, and so forth, all subjects of complex discussions and debates
in several fields.

. The question of the relationships between consciousness and temporality is crucially
implicated here, but it cannot be addressed within my scope.

. I can only offer an outline here and refer to Plotnitsky (2002) and Plotnitsky (2003) for
further details.

. The situation can also be given a statistical interpretation indicating that the statistical
nature of quantum mechanics may be and, in the present view, is irreducible.

. The overall situation also involves the so-called quantum-mechanical entanglement be-
tween the quantum object considered and certain parts of the overall measuring arrange-
ment. This circumstance is pertinent to my argument, but the subject cannot be addressed
here.

. See Vitiello’s discussion (Vitiello 2001), based on such features as an open (dissipative)
character of the brain as a physical system, the inter-connective, network-like architecture of
this system, and, implicitly, the quantum-field-theoretical rather than quantum-mechanical
nature of the quantum entanglements involved.

. For important features of this situation in terms of quantum-field-theoretical (vs.
quantum-mechanical) entanglement and, mathematically, the so-called Hopf ’s algebras, see
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(A. Iorio, G. Lambiase, & G. Vitiello 2002), which offers a profound but inevitably technical
analysis.
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Chapter 4

Mental presence and the temporal present

Georg Franck
Technische Universität Wien, Austria

This contribution ventures a look at quantum brain dynamics (QBD)
through the glasses of phenomenology. In this view, QBD is about perception
and recollection. Perception implies mental presence. Recollection makes
sense only in a context in which present and past denote distinguished modes
of existing. In physical theory, both mental presence and the temporal
present are supposed to be conscious phenomena. QBD thus is confronted
with the question of how the physical and the phenomenal are interrelated.
So far, the difference between the physical and the phenomenal aspect of the
brain has been predominantly discussed in terms of the third-person and
first-person perspective. In the following, an alternative approach is put
forward. The perspective of the first person and the perspective of the third
person share a common viewpoint: the temporal present. In the perspective
of the first person, the temporal present is indistinguishable from mental
presence. In the perspective of the third person, the present is the viewpoint
in time shared by all persons. The paper asks how this communality can be
made productive for mediating the ontological difference between
phenomenal consciousness and the reality described by physics.

How does it feel to be a brain?

Conscious brains are the strangest of objects. They present themselves in com-
pletely different ways depending on whether they are investigated from outside
or sensed from within. In the perspective of the outside observer, the brain is an
anatomical structure with physiological functions, a conglomerate of chemical
and physical processes, whose prime ability is the processing of information.
In the perspective of the person who is the brain, a world endowed with sense
qualities, value and meaning appears. From the third-person point of view, the
brain is a net of neurons and glia cells swimming in a water bath. From the
first-person point of view, our brain is what provides us with the phenomenal
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world: the world that is present when we are in the state of mental presence,
and absent when we are unconscious.

Mental presence is the feeling of being a conscious mind. Is it the feeling
also of being a conscious brain? The question may seem nonsensical since the
brain has no organ for sensing itself. On the other hand, does the very fact of
one’s feeling not imply feeling to be a brain? The difficulty of taking one’s men-
tal presence as the way it feels to be a brain is this: Even though our being in
the state of mental presence is something we cannot help to be acquainted with
most intimately, it is, at the same time, something completely alien to us. The
state of mental presence is what we know best of all because it is what every act
of experiencing is in. Yet, it is completely alien to us because we cannot grasp
it in its own reality. Mental presence is a byword for concreteness. Still, it is
not a thing we can experience with our senses. Nor is it accessible by abstract
thought. It ceases to be what we are trying to grasp as soon as turned into an
object of thought. Mental presence eludes our grasp since it is neither a thing
nor an idea. The only way it can be experienced lies in its taking cognizance
of itself. In order to reach this state of self-awareness we must rupture, how-
ever, the everyday intimacy with our being aware of something. Self-awareness
means being aware without being aware of something, an attitude for which
there are no words.

An account of what it feels to be a brain that deals with this difficulty
is Martin Heidegger’s ontology of Dasein. “Da sein” literally translates as “to
be there”. When related to the mode we exist in as conscious beings, “to be
there” assumes a double meaning. “Da sein” can mean to exist as a living or-
ganism, and it can mean to be present in the sense of mental presence. It is
this double meaning of “being there” that is characteristic of the existence of
a conscious brain. The organism is an entity. Mental presence is not an entity,
but a mode of existing. Dasein covers this intrinsic difference. According to
Heidegger, Dasein is the entity (Seiendes) that is aware of itself and cares about
its Being (Sein). Being, thus understood, means presence. Being, as distinct
from entities, means presence, as distinct from the things and events presenc-
ing. The conscious brain is that one distinguished entity that itself performs
the ontological differentiation between Being and entities.

From the dualism of views to the difference in ontology

Presence, in the sense of Being, is not restricted to the perspective of the first
person. Presence, when tied to the perspective of the third person, is called
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the temporal present. In the perspective of the first person, mental presence
and the temporal present are one. In the perspective of the third person, the
temporal present is as objective, however, as is the fact that the reality given to
perception consists of things and events that are separated from their temporal
environment. It is the cut of nowness that singles out the collection of “res” that
the concept of reality classically refers to. Part of this collection is the brain as
appearing in the perspective of the third person. Accordingly, the ontological
differentiation between Being and entities is neutral with regard to the dualism
of the first-person and third-person perspective.

The temporal present, though implied in the classical concept of reality,
does not come forth in post-classical physics. The present explicitly is expelled
from spacetime, it has no place in the universe described by the wavefunction.
In relativity as well as in quantum theory, there is no distinguished section of
the universe that is raised to presence while the presentification of the rest is
suppressed. From a physical point of view it is not the dualism of views, thus,
that is relevant for demarcating the physical from the phenomenal. Both the
perspective of the first person and the perspective of the third person are bound
to the now. They both presuppose the present. When it comes to the question
how the physical and the phenomenal are interrelated, Heidegger’s account of
Dasein is more to the point than the dualism of personal perspectives.

On the other hand, Heidegger’s philosophy epitomizes a way of thinking
that scientific thought progressively has distanced itself from. Scientifically,
entities are all there is. For Heidegger, presence is what deep thinking is all
about. Scientifically, even the temporal present is denied objective existence.
For Heidegger, modern science is the upshot of Seinsvergessenheit: of forget-
fulness of Being. In fact, ignoring presence means to ignore the very existence
of consciousness. For us, as conscious beings, everything that is supposed to
exist does so by making appearance in conscious awareness. The only way we
have access to the reality deemed to exist independently of being experienced
is conscious thought.

Accounting for the existence of conscious brains thus means to think to-
gether totalities that seem to be most intimately related and, at the same time,
to be separated by an abyss. It is as if we had to do with different universes, a
subjective one that is present and an objective one that is real. It is as if these
universes had to come into contact before entities can manifest. Hence, is there
any account of the functioning of the brain that accounts for this dualism of
universes?

Remarkably, there might be one. Even more remarkably, the account com-
ing into question is a physical one. In Hiroomi Umezawa’s quantum theory
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of thermodynamics, a dualism of universes emerges from the formalism. In
thermofield dynamics “every dynamical degree of freedom is doubled; to any
operator A is associated its tilde conjugate A∼” (Umezawa 1993:144). It is an
open question what this doubling means beyond the job it does in the formal-
ism. However, thermofield dynamics has developed into dissipative quantum
brain dynamics (Vitiello 1995, 2001). Quantum brain dynamics (QBD) is an
approach to the brain’s capability to memorize (Jibu & Yasue 1995). Memory
is that one capability of the brain that has most immediately to do with the
differences engendered by presence. Memory lies at the base of time percep-
tion and of the brain’s way of dealing with temporal change. Temporal change
means that world states having been future become present, only to vanish into
the past. Without memory, there is no past and no future. Memory, however,
has so far escaped explanation by non-quantum approaches to the functioning
of the brain. In the brain, memory storage is not localised (see Pribram 1991).
QBD is that one approach that accounts for both the enormous capacity and
the non-local way of storage. Dissipative QBD, in addition, accounts for the
self-organisation of the brain as a system that maintains itself through energy
exchange with its environment (Vitiello 2001).

The brain, as a dissipative system, is an open system. Its environment, in
terms of thermodynamics, is a heat bath that is an open system as well. In order
to say something specific of the brain embedded in its environment, the system
brain plus environment has to be closed somehow. Due to the holistic character
of quantum theory, this closure is a delicate operation. The device accomplish-
ing this closure is the thermofield dynamical doubling of the system. By this
doubling the system is closed and kept open as well. Due to the holistic char-
acter of quantum theory, the doubling of every dynamical degree of freedom
amounts to a doubling of “worlds”. The description of the brain as a dissis-
pative system is thus accomplished by relating two universes, the (nontilde)
universe A and its (tilde) double ∼A. Umezawa (1993:34) speaks of “the pres-
ence of other universes which are totally dissociated from our world, though
they share the vacuum with our world.”

The vacuum state is the state of minimum energy. It is the key to the expla-
nation of the enormous capacity and the nonlocal way of memory storage. We
shall come back to it in a moment. Since we are looking for an account of brain
functioning that accounts for the production of mental presence, Umezawa’s
talking of the “presence of other universes” looks promising. This promise,
however, relies on a misunderstanding. The descriptions of both the nontilde
and the tilde universe are wavefunctions. The states that wavefunctions give
expression to are possible states. Possible states differ from actual states in that
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they lack presence. Wavefunctions can be interpreted as relating to presence in
a way only that Umezawa certainly had not in mind (see below). Most prob-
ably, Umezawa’s talking of presence is just a way of dealing with the hard to
express existence of wavefunctions in ordinary language.

It was first Gordon Globus who explicitly addressed the question of how
the universes addressed by Umezawa manifest. Since manifestation means pre-
sentification, he asks how the dualism of un-present universes might relate to
the ontological difference between Being and entities. The wavefunctions of
the nontilde and tilde universe have the same form, but differ in the sign of the
imaginary unit number i. Tilde is the complex conjugate of nontilde. Observ-
ables, i.e. descriptions of entities that can be made to manifest, result from a
conjugate match of nontilde and tilde. When being made to manifest, the ob-
servable turns into an actual happening. An actual happening is what happens
when entities present themselves in the present. Since it is fundamentally un-
clear what the temporal present might be in the absence of mental presence,
we should be entitled to say that entities surface in the present when entering
some Dasein – or, rather, when getting involved into the happening of Da-
sein. Globus now embarks on thinking together the conjugate match of the
universes and the happening of Dasein. He illustrates his approach by refer-
ring to Descartes’ dualism of res cogitans and res extensa. “Descartes’ dualism
of incompatible yet interacting substances is succeeded by a thermofield du-
alism in which an interaction takes place in the vacuum states upheld by the
living brain. This interaction is . . . a lighting process in which res extensa is
disclosed in virtue of a ∼conjugate match. In the case of match, the physics
equations show real numbers, which are associated with observables” (Globus
2003:81). Dasein is what results from the conjugate match between nonpresent
tilde situatedness and nontilde potentiality.

Quantum memory

Physics, to repeat, does not thematize presence. Hence, the conjugate match is
definitely not a self-contained account of Dasein. Dasein means to live men-
tally present in the present. The only way of relating the ontological difference
to physical theories of the brain lies in interpreting these theories in the light
of the accounts we have of our existence as conscious minds. The account
Globus makes use of is the most fundamental notion of Dasein: of Heideg-
gerian Existenz. Globus deems the notion of phenomenal consciousness to be
inappropriate since too closely related to that of classical reality. This is a point
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with which I disagree. I think phenomenal consciousness to be indispensable
for accounting for the brain’s way of dealing with presence. Presence, for the
conscious brain, is not an all-or-nothing mode of existing. In experience, pres-
ence varies in two different, if not independent, respects. Presence can vary in
the sense of the varying degree of concreteness to which things are present; and
it can vary in the sense of the varying degrees to which we are mentally present.
The varying degrees of concretness are epitomized by the soft transition from
future to present and then past (as described by Husserl in terms of protention
and retention). The varying degrees of mental presence are epitomized by the
spectrum of arousal that ranges from highest alertness or even shock to the
verge of sleep and further from dreaming sleep to dreamless sleep down to the
definite loss of consciousness.

Compared to the very existence as a conscious mind, these varying de-
grees of presence are subtleties. These subtleties, however, are of prime interest
when understanding QBD as a theory of the brain’s capability to memorize.
Memory lies at the base of time perception and of the differentiation between
perceptive and reflective consciousness. Time perception is the awareness of
the involuntary change of the degree to which things and events are present.
The differentiation of perceptive and reflective consciousness relies on the ca-
pability of the brain to uncouple the presence controlled by temporal change
from the presence controllable by the brain itself. When interpreting dissipative
QBD1 in the light of these capabilities, the following features of the memory
system appear in the foreground. (1) Everything lived through consciously is
automatically printed to memory, (2) total memory is constantly held acces-
sible and (3) past experience, though having lost its original presence, can be
made to reappear in mental presence. Feature (1) relies an enormous capacity
of information storage, feature (2) relies on the conservation of printed mem-
ory and its protection against overwriting, (3) means that the experience passed
is reproduced by recombining the information stored with mental presence.

Ad (1) According to QBD, memory is printed to vacuum, i.e. minimum en-
ergy, states of quantum fields that extend over macroscopic distances in the
brain. The main burden of information storage lies on fields that are generated
dynamically by the exchange of quanta that correlate the rotational and vibra-
tional dynamics of water molecules in a coherent manner. The submicroscopic
constituents of the water electric dipole field are vibrating in phase to the effect,
that the field behaves as if it were one molecule that assumes macroscopic size.
The quanta exchanged by way of these long-range correlations are massless,
which means that they do not add to the energy of the system. What the num-
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ber of dipole wave quanta condensed in the system does change is the phase
that the system is in. Quantum field theory allows the electric dipole field of wa-
ter to assume an infinity of phases. The idea behind memory printed into mini-
mum energy states of this field is as follows. The equations controlling the time
evolution of the field are invariant under some (group-theoretic) groups of
continuous transformation. This symmetry spontaneously breaks down when
the system reaches its minimum energy state. The vacuum states are no longer
invariant under the full group. Nevertheless, there are as many vacuum states as
there are phases potentially assumed by the system. The vacuum states are ca-
pable carriers of memory if it is possible to stabilize the imprints and to protect
them against overwriting by subsequent states of minimum energy.

Ad (2) Vacuum states, by virtue of being states of minimum energy, are stable
in principle. The electric dipole field of the brain water is a system, however,
that is constantly undergoing phase transitions. The possibility of stabilizing
vacuum states of a system that is thus “living over many ground states” (Del
Giudice et al. 1988) crucially depends on two conditions. The first is that the
system is allowed to be in an open number of states at the same time. In quan-
tum theory this condition is allowed by the so-called superposition principle.
Superposition means that the state of a system can be described as the sum
of a set of independent (orthogonal) states. The first condition for the possi-
bility of stabilizing vacuum states of the electric dipole field is that the brain
is a quantum system that is, and continues to be, in stabilized superposition.
This condition is necessary but not sufficient for protecting the vacuum states
against overprinting. The sufficient condition is that the system is allowed to
collect physically inequivalent vacuum states without limit. This condition can
only be fulfilled by open systems, i.e. by systems that are connected to their
environment. The brain is such a system. As a dissipative system, it is in con-
stant exchange of energy with its environment. By virtue of the brain’s being
a dissipative system, an overprinting of the vacuum states of the water electric
dipole fields can be prevented. By thus being protected, an unlimited number
of ground states are allowed to co-exist in stabilized superposition. It is this
feature that might explain the enormous capacity of the brain to memorize.

Ad (3) Superposition is the mode in which quantum theory allows sums of
orthogonal states of a system to exist or, rather, to sub-sist without being man-
ifest. These superposed states are what the so-called state vector of the system
is made of. The states entering the state vector are no actual states. No system
whatsoever can actually be in orthogonal states at the same time. Convention-
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ally, the state vector is interpreted as an expression of the states that the system
possibly is found to be in when subject to a measurement. In the context of
quantum theory, measurement means that one of the potential states of a sys-
tem is turned into an actual state. An actualization of this kind must take place
also when a memory state is selected for making appearance in mental pres-
ence. The states having subsisted in superposition before being actualised in
an act of recollection cannot have been just potential states, however. They
must have subsisted really without existing actually. This difference is incon-
ceivable in classical theories of the brain. It is not before quantum degrees of
freedom come into play that states are allowed to be real without being mani-
fest. In a sense, thus, the states entering the state vector of the QBD system are
sub-present. They do not come forth but by a so-called reduction of the state
vector. Reduction of the state vector means that one of the many sub-present
states is selected and raised to full presence. This many-to-one projection hap-
pens both when a measurement, as understood quantum theoretically, or when
a recollection in the sense of the re-actualization of a printed vacuum state
take place.

Actualization and temporality

The memory system theorized by QBD is a macroscopic quantum system. It is
macroscopic in two regards. It is macroscopic regarding the coherence lengths
of the quantum fields it consists of. And it is macroscopic regarding the per-
ceptions it conserves. The macroscopic coherence lengths of the fields whose
vacuum states wear the information could be the explanation of the non-local
way memory is stored in the brain. A major part of the information these states
wear represents the environment objectified. Perceptions are more than just
impressions. The environment objectified consists of the collection of “res”
that the concept of reality classically refers to. In terms of quantum theory,
this concept of reality is derived. It depends on the process of actualization, i.e.
on the process by which one of the alternatives entering the state vector of the
system is selected for being turned into an actual happening.

The environment objectified in perception, even though presenting itself
in only ever a single state at a time, is actually never in the same state. Actual-
ization means that a state singled out of the state vector is temporarily raised to
full presence. That the state is only temporarily raised to full presence implies
that each moment another state of the world is made to manifest. Temporality,
thus understood, means that each moment a state having been future is made
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to appear in the present only to vanish into the past. In order to survive the
moment of its first presentification, a state surfacing in the present needs to be
refreshed, i.e. made to reappear in the present.

It is not before perception is augmented by recollection that this kind of
repetition can become effective in perception. Moreover, it is not before the
states actualised are recorded and kept presentified that change becomes sus-
ceptible to perception. It is only through re-actualization of the states printed
to memory that the reality given to perception extends beyond the immedi-
ate present. Or, to put it differently, past and future do not come forth but
by re-presenting or pre-presenting, respectively, states that are not immedi-
ately present. Hence, it is the interplay of actualization and re-actualization
that presents us with a classical reality.

One of the revolutionary novelties hypothesised by QBD is that the states
that give rise to the world we perceive are macroscopic quantum states. These
quantum states, taken together, contain the trajectories of the objects that make
up our classical environment. The space of the memory states are classical
trajectories (Vitiello 2003). The states themselves exist in the mode of super-
position as long as they are not re-actualised in an act of recollection. This,
however, means that the states underlying our feeling of living in a real world
are not just sub-conscious when not being in the foreground of attention, but
sub-present. They are real without being manifest. In order to manifest they
have to be (re-) actualised.

The process by which states having subsisted in superposition are turned
into actual states is not yet finally understood. One of the unanswered ques-
tions is how actualization and mental presence are interrelated. Since not even
QBD addresses this question immediately, let us put it for the moment aside.
Let us observe, instead, that two further conditions have to be met in order to
bring forth a perception. The first is that the brain is coupled to its environment
by exchanging energy in a highly specific way. The energy input that results in
perception does so by assuming the character of sensory input. The second
condition to be fulfilled is that the causal chain connected with the energy in-
put is intentionally inverted in such a way that the object perceived is located
out there. Only a tiny fraction of the input processed in the perceptive brain
results in conscious perception. In conscious perception, the brain exchanges
energy not only, but gets correlated with its environment in a highly specific
way. Locating objects out there means that the activity of perceiving reaches
out and does not stop short of the object objectified. It makes no sense to say
that the perception happens in the brain. The act of perceiving happens in the
brain as well as in the place that the object perceived occupies. The relation
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thus established is non-local in that the object is not just a representation, but
identical with the content that the consciousness is conscious of. The inten-
tionality of consciousness, thus understood, assumes the form that quantum
theory describes as entanglement.

When recollecting perceptions, these entangled states are re-actualised. In
re-actualization, the brain state performing the actualization and the state that
is actualised are separated in time. However, how do we get a notion of this?
How is it that we distinguish perception from recollection? Both the state ini-
tially actualised and the state re-actualised are states presenting themselves in
mental presence. What has changed is the source of information. It is not an
awareness of the source of information, though, by which we distinguish per-
ception from recollection. It is much more our sense of concreteness that we
make use of. The things perceived are more concrete that the things recollected.
This difference is even characteristic of the states printed to memory. When
being aware of some part of our biography we know, in a how-it-feels sense,
whether we recollect something immediately perceived or something we had
only indirect notion of. Memory printing depends on energy input. Hence,
it should be the measure of energy exchanged between brain and environ-
ment by which we distinguish perceptions from recollections. In recollection,
the energy exchange with the environment is interrupted. The result is the
how-it-feels difference between perceptive and reflective consciousness.

Interestingly, the brain’s capability of re-actualization is not restricted to an
either full or nil presentification. We find ourselves capable of interlacing rec-
ollections into the ongoing stream of perceptions. We are able, that is, to divide
attention. While being aware of what happens before our eyes, an inner eye
may attend to happenings quite different from those in the foreground. More-
over, we feel free to switch between foreground and background. The scene
perceived in the foreground and the episode recollected in the background are
easily made to change position in attention space. When the scene in the fore-
ground of our attention is past or future we just seem absent-minded to those
observing our behaviour. In fact, however, it is quite normal that we switch be-
tween past, present and future by manipulating the weights of presence of the
states that are manifesting at the same time. In order to allow a state to come
forth in mental presence it is not necessary, thus, to fully reduce the state vec-
tor of the QBD system. We seem capable, rather, to manipulate the weights of
presence in such a way that an ‘actual’ superposition of the states coming forth
results.2

We are back to the process of actualization. Actualization means that one
of the alternatives entering the state vector of the system is selected for be-
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ing turned into an actual happening. In the context of perception or, for that
matter, of measurement, the states entering the state vector are interpreted as
possible states. Actualization, thus interpreted, means that out of the cloud of
previously possible states an actual state precipitates. In the context of recollec-
tion, a slightly different interpretation may be more appropriate. The vacuum
states of the QBD system are not just potential states. They are real states, trac-
ing facts. The states wearing the information of veridical memories are real
states that exist in a less-than-full degree of presence as long as they are not
selected for re-actualization.

By this interpretation, a distance in time gets involved that separates the
initial actualization of states from subsequent re-actualization. At first glance
this time seems to be just the distance measured by clocks. On closer inspection
we see, however, that distance, i.e. difference in date, is not the only difference.
There is a difference in presence as well. Our sense of concreteness does not
need a clock for distinguishing perceptions from recollections. It just discrim-
inates degrees of presence. It is a progress hard to be overrated that QBD is
capable of translating this difference into terms of energy. By this translation,
however, the interpretation of the weights – i.e. the complex terms – of the
wavefunction changes. Each state entering the state vector of a system con-
tributes with a definite weight to the superposition. In the context of measure-
ment, these weights (the square moduli of the complex terms) are interpreted
as the probability of obtaining the alternative in question when the system is
measured. Actualization, thus understood, means that the probability of one of
the alternatives shifts from a value less than unity to the value unity (see Stapp
1993 for this formulation). As soon as the states waiting for actualization are
not just potential states, the weights with a value less than unity turn into mea-
sures of a less than full degree of presence. Accordingly, actualization turns into
the process in which sub-present states are temporarily raised to full presence.

Epistemologically, this ‘temporalistic’ interpretation is equivalent to the
probabilistic one. The closer the degree of presence of a state is to full pres-
ence, the higher is the probability of meeting the system in this state when
a measurement is performed. The difference lies in the concept of time in-
volved. Presence explicitly refers to temporal change. Temporal change has to
be clearly distinguished from real change. Temporal change, to repeat it, means
that world states having been future become present and then past. Real change
means that states differing in date also differ in structure or function. Tempo-
ral change and real change are independent of one another. We can abstract
from temporal change by leaving real change perfectly intact. Accordingly,
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when consistently disregarding the processes of real change, we are left with
nowness as such.

The system described by QBD either presupposes of engenders temporal
change. The manifestation of perceptions and recollections is bound to tempo-
ral change. Dealing with temporal change is what recollection and anticipation
are good for. It is not before perception is distinguished from recollection that
we realize that time goes by. In the domain deemed to be physically funda-
mental time does not pass. The question thus is how the passage of time is
accounted for in dissipative QBD.

The passage of time and the mirror image in time

Asking thus may seem to be besides the mark. As a physical theory, QBD
does not account for the process we experience as temporal change. Tempo-
ral change means that the state manifesting in the present never is the same,
whereas the present itself persists. The states, including the ‘inner’ states of the
consciousness, come and go. The Now just is. It has been now since time began
to pass. As soon as the temporal present is treated as a permanent Now, main-
taining its identity while moving relative to the states that make appearance in
it, temporal change appears as a relative kind of motion. In QBD, there is no
account for permanent presence, nor is there one for relative motion.

Nevertheless, dissipativity allows a singularity on the axis of time to come
forth whose emergence involves a symmetry break between the directions of
time (Vitiello 2001:107). The singularity means that there is a distinguished
place in time. Breaking the symmetry means that there is a preferred direction
of time. The distinguished place in time and the irreversibility are necessary,
though not sufficient, conditions for temporal change. What is lacking, still,
are the differences in presence and the spontaneous movement we experience
as passage. It may be that these latter ingredients are tied to presence as a mode
of existence for its own. Still, there is the strange doubling of universes in dis-
sipative QBD waiting to be considered in the light of the experience we have of
time. The reason is that the doubling of the system brain plus environment is
accomplished by way of mirroring the system in time. The tilde universe ∼A is
the time-reversed mirror image of the nontilde universe A.

Is there a way of interpreting this mirroring in time in the light of the ex-
perience we have of time? As Globus (2003:138) makes clear, it is pointless to
think of a movie that runs forward and backward at the same time. There may
be an interpretation, however, when we take seriously the description of pas-
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sage as a relative kind of motion. Relative motion is a concept that includes,
or gives rise to, a mirror image. By definition, relative motion can be looked
at in two ways. Each of the relata can be looked at as being at rest while the
other one is in motion. This applies to the travel of the Now as well. The Now
can be looked at as being at rest while the sum total of the states having passed
through or being destined to pass are in motion. Or the Now can be seen as
being in motion while the states are at rest. In order to switch between these
views, a transformation is needed in which the direction of time is reversed. In
the first view, the Now travels forward in time, in the second view, the states
travel backward in time (Franck 2000, 2003).

Both the relative motion and the mirror image in time deal with the rela-
tion between the perceiving self and the world perceived. It is thus tempting to
assume that the experience of the moving Now is the phenomenal correlate of
the dynamics described by dissipative QBD. This interpretation, however, faces
difficulties. Even though the dynamics of dissipation breaks the time-reversal
symmetry, it does not give rise to a constant shift of an entity relative to an-
other. Since energy is not conserved in dissipation, there seems to be no base
for the translational invariance implied in relative motion.

Nevertheless, the brain plus environment is an entangled whole. In dis-
sipative QBD, the brain is constantly entangled with its environment. It is
entangled not just in the way that gives rise to a non-local correlation in space.
It is entangled in a way also that maintains the unified whole in time. This on-
going entanglement leaves as its trace the perceptions printed to memory. The
perceptions printed to memory are processed into the cognitive map we con-
struct and maintain of our environment. It is this mental map that appears to
be in relative motion when we have the impression that time goes by.

From a physical point of view, this map is not extended in time. It is
built up from information that shares the date of its actual use. It is only by
interpreting this information in a certain particular way that it turns into a re-
presentation of experiences undergone. In order to turn information available
at time to into a re-presentation of an event having taken place at time t-1 an at-
titude is needed that deploys perspectival depth behind the pattern presented.
This intentional attitude has to perform in time what the perception of objects
out there performs in space.

Intentionality is a property of phenomenal consciousness. Accordingly, the
mental map, as a map representing temporal regions extending beyond the
present, does not come forth but in mental presence. The kinematics of tempo-
ral change may thus be purely phenomenal. The relative motion may be absent
in the absence of cognitive maps. Hence, we should be careful of not commit-
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ting a category error when looking for a physical correlate of the impression
that the Now travels through time. Before asking what physical process gives
rise to the impression that time goes by we should further go into the analysis
of the impression itself. How is it that we have the impression of living in a Now
that maintains its identity while constantly changing its location in time? What
precisely are the relata the combination of which gives rise to the impression of
relative motion?

The ‘paradox’ of temporal change

The only descriptions we have of time’s flow are phenomenological. Remark-
ably, however, the description of this basic experience proves to be frustratingly
hard. Since Henri Bergson there is a noted incompatibility between physical
time and the time containing the Now. For Bergson (1889), the difference is
that between the distance measured by clocks and the duration experienced
subjectively. In order to account for the aspect of time that escapes measure-
ment by clocks, Bergson introduced the concept of ‘durée’. ‘Durée’ gives expres-
sion of the fact that the Now endures. Bergson did not consider the possibility,
however, that duration may assume two totally different meanings when ap-
plied to the Now. The meaning of duration suggesting itself when applied to
the Now is the eigentime of the present, i.e. the interval in clock time cov-
ered by mental presence (on this point see Pöppel 1997 for an overview). This
interval however, as extended as it may be, has to be distinguished from the per-
manence of the Now. This latter kind of duration is different not only, but even
independent of the interval spanned by the so-called specious present. Since
Bergson has never been clear about this point, his concept of durée became a
notorious source of confusion.

The operation of singling out the span covered by mental presence from
the duration lived through is delicate when to be performed on the level of
phenomenology. On the level of phenomenology, the Now is indistinguish-
able from the presence of phenomenal consciousness. It is one of the tenets
of phenomenology that consciousness is intentional as such. That conscious-
ness is essentially intentional means that being conscious always means to be
conscious of something. By virtue of its essential intentionality, the presence
of consciousness cannot be separated from the contents presenting themselves
in this presence. Hence, the problem of drawing the line between the differ-
ent meanings of duration implied in the concept of durée lies in demarcating
the pure ‘form’ of mental presence from the things and events surfacing in it.
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The problem consists, to put it differently, in distinguishing mental presence
from the stream of conscious phenomena. It is this distinction that Edmund
Husserl never stopped tackling. Husserl realized that there is a kind of relative
motion relating the presence of consciousness to the contents consciousness
is conscious of. He clearly saw that there are two views of passage, the one
showing the Now as passing while the moments passed through are at rest, the
other showing the Now at rest while the moments passing through are in mo-
tion. Husserl called the experience of this ambiguity the ‘arch-impression of the
both standing and flowing Now’ (“die Urimpression der stehend-strömenden
Gegenwart”). However, Husserl was prevented from taking the relata of this
relative motion apart by the dogma of the essential intentionality of conscious-
ness. Taking these relata apart means separating phenomenal consciousness
from its intentional content. Instead of daring the cut, Husserl felt driven to
treat the ambiguity of the both immobile and flowing Now as a kind of para-
dox. He was downright haunted by this ‘paradox’. He never stopped fighting
with the problem. From his lectures on “The Phenomenology of Internal Time
Consciousness” in 1905 (Husserl 1966/1996) until the manuscripts dating from
the year of his death, 1938 (see Held 1966), he grappled with the problem again
and again. The tension remained unresolved.

It was first Heidegger who left the dogma of the essential intentionality of
consciousness behind. For Heidegger, it is the very distinction between presence
and the things and events presencing that becomes essential. It is this distinction
that is drawn when Being (Sein) is distinguished from the being-there of things
and events (Seiendes). Being, as distinct from the things being, means being
aware in the sense that a world of experience is present at all. Being, as distinct
from the events being in time, is the time being. We have to leave subtleties
aside in order to translate “Sein” as presence.3 It is this translation, however,
by which Being is related to time. Presence, when related to time, is nowness
as such. Nowness is neither a thing nor is it an event. The things and events
presented come and go; presence just is.

The reason why it seems so strange and outlandish to draw the distinc-
tion circumvented by both Bergson and Husserl becomes clearer when we
consider the novelty that the advent of Heidegger’s philosophy meant in the
tradition of western thought. The distinction between Being and entities is a
differentiation requiring an attitude that never has been cultivated in western
philosophy. It requires awareness to get rid of intentional content. As long as
awareness is assumed to mean being aware of some thing, abstraction from the
contents surfacing in awareness is tantamount to abstracting from awareness
as such. Only by forgetting or annihilating the objects awareness habitually
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is concerned with, presence as such comes to the fore. Or, put the other way
around, it is only in conceptless self-awareness that phenomenal consciousness
comes to its own. Only through the exercise of disregarding anything surfacing
in awareness, the differentiation between Being and entities becomes intelligi-
ble. The way in which presence as such can be experienced consists in avoiding
any distraction from one’s own state of being aware.

The novelty of Heidegger’s philosophy is that it bridges western and east-
ern thought in an unprecedented way. Being, as distinct from the being-there
of things and events, is what eastern tradition calls the empty Being or filled
Nothing. Being, as distinct from any thing there is, is presence void of any
specific content. Being, as distinct from any event, is nowness experiencing
itself and nothing but itself. Being is empty in that it is without inner struc-
ture and outer circumscription. It is Nothing in that it is the fulfilment of the
absence of anything detracting from presence as such. In this equivalence of
Being and Nothing, consciousness escapes the determination of being con-
sciousness of. In conceptless contemplation, the unity of the phenomenality
and the intentionality of consciousness breaks.

Considering the deep-rooted habits of thought that need to be overcome
when drawing the ontological differentiation performed by Heidegger, we un-
derstand better why Bergson and Husserl did not succeed in separating the
relata that need to be separated in order to be truned into constituents of
the relative motion we perceive as time’s flow. On the other hand, not even
Heidegger asks how the dimension t is turned into the process of temporal
change. Instead of putting the relata separated by the ontological differentia-
tion together again, he treats these relata as if one had to decide oneself which
one to be concerned with in the first place. He belittles the being-there of en-
tities by emphasising, again and again, the overriding dignity of Being. Instead
of developing a philosophy of time that reconstructs in depth the interplay
between presence and reality, he emphatically focuses on the depth of Being.

Ontological complementarity

Nevertheless, Heidegger cuts through a Gordian knot. Distinguishing Being
from entities shakes the deep-rooted habit of thinking the real to be present
as such. Being, as distinct from entities, is the mode in which anything ap-
pearing in the light of an awareness manifests. This mode may or may not
be included in the description of reality. It may be excluded in the name of
objectivity. This is what contemporary physics does. Manifestation means pre-
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sentification. Presence may ultimately be synonymous with mental presence.
However, we do not know whether the advent of presence had to await the
evolution of conscious brains. It may be as well that presence is as primordial
as is material reality (i.e. matter and physical energy). Heidegger leaves it open
how, and whether, Being relates to subjectivity.

Presence, when distinguished from the entities presencing, can be puri-
fied from anything particular that manifests. Conversely, material reality can
be purified conceptually from presentification. Presence, when purified from
any thing and event manifesting, is the empty Being or filled Nothing. When
purifying physical reality from presentification we end up with the universal
wavefunction. Remarkably, both the elimination of entities from presence and
the elimination of presence from reality result in fathomless wholeness. Both
concept-less awareness and the totally entangled quantum whole are back-
grounds of existence that cannot be transgressed. They are both fundamental
and extremely symmetrical. The emergence of anything particular presupposes
that symmetries are broken. Symmetries break as soon as the pure extremes
are left. Concept-less awareness turns into intentional consciousness as soon as
the awareness becomes selective. The totally entangled quantum whole turns
into a selection of possible states as soon as observables are identified. In both
cases, something particular emerges by way of reducing the one extreme and
allowing the other mode of existence to enter. The categories that enter when
concept-less awareness turns into focussed attention are the forms that entities
assume when becoming objects of thought. The observables that enter when
probabilities are calculated are forms that entities assume when conceived as
objects located in space and time. It is an open question how the selection
of states described by the wavefunction and their transformation into local
states is related to presence. In the case, however, that it is legitimate to talk
of sub-present states whose presence is amplified when an actual happening
takes place, the constitution of macroscopic reality implies presence. On the
other hand, conceptual awareness ranges from abstract thought to concrete
perception. Abstract thought is distanced from concrete perception by steps of
reflection whose effect is that the materiality represented is diminished. Most
importantly, there is a middle between the extremes where presence and ma-
teriality match in a highly particular way. The matching case is the perception
whose description renders the collection of “res” that the concept of reality
classically refers to. Classical reality is what results when physical reality is re-
duced to an only ever single and manifest state of the world, and when presence
is reduced to the social average of the temporal present.
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What we are facing is an ontological complementarity of presence and ma-
teriality. We can have presence up to the extreme of fathomless wholeness, and
we can have materiality up to the extreme of fathomless wholeness. We can
have the maximum of either, but we cannot have both. We can have each to the
extent only that the other is reduced. The more materiality, the less presence,
and vice versa. This ontological complementarity is one of the fundamental
conditions of existing as a conscious brain: of Dasein. Dasein participates in
both materiality and manifestation. The degrees of participation are not fixed,
but subject to change. Dasein implies the feeling of being free to combine
materiality and presence at will.

The ontological complementarity of presence and materiality is a topic
also of the philosophical reflection of quantum theory. It was Wolfgang Pauli
who suggested that phenomenality and physicality should be thought together
in terms of complementarity. “The general problem of the relation between
psyche and physis, between the inner and the outer, can . . . hardly be said to
have been solved by the concept of ‘psychophysical parallelism’ which was ad-
vanced in the last century. Yet modern science may have brought us closer to a
more satisfying conception of this relationship by setting up, within the field of
physics, the concept of complementarity. It would be the most satisfactory of
all if physis and psyche could be seen as complementary aspects of the same re-
ality” (Pauli 1994:260). Recently, Hans Primas took up the idea, starting from
an ontologically undifferentiated whole, an unus mundus, in which “[n]either
time, nor mind, nor matter and energy are taken to be a priori concepts. Rather,
it is assumed that these concepts emerge by a contextual breaking of the uni-
tarian symmetry of the unus mundus” (Primas 2003:§2.3). In Primas’ concept
of primordial symmetry, not even the symmetries to be broken are predeter-
mined. Rather, there may be different separations, leading to complementarity
descriptions of the unus mundus different from the one using the concepts of
presence and materiality. Hence, the ontological differentiations characterising
specific kinds of existence are assumed to be contingent on the evolution of
the universe. Primas comes very close thus to what Heidegger conceives as the
history of Being.

Primas refrains from speculating about how the breaking of the symmetry
between presence and reality might relate to the evolution of conscious brains.4

Primas also refrains from asking how the breaking of the unitarian symmetry
relates to the phenomenology of time. This restraint is wise insofar as temporal
change still awaits consistent phenomenological description. The question be-
comes crucial, however, when we ask how the kind of actualization that QBD
involuntarily is concerned with relates to the ontological complementarity. In
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order to go into this question we have to look for the symmetry that needs to be
broken for conceiving time as a process instead of as a dimension only. In order
to look for this symmetry, let us try to reverse the abstraction that is performed
when the physical concept of time is purified from nowness.

When abstracting from the Now, a two-fold abstraction has to be per-
formed. On the one hand, we have to abstract from the spontaneous movement
that the Now is in relative to the world states that pass. On the other hand, we
have to abstract from presence as a mode of existing. In order to reverse this
two-fold abstraction, let us first ask what it means to recombine presence with
dimension t. Since it is unclear what presence means in total absence of men-
tal presence, let us start from the specious present. In terms of presence, the
specious present denotes an atomic chunk of nowness, i.e. a minimal duration.
This duration appears as the eigentime of mental presence when the temporal
resolution of our sense of time is measured in clock time. Conversely, to the
interval that mental presence covers in clock time a quantum of nowness be-
longs. These individual nows can be ordered in the same way as the eigentimes
can. When ordering the eigentimes chronologically, we obtain dimension t.
When ordering the individual nows accordingly, we obtain a present that ex-
tends over all time (Franck 2003). When thus co-ordinating distance in time
and nowness, we face a perfect symmetry: The diameter of the present is co-
extensive with t. Hence, the breaking of the symmetry must have to do with
the emergence of the spontaneous movement we experience when having the
impression that time goes by. In fact, the synthesis of the individual nows into
the permanent Now fundamentally differs from the synthesis of the eigentimes
into time t. The synthesis rendering the permanent Now renders a Now whose
lifetime is (or may be) co-extensive with t. This (nearly) unlimited lifetime does
not mean, however, that the span covered by the Now extends without limit.
Rather, the permanent Now has the same diameter as have the individual nows.
The ‘paradox’ of a Now that lasts 30 milliseconds and forever at the same time
is resolved by breaking the symmetry between presence and distance in time.
The symmetry broken is that between the lifetime and the diameter of the Now.
The Now is allowed to last 30 ms and forever at the same time by being put into
motion relative to the eigentimes adding up to t.

From symptoms of amnesia we know that the synthesis of the individual
nows into the permanent Now has to be actively performed in order to en-
gender the impression that time goes by. Without this synthesis, there is just
a sequence of unconnected atoms of presence. However, the synthesis that
is needed is of a highly particular kind. What is needed is a synthesis that
establishes identity in time. Such a kind of synthesis is performed when the
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re-actualization of states that have passed is processed into the experience of
recollection. In order to turn re-actualization into a recollection, the state re-
actualised has to be identified as a state of this same consciousness. The unity of
consciousness lies in the self-sameness of the mental presence on which it relies.
This self-sameness does not mean that the ‘inner’ states of the consciousness
are prevented from changing. Nor does it mean that the intensity of the men-
tal presence must not change. It means, rather, that presence as such perdures
while the states presencing come and go.

It is not before the unity of consciousness is thus established that the
impression of temporal change comes forth. However, the emergence of this
impression is tantamount to the ontological differentiation between Being and
entities. In the impression that the Now endures while the states come and go,
presence as such is distinguished from the entities passing through. At the same
time, the ambiguity characteristic of Bergsonian durée is imminent. In order
to avoid this ambiguity we have to clearly distinguish the distance denoted by
t and the duration, let it be τ, implied in the awareness that the Now endures.
The Now extends in both τ and t. Moreover, the extension of the Now in t is
independent of its extension in τ. In order to resolve the paradox that haunted
both Bergson and Husserl, distance t and duration τ have to be assumed to be
orthogonal. If t and τ are orthogonal, we are left with t when the Now is ab-
stracted away. Accordingly, we are left with τ when presence is purified from
entities.5

We are back to the question of how the time-reversal mirror image in the
formalism of thermofield dynamics relates to temporal change. We have seen
that the relative motion we experience as time’s flow gives rise to a dualism
of views that can be interpreted as a mirroring in time. This mirroring, how-
ever, is not the only one that is characteristic of the experience we have of time.
With the passage of time we mean the Now travels along t. Travel is a pro-
cess that combines way and time. The “way” travelled by the now lies in t. The
“time” this travel takes is denoted by τ. The travelling Now is thus a process
that may be inseparably tied to the existence of the self that undergoes the ex-
perience. The experience of the travelling Now is the self-experience of an I
that maintains its identity while suffering incessant change. The impression of
relative motion relies on self-identification. Self-identification is a feat of the
intentionality of consciousness. Since intentionality may ultimately rely in the
phenomenality of consciousness we have to proceed very carefully when relat-
ing the process of temporal change to the processes described by thermofield
dynamics. Nevertheless, self-identification presupposes a kind of mirroring for
its own. In every act of recollection a reflective doubling of the self takes place:
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A state other than the one that the self is feeling to be in is identified as a state
of this same self. “Thus the overall mathematical structure of the model and in
particular the specific dissipative character of the dynamics strongly point to
consciousness as a ‘time mirror’, as a ‘reflection in time’ which manifests as a
nonlinear coupling . . . with the inseparable own Double” (Vitiello 2001:141).
It is this doubling of the self that Giuseppe Vitiello associates with the doubling
of universes.
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Notes

. In the following I most heavily rely on Vitiello (2001, 2002).

. For the formalism of such a superposition see Jibu and Yasue (1995), Appendix A.

. The subtleties disregarded are not negligible. The translation holds, however, as far as
“Being and Time” (Heidegger 1927/1962) is concerned.

. As an approach to this question see Teruaki Nakagomi’s quantum monadology (Naka-
gomi 2003a, 2003b).

. For further reasons for assuming that t and τ are orthogonal see Franck (2001, 2003).
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Chapter 5

The psycho-emotional-physical unity
of living organisms as an outcome
of quantum physics

Emilio Del Giudice
Istituto Nazionale di Fisica Nucleare, Milano, Italy

The concept of psycho-emotional-physical unity of a human (and, more in
general, a living organism) has been a consequence of the Freudian
revolution. As recognised by Freud and the other founding fathers of
“psychodynamics”, classical physics and the other “hard sciences” based on it
as modern molecular biology are inadequate to deal with this fundamental
notion. I discuss in this contribution how modern Quantum Field Theory
(QFT) could open the way to an understanding of a psyche deeply rooted
in the body.

Introduction

A living organism is simultaneously an ensemble of molecules governed by
the laws of physics and chemistry and a subject with a psyche, an emo-
tional world and, at least in the case of humans, a mind. How the compo-
nent molecules know that they must reproduce when they are an aggregate,
Jack or Ursula, which are at different times happy or somber, extroverted or
withdrawn persons?

The bridge between the molecular model and the psycho-emotional model
of humans and, more in general, living organisms is still missing. One cen-
tury ago, at the dawn of the 20th century, a number of conceptual revolutions
occurred both in the physical sciences and in the understanding of psychic phe-
nomena. Sigmund Freud (1925) has been able to sketch the foundations of the
dynamics of the emotional sphere, that originates from the dark outcome of
the molecule reactions, termed by Freud (1925) and Groddeck (1923) the “Es”
or the “Id”, namely “the Thing”. It evolves toward higher structures such as the
unconscious, the preconscious and so on, until reaching the conditions that
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allow the formation of an Ego. It has been recognised more and more in subse-
quent times that mind and body cannot coexist as a unity without the psyche,
the cauldron where emotions and passions are boiling, the hot source of every
cool mind; see, for instance, the interesting book of Antonio Damasio (1994):
Descartes’ Error: Emotion, Reason and the Human Brain. Some centuries earlier,
Spinoza (1955) has recognised that every cool (geometrical) mind emerged ac-
tually from a passionate soul and Vico (1999) distinguished the three levels of
understanding, by stating that humans firstly sense, then feel with a moved and
perturbed soul, eventually think with a pure mind.

Actually mind is quite unable to govern the body apart from a few vol-
untary functions, whereas the psyche plays the role of governor of the vast
ensemble of bodily chemical reactions, as the existence of psychosomatic phe-
nomena shows with an ever growing evidence. On the contrary the Freudian
tradition has accumulated a vast evidence about the dependence of the rational
sphere upon the emotional level.

Freud believed that psyche emerged from the obscure world of the chem-
ical reactions, but he was also convinced that the hard sciences of his time –
physics, chemistry and, consequently, molecular biology – were utterly unable
to account for the basic concepts of the psychoanalytic revolution, so that he
cautioned his disciples from falling in love with the hard sciences and their
arrogance (“what we don’t understand does not exist”) up to the point of
preferring the contribution of humanists to the high brow opinion of hard
scientists. Actually the opinion of Freud was not at all a submission to an ir-
rationalistic preconception, but, more simply and correctly, the recognition of
an historical inadequacy of physics and chemistry of his time to decipher a
mystery much too complex for them.

Let me now address from a completely different point of view, namely
the point of view of the molecules and their interactions, the problem of
the inadequacy of hard sciences to understand life. Consider two opposite
chemical systems:

a. The system of molecules enclosed in a chemical reactor in the absence of
catalysts; these molecules react through the mechanism of random colli-
sions, whose rate is controlled by temperature and pressure. In this case
the outcome of the full ensemble of chemical reactions occurring in the re-
actor is quite frequently a huge number of reaction products (that give rise
in the industrial reality to a huge number of chemical wastes to be disposed
of) and, moreover, wide fluctuations of the physical parameters (temper-
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ature and pressure) inside the reaction chamber and a large demand of
energy in the form of low-grade heat.

b. The system of the component molecules of a living organism. In this case
chemical reactions occur as sequences, ordered in space and time, of en-
counters of selected molecules able to find each other in a very short time
and without (almost) any mistakes. Everything occurs as specific codes of
molecule mutual recognition and recall were at work; the genetic code is
a well-known example. What is the dynamical origin of these codes? It is
impossible that each pair of molecules required to interact at the nth step
of a selected sequence be already at the very close distance demanded by
the short range (a couple of molecule diameters) of chemical interactions.
Thus the existence of codes of molecule mutual recognition and recall to-
gether with the short time of reaction imply that long range (at least several
tens of Angstroms) interactions should play a role in biochemistry.

Unfortunately modern molecular biology is construed as an ensemble of
strictly local encounters of selected molecules occurring according to codes
whose existence is not the consequence of a rational dynamics, but is just a
dogma. The missing element is just the network of long range interactions
among molecules that are then no longer independent, as the dogma of local
causality actually demands, but become the components of an extended object
and behave according to the signals circulating in the network of long range in-
teractions, that appears as the inner “soul” of the ensemble of molecules. The
system acquires a meaning just from the ensemble of signals of the network,
which in turn does not fall from the blue but emerges from the energetics of
the molecular level. In the following we will explore whether this point of view
could receive support from the ideas produced by the scientific revolutions
of the 20th century and could also produce the foundation of a physics more
acceptable to Freud than the atomistic physics underlying molecular biology:

. The revolutions in the physics of the 20th century

The end of the 19th century has seen physics, what we term now “classi-
cal physics”, as a monumental construction, which, according to some of its
founders such as Lord Kelvin, Ostwald, Poincaré and other prominent figures,
was bound to be the “ultimate explanation of Nature,” the “frame of the sys-
tem of the world”. Physical reality was conceived as the interplay of two basic
entities, particles of matter and fields of forces. Matter was conceived as sep-
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arable into independent particles, each one to be isolated from the rest of
the world and moreover, inert, namely unable to change by itself its state of
uniform motion (principle of inertia). Each particle interacted with the other
particles through forces filling the whole space (fields), as for instance the grav-
itational and electromagnetic forces; such fields were the means through which
energy and momentum were exchanged among particles. Moreover, particles
were able to exchange energy and momentum through collisions.

By using the above theoretical concepts physicists were able to explain the
whole body of thermodynamics founded on the two celebrated principles in
terms of the “classical” behaviour of the component atoms, at least in the case
of gases. This “reduction” (hence the term reductionism given to the complete
explanation of macroscopic matter in terms of microscopic components) of
the macroscopic behaviour of gases to the microscopic “classical” behaviour of
atoms was a triumph of scientific rationalism and was made possible by the
introduction of the so called “phase space” by Boltzmann and Gibbs.

Consider a physical system made up of N atoms. According to classical
physics the trajectory of each atom is completely specified by giving the posi-
tion and the momentum, namely the velocity times the mass, of the atom at
a given time. Both position and momentum are each specified by three num-
bers (the components along the three axis oriented as the three directions of
the space), so that the whole system of N atoms is described by 6N numbers at
every instant of time. This set of 6N numbers could be the set of coordinates of
a point in an abstract space of 6N dimensions, which is just the “phase space”
of the given system of N atoms. Suppose that during the time the trajectories
of all the N atoms fill the subspace Γ of the full phase space corresponding to
a given macroscopic state (namely the state specified by macroscopic variables
as temperature, pressure and so on); Boltzmann was able to show that the en-
tropy S of the system of N atoms was connected to the volume of the subspace
Γ by the formula:

S = k ln Γ (1)

where k is the Boltzmann constant and the function ln is the logarithm. Ac-
cording to eq. (1) the entropy of a macroscopic state is an index of the com-
plexity of the ensemble of microscopic states corresponding to the macroscopic
state. The successful reduction of the thermodynamics of gases to the classical
mechanics of a multitude of atoms was made possible by the bridge provided
by eq. (1). At the turn of the 20th century, however, physicists and chemists
were suddenly plunged from the heaven of triumph into the hell of concep-
tual failure. On the ground of a wide body of phenomenological evidence, the
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German chemist Walter Nernst (1969) was able to state the Third Principle of
Thermodynamics: The entropy of any physical system vanishes when the absolute
temperature vanishes.

Classically all atoms are at rest, namely all momenta are zero. When atoms
are at rest, their positions too are completely fixed by the condition of mini-
mum energy. So the subspace Γ corresponding to the state of zero absolute tem-
perature of a physical system shrinks to a single point in the phase space. Here
lies the tragedy that suddenly brought classical physics to an inescapable deadly
catastrophe. The volume of a single point is zero and it is well known that

|ln 0| = ∞ ! (2)

When temperature vanishes, classical physics predicts – and it is impossible to
circumvent this conclusion – that entropy must diverge. That implies universal
death in a hot furnace created by the ultracold! Complete nonsense.

The way out suggested by Max Planck was the seemingly technical trick
that points in the phase space should be replaced by tiny regions whose size
was controlled by an universal constant of Nature, the Planck constant h, that
was strictly forbidden to be made vanishing. By taking this naturally defined
fundamental volume as the unit volume, then the volume of the subspace Γ of
each physical system is a multiple integer of a fundamental constant. So in the
case of a macroscopic state corresponding to a single microscopic state we get:

ln 1 = 0 (3)

and Walter Nernst could finally smile.
This detailed exposé shows clearly how deep and inescapable has been the

crisis that undermined classical physics. This crisis is usually misrepresented in
the textbooks since the general argument about the Third Principle of Ther-
modynamics is specialised to the particular case of the black-body radiation,
whose spectral distribution depends upon the frequency ν and the temperature
T through the ratio ν/T (Wien’s law); the limit T → 0 can thus be mimicked by
the limit ν→ ∞, so that the “cold catastrophe” could be misrepresented as an
“ultraviolet catastrophe”. Since, moreover, ν→ ∞ implies that the wavelength
λ→ 0, finally the crisis of classical physics, which is actually a catastrophe oc-
curring at low temperature, quite near to the daily life (room temperature is
not so far from T = 0), has been presented as a catastrophe occurring at very
small distances, in the remote underworld of subatomic physics, very far from
the daily life where classical physics and the related hard sciences pretend to
survive the catastrophe of the Third Principle of Thermodynamics.
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Let us now ask ourselves whether the seemingly innocent trick of Planck
implies some fundamental consequence. For the sake of simplicity, let us con-
centrate on the simplest system: one particle (N = 1) moving just in one
dimension. The phase space of this system is thus a two-dimensional one,
a plane having as coordinate variables the position q and the momentum p.
Planck tells us that the physical states of the single particle are represented by
small regions, whose sides are δp and δq and whose area δp δq cannot be smaller
than the fundamental value h:

δp δq ≥ h (4)

It is easy to realise that inequality (4) is nothing else than the celebrated Heisen-
berg uncertainty’s principle, but in our frame its meaning is quite transparent.
Inequality (4) is not a free choice of our intellect or the consequence of the in-
ability of humans to know in a complete way the “real world”. Inequality (4) is
an ontological property of the real world and states that, contrary to the prin-
ciples of classical physics and to the philosophy of Democritus, matter and its
component atoms cannot be conceived as inert; otherwise entropy would de-
stroy the whole world, should an observer be present or absent. The meaning
of inequality (4) is not our inability of measuring simultaneously position and
momentum of a particle, but that these variables do not exist in the real world
except in the sense of average values. What does that mean? It means that in
the new physics governed by the law of Max Planck, which is the only way out
from the entropy catastrophe, matter should be conceived as intrinsically fluc-
tuating without external perturbations. There are then two types of movement
in matter:

a. The movement from outside produced by externally applied forces or col-
lisions with other particles. Externally induced fluctuations of a system
contribute to its entropy.

b. The movement from inside, the self-movement produced by the sponta-
neous “quantum” fluctuations of the components. These fluctuations do
not contribute to the entropy.

We can conclude, in full agreement with the philosophy of Epicurus, that, in
order to prevent the entropy catastrophe, which emerges as a consequence of
the very principles of classical physics, we must recognise the existence of a
deep “horror quietis”, fear of rest, in matter. Consequently a new fundamental
physical variable appears in the physics of particles alongside energy and mo-
mentum; this variable has been present so far in the physics of waves and is
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termed the phase. It describes the rhythm of the spontaneous oscillations that
each particle cannot avoid performing.

After the above discussion on the emergence of quantum physics from
the deep contradiction between classical mechanics and thermodynamics, let
us address the other revolution which occurred in the same years: the rel-
ativistic one.

Consider an isolated electron. Is it a pointlike object or an extended one?
In the latter case the electron might not be stable since it should be torn apart
by the repulsive forces mutually exerted among the different parts of this tiny
ball. The former assumption of a pointlike object implies that the energy of the
associated electrostatic field is infinite. A new catastrophe for the unfortunate
classical physicist!

Making a long story short, relativity heals this new deadly disease of classi-
cal physics by investing the excess energy into the production of new particles
(the mutual transformation of energy and mass is the main feature of rela-
tivity). Classically the energy of the electron field increases when the distance
from the particle decreases and then diverges when the distance vanishes. In
the relativistic framework, at the distance r0 where the energy matches the mass
energy 2mc2 of a pair electron-positron, the pair is actually produced. When r
decreases further below r0 and approaches zero, an infinite number of electron-
positron pairs are produced. The negatively charged pointlike electron breaks
these pairs by attracting the positively charged positrons and repelling afar the
negatively charged electrons. So in a sphere of radius

r0 = e2/2mc2 (e is the charge of the electron) (5)

around the original “bare” electron a “dressing” of positrons is built, giving rise
to a “dressed” electron having a charge

q = e – sum of the charge of positrons (6)

Since the last sum is infinite, e too should be infinite in order to get a chance
to have a finite q. Luckily the mathematical structure of relativistic quantum
electrodynamics is such that the difference of the above infinities is just a finite
number, namely, as said in the jargon of theorists, Quantum Electro Dynamics
(QED) is a renormalisable theory. Renormalisability is an essential requirement
for every acceptable theory.

The classical “elementary” electron becomes relativistically a highly com-
plex object; a pointlike “seed” surrounded by a cloud of seeds with opposite
charge. However, there is more than that; there are also an infinite number of
pointlike electrons created for ensuring the stability of the original single elec-
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tron and pushed far away by its field. These pointlike seeds become in turn
“dressed”, i.e. physical, electrons, so that we realise that a single isolated elec-
tron cannot exist without being a component of a vast ensemble of electrons, of
an electron species, of an electron field, a field whose quanta are the electrons.

After the collapse of the first pillar of classical physics, the inert matter, we
watch the collapse of an additional pillar, the possibility of an isolated indepen-
dent body. Just as Robinson Crusoe is an abstract entity, the real thing being
the whole human species, so single particles become metaphysical entities, the
only real thing being the quantum field having particles as its quanta.

The classical dualism between matter and light is eliminated by the holy
alliance of the revolutions of the 20th century. Matter is a field just as light
and light has quanta that look like particles. The classical dualism gets replaced
by the quantum monism where the basic physical objects are quantum fields
(Bjorken 1965; Preparata 2002). This point of view is the full embodiment of
the scientific revolutions of the last century and has been kept confined by hard
“scientists” in realms (elementary particle physics, cosmology) quite remote
from daily life and in particular from biology where this point of view could
give rise to a tremendous potential innovation.

An important consequence of the assumption that Quantum Field Theory
(QFT) is the conceptual frame of Nature is the existence of an additional uncer-
tainty’s principle, like the Heisenberg principle described by the formula (4).
The number N of quanta of a field and the phase φ of the same field – namely,
as stated above, its rhythm of oscillation – obey the inequality:

δN δφ ≥ h (7)

where δN and δφ are the fluctuations of N and φ.
From inequality (7) we derive that it is impossible to prescribe a definite

phase φ to a system having a definite number of particles (δN = 0). Then
Quantum Mechanics (QM) where a wave function, and thus a phase, is pre-
scribed to ensembles of a definite number of particles (1, 2 . . . , N), should
be regarded still as a semiclassical theory violating the uncertainty’s princi-
ple given by formula (7). The existence of paradoxes in QM should then be
regarded not as a real phenomenon, but merely as a reflex of the semiclassical
approximation underlying QM. Inequality (7) suggests two extreme cases:

a. δN = 0 so that N is a definite number and φ is totally indefinite. This case
is liked by hard sciences, which concentrate on the atomic (or molecular)
composition of the system and neglect every wavelike feature
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b. δφ = 0 so that the system has a definite rhythm of oscillation, whereas
the number of component particles is indefinite. Such states are named in
QFT “coherent states” and should play an essential role in living matter
(Preparata 2002).

. Coherence in condensed and living matter

Every quantum object (particles and interaction fields, such as the electromag-
netic (e.m.) fields) cannot but fluctuate. Every physical field, in particular, can-
not ever be absolutely vanishing, since an absolute vacuum is a non-fluctuating
entity; zero as well as infinite are physically not acceptable quantities. Thus,
in the empty space the statement: “the e.m. field is vanishing” cannot be un-
derstood in the sense that there is an absolutely dark night, but in the milder
sense that this night is punctuated by sudden short-lived flashes, by weak lights
switched on and off, by the “fluctuations” of the e.m. field. The vacuum is no
longer, as in classical physics, the absolute nothing in an empty space, but is the
ensemble of all the quantum fluctuations of all physical fields; in other words
what exists is already implicit in the vacuum. A classical “god” does not need
to create the vacuum; a quantum “god”, before creating the existing things, has
also the burden of creating the vacuum (Preparata 2002).

The proof that what we have just said is rigorous physics and not cheap
metaphysics is the existence of many physical effects. Let us briefly describe
two of them: the Lamb shift and the Casimir effect.

A. Lamb shift. An atom of hydrogen is made up by a proton and an electron
orbiting around. Proton and electron interact through electrostatic and mag-
netostatic forces only, provided that e.m. fields are absent. Since theorists are
able to solve exactly, without approximations, the two-body problem, the en-
ergy of the hydrogen atom kept together by electrostatic and magnetostatic
forces has been calculated with great accuracy, providing a predicted value
having many digits.

Technology too, has become very accurate and in 1947 Willis Lamb was
able to measure this same value with an adequate number of digits. A discrep-
ancy appeared! The measured value was shifted with respect to the calculated
value, the Lamb shift, a tiny discrepancy, but in any case a non-negligible one.

This discrepancy is completely accounted for in the frame of QED by the
energy of the interaction between the electric current produced by the orbiting
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electron and the fluctuations of the e.m. field in the vacuum. Consequently
vacuum fluctuations must exist!

B. Casimir effect. E.m. fluctuations give rise to a distribution of energy in the
empty space. This distribution can be affected by material bodies present in
the space. Take for instance a pair of two parallel metal plates separated by a
distance d. In the space enclosed by the two conducting plates the only e.m.
modes allowed to exist are those whose wavelength is smaller than d and, con-
sequently, whose frequency is larger than c/d, where c is the speed of light. The
modes having a frequency smaller than c/d are then excluded, including their
fluctuations. As a consequence of the truncated distribution of energy between
the plates, there is more energy per unit volume in the open space around the
plates than in the space enclosed between them. This mismatch of energy gives
rise to an attractive force between the plates, a small force indeed, that has been
revealed and measured. The vacuum fluctuations thus must exist!

In 1916 Walter Nernst (Preparata 2002) proposed that a complex body
could emerge from its component atoms just when they become able to tune
together their fluctuations, producing a common phase of oscillation that
could be regarded as the “identity” of that complex object. Conventional forces,
electrostatic or chemical, produce a further binding in the basic structure cre-
ated by the tuning of quantum oscillations.

This pioneering proposal was left unanswered for a long time, until, start-
ing in the fifties, a sequence of theorists, from Robert Dicke (1954) to Klaus
Hepp and Elliott Lieb (1973) to Herbert Fröhlich (1968) and finally to Giuliano
Preparata (1995) in the have worked out a new vision of the dynamics of the
transition from gaseous matter, that is an ensemble of basically independent
particles, to condensed matter (liquids and solids).

Leaving aside the technical derivations, let us concentrate on the essential
result that can be stated as follows. An ensemble of a very large number N of
particles, which are able to assume two different configurations and are cou-
pled with the e.m. field (as every particle made up of charged components, for
instance atoms and molecules, does), enters a coherent state when its density
exceeds a threshold and its temperature lies below a critical value. This coher-
ent state has an energy lower than the original gas-like state; in the coherent
state the particles oscillate between the two configurations in unison, in tune
with an e.m. field grown up from the vacuum fluctuations and trapped within
the assembly of coresonating particles. This coherent regime of both matter
and e.m. fields holds within a region of space whose size is the wavelength of
the e.m. oscillations; this region is called the “coherence domain” (CD) and
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its size ranges from a fraction of a micron for liquids and metal electrons to
some microns for solids to several tens of microns for ions in solution. When
the CD is open to an environment at a temperature T the thermal collisions of
the external molecules against the coherent fabric of the CD put some of the
coherent molecules out of tune with the common coherent field, so that a non-
coherent fraction is produced. The total chunk of matter is then the sum of
two mesoscopic components, a coherent fraction made up by a large number
of CD’s and a gas-like non-coherent fraction made up by particles filling the
interstices among CD’s. CD’s are able to establish bounds among themselves
through the tails (evanescent fields) of the quite intense e.m. fields existing in-
side the domains. So there is a large cage of the CD’s within which there is
a definite phase and zero entropy, trapping a “gas” of non-coherent particles,
whose pressure increases with temperature; the non-coherent “gas” accounts
for the total entropy of the global physical system. When temperature is large
enough, the pressure of the non-coherent fraction breaks the cage of the CD’s
and boiling occurs, so that the full ensemble of particles reverts to the gaseous
state. In the above picture, the electromagnetically induced coherence compels
the particles to contract into a stable piece of matter, where as temperature ex-
tracts a fraction of molecules from the dynamics of contraction and compels
them to try to expand. It is the similarity of the above conclusion of rigorous
quantum field theory to the Chinese vision of matter as the union of the two
opposite and inseparable agents of the yin and the yang.

Let us add a few words on the dynamics of the growth of a coherent e.m.
field within a CD from the vacuum fluctuations. In the original gas of particles
whose two internal configurations have a difference of energy E, a vacuum e.m.
fluctuation of frequency ν = E/h (according to the Einstein formula) pushes
the particles from the first to the second configuration; since the fluctuation
is short-lived, the same happens for the particle excitation. However, during
the particle excitation, the charged components get in motion, giving rise, as
in the case of the Lamb shift, to an electric current, which interacts with the
e.m. field of the fluctuation and produces a (negative) attraction energy which
decreases the energy brought about by the fluctuation. If we imagine the fluc-
tuation as a loan of energy from the bank of the vacuum to the physical system,
that must be returned in the time of duration of the fluctuation, then the above
“Lamb-shift” effect reduces the amount of the debt. The very important feature
of QED is that, while the energy required to excite the particles increases as N,
the (negative) energy of the “Lamb-shift” attraction increases as N

√
N , so that

the fraction of the debt cancelled by this effect increases as
√

N. There is conse-
quently always a critical value of N (and then of the density of particles) where
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the energy debt of the physical system toward the vacuum is completely can-
celled out and the oscillatory regime involving particles and e.m. field demands
no expense of energy, so that it is allowed to keep on indefinitely. More, when N
exceeds the critical threshold, the total energy of the fluctuation becomes neg-
ative, so that the physical system gets an energetic advantage when it assumes
the new oscillatory configuration; so it is encouraged to increase N as much as
it can in order to maximise the energy gain. This is precisely what happens in
Nature when a gas becomes a liquid! There is a huge increase of density (in the
case of water by a factor 1600) that occurs in a very short time when the density
of the gas reaches the critical value.

Many condensed systems (liquid water, electrolytes, crystals) have been so
far analyzed in this new framework and a good agreement between theoretical
prediction and experimental finding has been found. Unfortunately this new
conception is still confined within a small circle of physicists, since the scientific
community at large, whose non technical understanding of QFT is poor, whose
intuition is still largely modelled by classical physics and its tenet of matter as a
collection of inert tiny balls, remains to the conventional pre-QED concepts.

In the QED frame matter appears then as an array of correlated mesoscopic
objects characterised by a phase and behaving as natural microlasers, which
enclose coherent e.m. fields. It is a well-established result of electrodynamics
that, where an e.m. field falls off deeply enough (namely where the gradient
of the field is large enough), as occurs on the boundaries of CD’s, large selec-
tive long-range forces develop which depend on the oscillation frequencies of
the interacting particles and on the frequency of the e.m. field. The range of
these forces is the full distance that can be travelled, by remaining on the sur-
faces of the correlate CD’s, that can reach values as large as several hundreds
of Angstroms. The intensity of these forces, confined to the CD’s surfaces, is
negligible when the oscillation frequencies of interacting particles are very dif-
ferent, but reaches a very large value where their frequencies approach each
other. The coherent picture of condensed matter provides a very flexible and
selective code of interaction; molecules able to co-resonate among them and
with the CD’s of the containing medium develop a highly selective long range
attraction, whose vehicle is the e.m. field present in the CD’s.

The above result could be the key element for the still missing bridge be-
tween physics and biology (Del Giudice 1988, 1989, 1995, 2002). In non-living
matter the components are quite well defined and the CD’s structure is quite
stable. In living matter the huge number of molecule species able to interact
chemically and dissolved in a medium, water, having a large number of CD’s
surfaces, make possible a very rich scenario of events that we try to sketch.
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On the surfaces of CD’s “protomembranes” can be formed (in the sense of
Oparin) made up of the molecules coresonating with the CD’s of water. When
such protomembranes reach their critical density they become CD’s of their
own constituent molecules and are able to attract new molecule species that in
turn. . .and so on. Moreover these molecules are able to give rise to chemical
reactions, that by changing the nature of the molecules change also the e.m.
structure of their CD’s. The energy output of the chemical reactions is released
to a coherent ensemble of molecules, so that it is not dissipated as heat and
then does not induce changes of temperature. Like the energy supplied to a
string of a violin, the energy released to a coherent region produces a coherent
excitation of the structure that modulates its e.m. field.

In conclusion living matter appears as the outcome of the interplay of a
chemical level and of a self-produced electromagnetic level. Molecules do not
move at random, but follow tracks on the surfaces of the coherent regions un-
der the influence of e.m. fields according to a code of mutual recognition and
recall based on matching frequencies. Vice versa chemical reactions, through
their energy output, change the patterns of the e.m. structure and consequently
the pattern of the e.m. assisted further chemical reactions. We face the possi-
bility of sketching a time dependent non-random biochemistry free from the
conceptual difficulties outlined in the Introduction. The fundamental physical
variable in this picture is the phase, which on one hand organises selective en-
counters of molecules and on the other hand is varied by the energetic outcome
of their interactions.

Let us conclude this Section by quoting a recently discovered phenomenon
(the Zhadin effect) (Zhadin 1998) that allows to organise the long range traffic
of ions and the crossing of cell membranes. When a current of ions is subjected
to two parallel magnetic fields, one static, the other alternating, it exhibits
a strong increase of the current when the frequency of the alternating field
matches a characteristic value, typical of the ions species. This phenomenon
displays its maximum effectiveness within a coherent structure and makes it
possible in such structures the existence of magnetically driven electric currents
(Del Giudice 2002).

. The interaction through the phase: Emotions and perception
of the emotions; the dual system

The coherent picture of living matter cancels out the strictly local, atomistic,
random features of conventional molecular biology that leave no room for the
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appearance of those excitations involving the full body, that are the emotions.
The coherent picture opens the way to the existence of a network of long range
flows of particles, ordered in space and time, driven by the phase as it is deter-
mined within the organism by the interplay of the two levels of organisation of
living matter, chemical and electromagnetic. Consider a pair of two neighbour-
ing CD’s and suppose that there is a difference of phase between the two; then
in order to re-establish equilibrium a flow of ions is induced along the gradient
of the phase in order to suppress it; if some agent keeps the gradient non van-
ishing a permanent current is developed (Josephson effect) (Josephson 1962).
In living matter the phase of CD’s can be affected by energy supplies (chemical,
hydrodynamic, electromagnetic); any non-utilised amount of energy is spent
to increase the phase of CD’s. When the energy production is confined at def-
inite sites, the phase becomes a decreasing function of the distance from such
sites and then a phase-driven long-range current develops. However, if along
the current some CD’s get energy non otherwise dissipated from the surround-
ings, their phase gets enhanced, the gradient of the phase cancelled and the ion
current stopped.

In the first, healthy, case all the cells downstream form the flow of ions
get supplied and biochemistry goes on. In the second, pathological, case, all
the cells downstream from the region where the jam of energy has stopped the
flow of ions are no longer supplied and biochemistry is in trouble. This very
rough picture resembles in a way to the picture worked out in the thirties by
Wilhelm Reich (1948) and makes it possible to identify the emotions flowing
in an organism with the organised system of long-range flows of ions driven by
the phase.

Quantum systems having a definite phase can establish among them long-
range interactions which do not imply exchange of energy and momentum
and thus are not bound by the limit of the speed of light, which applies only to
the interactions mediated by exchanges of particles. This is the content of the
Böhm-Aharonov effect (Bohm 1959), formulated on theoretical grounds in the
fifties and confirmed experimentally in the eighties. The interaction through
the phase does not carry energy and momentum, does not exert forces, but
limits itself to tune together the phases of the partners provided that, of course,
they have a definite phase. So coherent systems only (and living organisms are
coherent systems) can interact through the phase, at a speed that can well ex-
ceed the speed of light. Here is the possible rationale for the so-called subtle
influences so despised by the no-nonsense hard scientists, or for the cosmic
superimposition suggested by Wilhelm Reich (1948).
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Physiological evidence suggests that the phase driven long-range currents
of ions should flow along tracks contained in the connective tissue of the or-
ganism. It is tempting to identify the above tracks with the Chinese meridians.

Suppose now that near the system of “Chinese meridians” a brother net-
work exist, i.e. the nervous system. The switching on and off of the currents in
the first network produces spikes of voltages in the second network, starting a
system of currents that are in this case electrically driven. We are in the presence
of a pair of dual systems, where one “observes” the other. The phase-driven ion
currents, produced by the ordered pattern of chemical reactions (the Freudian
“Es”) carry all along the body the feeling of oneness through the long-range
correlations they maintain (the emotional system); the electrically driven elec-
tric currents in the nervous system are induced by the first system, they perceive
it, and in a limited extent can provide a feedback to the first system by affecting
it with its fields. As a matter of fact, the existence of two dialoguing systems is
the precondition for the development of a language.1

At this stage of intellectual work, may we hope that Freud could re-
move the ban on the dialogue between psychoanalysis and a “hard science”
at last softened?

Conclusions

The picture presented above is based on rigorous results, but also, mainly in
the above Section, includes dreams. However, progress in science cannot occur
in an atmosphere of absolute and unmitigated rigor. One needs to dream; not,
of course, wild dreams, unrelated to Nature and to the previous knowledge,
but possible dreams that do not clash trivially with what is well known. One
needs to have dreams that oscillate in phase not only with ideas, but also with
the emotions of the human species, not only the colleagues, but all the people
which are all interacting through the phase among them and with the cosmos.

From these dreams driven by a hot emotional content, cool and pure rig-
orous thinking will flow out eventually.
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Note

. I owe this observation to Getullio Talpo.
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Chapter 6

Dual mode ontology and its application
to the Riemann Hypothesis*

Gordon Globus
University of California Irvine, USA

Dual mode quantum brain dynamics (QBD) is reviewed and examined
ontologically, with special attention to consciousness, subjectivity and
existence. The provenance of dual mode QBD is both ontological and
epistemological: presence and trace. Quotidian and monadological
ontological interpretations of dual mode QBD are compared. The
monadological approach is applied to the Riemann Hypothesis (RH)
regarding prime numbers. The prime numbers, Riemann’s nontrivial zeros of
the zeta function and Being itself are closely connected.

Foreword

The idea that we are fundamentally quantum creatures in our functioning is
one of the most intriguing ideas of our time. Not that the brain can be de-
scribed more finely at the quantum level – a rock or a computer can be so
described – but that quantum degrees of freedom are actually integral to brain
functioning. For this idea, the immensely successful contemporary brain sci-
ence has been “barking up the wrong tree.” Meanwhile the crucial quantum
operations of a “cryptic brain,” as Jibu and Yasue (1995) say, have gone undis-
covered, at least up until the first glimmerings in the late sixties. (See Fröhlich
1968; Ricciardi & Umezawa 1967; Stuart, Takahashi, & Umezawa 1978, 1979.)
We perhaps feel Kuhned out on “scientific revolution” but a quantum brain
would be a paradigm shift if there ever was one!

If brain functioning has quantum degrees of freedom, then it ought to be
able to do very different things than a brain conceived as wet computer might
do. Analogous to the way that 20th century quantum physics was a revolution
for common sense, quantum brain theory threatens revolution in the 21st cen-
tury against the common sense that the brain is a wet computer. (I am not
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talking about a fancier form of computation with qubits, currently under great
development, but something amachinative and alogical. Cf. Penrose 1994.)
Dual mode quantum brain dynamics (Vitiello 2001) opens up a way of under-
standing brain functioning which frees us from the computational Zeitgeist of
contemporary technoscience, overthrowing Turing hegemony. If we are funda-
mentally quantum creatures, then our very existence might at last be consistent
with, rather than divided from, the world of science.

Introduction

Umezawa’s (1993) proposal of an alter quantum universe has deep ontologi-
cal implications. (See Umezawa 1995; Jibu & Takahashi this volume; and Jibu
& Yasue this volume for the historical development.) The quantum universe
previously described by physics, in the first quantization of quantum mechan-
ics (QM) and the second quantization of quantum field theory (QFT), is quite
sufficient for dynamics. Umezawa enhances QFT with the addition of thermo-
dynamical degrees of freedom, made possible by admitting an alter universe –
a “∼universe” that serves as heat bath for our non∼ universe. As Vitiello em-
phasizes (this volume), the two modes should not be considered independent
since they are entangled in the common least-energy vacuum state. Thermo-
dynamics and the open, dissipative, far-from-equilibrium living system are
beyond traditional QFT. Umezawa’s ∼universe gifts QFT with thermodynam-
ical degrees of freedom, however, and so his quantum thermofield dynamics
is applicable to the living brain. Whereas Umezawa posited the alter universe,
it appears naturally in the dissipative quantum brain dynamics developed by
Vitiello (1995, 2001).

Umezawa (Chapter 6) also achieved quantum description of macroscopic
quantum objects (as envelope structures of coherent quanta), which is of
great ontological importance. The macroscopic is classically present, unlike
the unperceivable microscopic (“microscopic” in the quantum physics, not the
biology, sense). So the scale microscopic-macroscopic tacitly contains an onto-
logical disjuncture, between unpresent microscopic and present macroscopic.
Umezawa’s theory opens a way to heal this break by making the microscopic-
macroscopic on the same (unpresent) dimension – ontologically unbroken –
which leaves the problematic of presencing open to new interpretation.

Jibu and Yasue (1995, this volume) developed Umezawa and coworkers’
earlier theoretical formulation of memory traces into a full-fledged quantum
brain dynamics (QBD) associated with consciousness. Vitiello (1995, 2001)



Dual mode ontology and its application to the Riemann Hypothesis 

extended Umezawa’s thermofield dynamics to a dual mode QBD, whose on-
tology is discussed here. I have shown elsewhere (Globus 2003) that a form
of dual mode QBD can be “thought together” with the postphenomenological
philosophies of Heidegger and Derrida.

Section 1 gives an overview of quantum brain dynamics. Section 2 con-
siders consciousness and subjectivity within the framework of QBD. Section
3 compares quotidian and monadological interpretations of dual mode ontol-
ogy. Section 4 makes the surprising suggestion that this formulation can be
applied to the famously unproved Riemann Hypothesis.

. Dual mode Quantum Brain Dynamics (QBD)

Alter universe as default

The alter universe is strange indeed. Umezawa denotes it with the symbol of
negation, ‘∼’. This ‘∼’ is not the negation we understand as no-thing, which al-
ready assumes objectuality in the reference to “thing.” Of course, our quantum
universe also lacks objectuality but it readily collapses to the objectual on mea-
surement, whereas the alter universe is unmeasurable, indeed, unknowable.
This ‘∼’ does not negate some-thing but annihilates objectuality altogether.
The alter universe defaults our quantum universe, at addresses in relation to
which “negation” and “thing” can never in principle be applied, even as a po-
tential. Derrida (1981) calls such a default a “re-mark.” A re-mark marks only
an “address,” where the directly and indirectly knowable both default to an
altereity ever beyond our ken.

This unknowable is more radically unknowable than Plotnitsky’s (2002,
this volume), for whom the unknowable exists, though not in a form that is
conceivable. Nonetheless, the unknowable can be conceived via its “efficacity,”
its effects upon the knowable. This is an indirect knowledge of the unknowable
through its effects, in the time-honored fashion of physics. “Unknowable” in
the present sense defaults our quantum universe to an alter universe forbidden
to us in principle, only re-markable as the address of default. What exists is
the re-mark, the address of singularity. The default as such does not even exist,
only its address does.
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Between-two

The only interchange between these dual universes of Umezawa is in the least
energy vacuum state common to both of them, which functions as an ontolog-
ical between-two, the vacuum state between of dual universes. Dual universes
participate in the between. Umezawa develops “∼conjugation rules” (7.2.2)
that govern relations between dual universes in the vacuum state they share.
One of the dual universes is our conventional quantum universe whereas the
other universe is radically alter. Umezawa gifts ontology a wondrous between-
two in the vacuum state. The most splendid of between-two states is when the
participants belong-together, a peace in which the lumen naturale is lit and we
find ourselves, ungrounded, thrown-ready-to-act, amidst a presencing world
of affordances.

Creation and annihilation dynamics

Let’s follow the creation and annihilation dynamics of a shower of quanta
losing their energy and settling into the non∼ mode of the vacuum state (re-
membering that creation and annihilation dynamics are restricted only by the
law of energy conservation). “The” vacuum state is misleading here . . . there
are infinitely many interpenetrated (superposed) “theta-vacua,” which turn out
capable of recording memory traces.

We consider the case where there are already dual mode memory traces
of past input invariances, called “symmetrons” since they preserve symmetry
broken by past inputs. Dual mode symmetrons can be traced in the various
theta-vacua. Let the input shower of quanta be a “reference signal” which re-
peats (or has been contingently associated with) a former signal that has been
dual mode symmetron-encoded. Vitiello (2001) writes of this case,

Then the excitation of a [non∼] quantum A from the vacuum (its annihila-
tion in the vacuum) corresponds to the creation of its “hole” in the vacuum,
namely to the creation of the corresponding ∼A mode, which may indeed occur
under the external replication signal. (113, brackets and ending italics added)

Under energy conservation law, when the non∼ mode gains some quanta, the
∼mode must lose an equal number of quanta, and vice versa. The creation
of non∼ quanta corresponds to ∼mode annihilation of quanta and an equal
number of ∼mode defaults. Alternatively, the showering of quanta into the
non∼ mode may, in the case of recognition, excite A-mode quanta already
there to higher energy levels, effectively annihilating them from the vacuum.
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This must be accompanied by creation of an equal number of quanta in the
∼mode of the vacuum.

Following out the story, when the excited quanta dissipate their energy and
sink back again into the non∼ mode of the vacuum state, then an equal num-
ber of quanta would be annihilated ∼mode. Everything would be as it was
before, before the recognition of the reference signal. No trace would remain
of the re-cognition. The two modes are symmetrical.

But the quanta excited out of the non∼ theta-vacuum mode don’t settle
into the same vacuum state as before. There is a new input shower of quanta
that the just excited quanta settle with, falling into a new non∼ mode of the
theta-vacuum. This means that an equal number of quanta must be annihilated
from the ∼mode of that theta-vacuum. “Locally,” in a particular theta-vacuum
there may be more quanta in one mode than the other, but globally, across
all theta-vacua, the modes have equal numbers of quanta. (The Hamiltonian
energy difference, H-hat, is zero when the dual modes match, and must always
be zero globally.)

Vitiello adopts the meta-physical stance that characterizes physical science.
Here subjectivity lies outside of the dual universes with their creation and an-
nihilation dynamics, so one can reflect upon both. Standing extrinsically one
can comprehend dual universes and that the two universes are mirror-images.
But metaphysics should not be allowed in this dual mode case. One quantum
universe is ours – nontilde – and the alter ∼universe is unknowable. To stand
meta- to both universes with “God’s eye” violates the nomological framework.
We can never transcend our non∼ quantum universe, only note its defaults
that re-mark an unknowable alter universe.

Dual mode and unimode memory traces

One form of memory trace in the dual mode model – the symmetron trace – is
itself dual mode. Input coming into the brain breaks vacuum state symmetry –
imposes difference on the undifferentiated – but under fundamental energy
conservation law, the broken symmetry is conserved, in the form of massless
dual mode Nambu-Goldstone bosons. The dual mode N-G trace preserves the
broken symmetry specific to the input invariants, indeed, preserves over time
a “total memory” (Jibu & Yasue 1995) of all symmetry-breaking input. (Since
there are an infinite variety of theta-vacuum states, the vacuum capacity to
form traces of unique orders is infinite. However, the traces deteriorate over
time due to quantum tunneling (Jibu & Yasue this volume). Vacuum states up-
held by the living brain carry dual mode traces of past invariants in the input
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flux. Symmetry-breaking invariance within the input flux from the surround-
ing reality is encoded in a vacuum state symmetron condensate of dual mode
N-G bosons, where the condensate density is the memory code.

There is a second and more functional form of memory trace than the dual
mode N-G quanta that indiscriminatingly trace everything. This second form
of memory is a unimode recognition trace, made when a new input to our
non∼ quantum brain universe is coherent with the dual mode N-G trace. (This
includes contingent recognitions, where traces of “accidental” co-occurences
become coherent in their contiguity, without the glue of invariances in com-
mon.) Traces of recognition are ∼unimode. Our quantum universe is restricted
to re-marking these recognition traces.

Unimode tilde recognition traces provide an attunement for the vacuum
state encounter with the non∼ input flux. The more a re-cognition is repeated,
the more heavily weighted is its trace in the attunement. The non∼ default
re-marks the ∼trace of re-cognition. So dual mode quantum brain dynamics
can also inscribe unimode recognition traces in the ∼mode, which are only
re-marked by the non∼ mode as addressible self-default.

In Vitiello’s formulation of dual mode QBD, there are no unimode recog-
nition traces, only dual mode total memory traces. The density of the boson
condensates is the same in each mode. (In terms of the Hamiltonian, the en-
ergy difference between the dual modes, H-hat, is zero.) Density difference is
allowed between the dual modes in particular theta-vacua, however, so long as
across all theta-vacua, H-hat = 0.

Time

Vitiello emphasizes that the succession of vacuum states, where symmetry is
broken by input invariances and traced dual mode, cannot be reversed to the
original state of symmetry. This gives time its arrow. The dual quantum modes
are mirror-images, the alter mode ∼conjugate to our mode, symmetrical un-
der ∼conjugation. The theta-vacuum state encodes a “total memory” of all
past inputs + present input, a total memory that is continually updated, while
retaining the previous total memory in a different theta-vacuum. Everything
persists equally, unweighted possibilities for the match and so equally likely
to make a match. The possibilities are symmetrical, all equally possible for a
match with input, no favored possibilities, all carrying the same weight.

In recognition the weights on the possibilities become a degree of free-
dom. The symmetry of equal possibilities is broken by the weights conferred
in recognition. The more recognitions of some input the more probable that
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recognition. Whereas total memory traces bring difference, recognition traces
have a different function. Without recognition, time would have its arrow but
nothing would persist in time. Recognition breaks the symmetry of possibil-
ities and differentiates out identities over time. Total memory traces difference
and recognition memory traces identity. When input breaks the symmetry of the
vacuum state in the formation of total memory, which gives time its arrow,
the dual modes are symmetrical to each other. In the formation of recognition
traces, however, the dual mode symmetry is broken, distinguishing identity,
the self-same, out of mere difference.

Assignment of the subject

The ∼ and non∼ quantum modes of dual mode QBD are no tweedledum
and tweedledee. One of the modes works beautifully for all dynamics, and we
are well accustomed to it for a century now. It is this mode that collapses to
classical objects. The other mode is utterly alter. Umezawa, out of thermo-
dynamical considerations, introduces an alter mode of universe. Intuitively,
since the non∼ mode of universe is all of quantum physics up to Umezawa’s
innovation, we associate the non∼ mode with the physical object and assign
subjectivity to the strange new alter universe. But this is not Vitiello’s take, for
reasons habitual to physics.

Now quantum theory is specialized to closed energy systems. A thermo-
dynamical system + its heat bath environment approximate a closed system,
enough that quantum theory applies under suitable idealizations. Umezawa’s
∼universe is conceived as heat bath environment for our non∼ universe. The
heat bath is an alter environment. Sans heat bath there is only dynamics; for
a quantum field theoretic thermodynamics of dissipative systems, a heat bath
is required (Vitiello 1995). The two kinds of heat bath “environment” should
not be confounded. One is classical, the surrounding “environment” for a liv-
ing system, and the other is quantum, the heat bath “environment” for our
quantum mode, provided by an alter quantum mode.

If we try assigning subjectivity to the ∼mode – put the subject in the alter
heat bath, indeed – much falls into place. We see now why we can never capture
subjectivity, not because it is a different substance or a parallel process or a
certain aspect or an emergent property, but because unreachable subjectivity
is of an alter universe that defaults our own. We are unable to actually grasp
hold of subjectivity because “it” is alter mode. We can bring subjectivity into
the discussion obliquely, however, in pointing to the addresses of default. We
can “re-mark” subjectivity but never objectify it.
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Control of the ∼conjugate match and the result

The living brain as open, dissipative, far-from-equilibirum system embedded
in the body, specializes in control of the vacuum state. The living brain here
has great advantage over silicon, in controlling its between rather than being
its creature, like a computer is. The dissipative brain system hoists oscillating,
spinning dipoles, whose least energy state is the vacuum state, and controls
them. One source of control is the input flow from external world and the
body, whose symmetries (invariances) constrain the match in the between.
Another source of control is unimode recognition traces. The weights on the
re-cognition traces control the possibility of actualization. The more an input
invariance has been re-cognized, the greater its weight and the more likely it
will make a match and be actualized.

What is controlled, then, is the specific ∼conjugate match achieved out
of the many possibilities. Weighted possibilities are offered to the match with
the input flux. Input offers its current specific possibilities to the vacuum and
weighted unimode memory traces offer past recognitions to the vacuum – and
so the ∼conjugate match is controlled by both present and past. The weighted
possibilities to the match with input from the surrounding reality are a ∼mode
attunement based on traces of re-cognitions.

The mathematical fruit of the ∼conjugate match is real numbers, which
are associated with presencing observables. World appears in the ∼conjugate
match between reality and attunement . . . world is of the between. The lumen
naturale lights up in the match disclosing world. Presence itself – Being – is the
between of a ∼conjugate match. All Being arises in the belonging-together of
attunement and reality.

Review

I have been exploring some ontological implications of dual mode quantum
brain dynamics. Our quantum ∼attunement of superposed weighted recogni-
tion traces meets the flux of input from reality and in the ∼conjugate match
of the between: world presences, while unmatched possibilities are wasted,
withdrawn to the unknowable alter mode. (This loss is the hallmark of a “gen-
eral economy,” as developed by Bataille 1988–1990.) In this formulation the
presencing of world – Being – is not a (forgotten) postulate, but is continu-
ally generated in the between-two by ∼conjugate match between reality and
attunement. Being is derivative, hoisted in the between of more originary du-
als, one of which withdraws from us unknowably. In addition to Being, dual
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mode QBD explains trace. Dual mode and unimode memory traces have dif-
ferent functions: the dual mode provides a total memory of all input and
the unimode a memory of re-cognition that breaks the mirror-image symme-
try across modes. The provenance of dual mode QBD is both ontological and
epistemological: presence and trace.

. Consciousness, subjectivity and the alter universe

Quantum physics and consciousness

The relation of consciousness to quantum physics bears careful scrutiny. By and
large consciousness is just assumed as an attribute of the observer, which allows
the observer to perceive the meter-readings on which physics is empirically
based. The attitude of physics is let somebody else worry about consciousness,
while we jot down where the instrument arrow clearly points. This putting
aside of consciousness has in fact not impeded the spectacular advance of
physics. But once quantum brain theory enters into play, suddenly physics as
neurophysics is in the vicinity of consciousness which can no longer be ignored.
Suddenly physics by way of neurophysics has a stake in the consciousness it has
blithely accepted in quotidian convention.

The dependence of quantum physics on the assumption of consciousness
is shown by the Born postulate in QM. Born proposed that the complex num-
bered coefficients of the Schrödinger wave equation be brutely multiplied by
their complex conjugates and the resulting real numbers then be interpreted
as probabilities. The postulation of multiplication by the complex conjugate
and the interpretation of numbers as probabilities works out famously, and so
seems entirely justified. The world is surely there after wave function collapse
on measurement – the Schrödinger equation just doesn’t give us the particu-
lars – and so, it is usually thought, the probabilities are not ontological but merely
epistemic. Quantum theory is only capable of probabilities of actual presences.
For the actual happening, the conscious observer is required to rescue quantum
physics from its dull statistical confinement, an observer whose consciousness
has been taken comfortably for granted . . . until quantum theory nudged into
brain theory and reopened the question of consciousness.

There have been noteworthy defections from this historical forgetting of
consciousness. Early on von Neumann (1955) thought consciousness collapses
the wave function. (See also Wigner 1962 and Stapp 1993.) Thus the fate of
Schrödinger’s famous cat, made to be in a quantum superposition of dead and
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alive, is decided when the observer makes a conscious observation and col-
lapses the superposition to one or the other alternative. (Otherwise the von
Neumann chain of quantum states in the brain under unitary evolution of the
Schrödinger wave function would merrily continue as a succession of quantum
superpositions which do not presence.) So, von Neumann thought, it must be
consciousness that collapses the wave function, brings the chain to an end by
abrupt collapse. The measurement that collapses the brain’s wave function is
by operation of consciousness. This view faded in quantum theory, since the
wave function does not need consciousness to collapse. (Except under special
conditions the wave function will collapse on its own in picoseconds, by noise
interference from outside the quantum system (Zurek 1991).)

Unpacking consciousness

It is time to start unpacking “consciousness.” Vitiello (2001) is content with the
conventional attitude of the physicist which does not problematize the subjec-
tive experience of the world. Subject and object are distinguished in classical
ways. Thus Vitiello asks, “How do external inputs and stimuli become our
subjective experiences (such as qualia)?” (126).

To take a conventional stance re consciousness is to inherit the mess
of problems surrounding it. There remains conscious “subjective experi-
ences” – now formulated in quantum terms – and external world. The classical
split between subject/object, immanence/transcendence, remains and so the
philosophical load does not shift in this formulation. I instead equate the
∼conjugate match to existential world-thrownness. (The “thrown” quality of
existence is the ungroundedness of its brute facticity.)

Let’s go into the alternative stance in which “consciousness” is not of the
between, but “world thrownness” is. For this understanding there is no con-
sciousness of an external world, with the perplexing immanent/transcendent
divide spanned by Husserlian intentionality (or in Heidegger, a spontaneous
ekstasis). We simply find ourselves in the world, always already amidst prag-
mata, without prior ground and so “thrown.” Our existence is to be such. The
∼conjugate match in the between dual quantum modes is existence as situated
world thrownness. Situatedness is a ∼attunement for the match with non∼
input, the match in which we find ourselves thrown amidst the world, even
including being thrown amidst laboratory apparatus, meters and all, reading
them. In this case our situatedness is an attunement to perform experiments,
an attunement which fits easily to the laboratory setting.
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There is no problem of transcending the immanent to some transcen-
dent external world in this formulation because the distinction is replaced
by immanence and the illusion of transcendence (maya). It is all “imma-
nent,” in a deeper sense, monadological: no transcendence is required. (For a
well-developed fundamental physics that is monadological, see Nakagomi, this
volume and the references therein.) There are weighted interpenetrated possi-
bilities of the ∼mode – traces of weighted invariants that comprise a quantum
attunement – and there is what belongs to those possibilities in the input flux
from physical reality. Input in the non∼ mode and ∼possibility (recognition
traces) belong-together and in that matching state of the between-modes world
lights up, “phenomenal world,” with us ungrounded amidst it.

Parallel world-thrownness

So we conscious humans are lighted bubbles of world thrownness in disputa-
tious parallel – all the rest is dual mode: our quantum universe and an alter
universe that is a ∼mode abground. We are bubbles of experience, local quan-
tum monads with dual modes, where the lumen naturale switches on in the
mode’s between when the non∼ input flux and the ∼attunement, with its shift-
ing weights, belong-together, make a ∼conjugate match. In this match we find
ourselves thrown, bathed by the lumen naturale . . . world lights up and shows
our journey in the vacuum state succession of belonging-togethers. We are
groundless, our subjectivity represented by default in the conventional ground,
thrown by the unknowable. The price for this adventure is that our belief in the
homey world-in-common becomes radically transformed to the profound iso-
lation of maya, and we find ourselves thrown in parallel worlds, lighted bubbles
of scattered belonging-togetherness against an unknowable abground.

Loss of the quotidian world-in-common and appreciation of our profound
monadic isolation are scary to contemplate. The term maya trips lightly from
contemporary tongues – where maya is thought superficially to be a kind of
misinterpretation, an illusory way of thinking to be thrown off so that true re-
ality could show through to whomever “breaks the chains” of maya. But maya,
understood more authentically, hides from an extremal abyss that defaults the
knowable, for Heidegger “abground” (der Abgrund). For the present discussion
abground is alter, a ∼mode, that contravenes Heidegger’s arrogant dismissal of
science, which he would “leave to its mania for its own usefulness” (1999:108).
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∼Mode and the subject

Let’s equate ∼mode to the subject and see how this move turns out. It is imme-
diately clear that a subject who is tilde can never be part of our universe which
is under non∼ description. Science can never catch hold of the subject, referred
to by “I,” as a matter of principle, since “I” escapes our universe – the one that
experimental science studies – by defaulting it. “I” properly am I∼, and so not
knowable, only re-markable, having an address that is annihilated.

This ontological dualism of modes is much more economical than the du-
alisms of Descartes and Leibniz where there are two, interacting and parallel
respectively. The new dualism is much effaced, less than two ontologically:
a dualism of one and its own defaults, defaults that re-mark the alter. What
is a distinctive subjective substance for Descartes, res cogitans, becomes here
a mode of a thermofield dynamics that applies to open dissipative systems
of the living kind, the most advanced form of which is a well-functioning
human brain.

“I∼”

“I” properly refers to the ∼mode attunement. “I am” properly means “I am
attuned.” “I” am I∼. What “I” am is a fluctuating attunement, interpenetrated
possibilities with variable weights. I∼ can never find itself present in the world
because I∼ defaults our quantum universe. However, a tight correlate of “I” can
be found in the world, viz., the brain which “I” supervenes on. When the brain
zones out under anesthesia, “I” go to. In Descartes there was a duality of inter-
acting substances, mental and physical, but now the duality is between partic-
ipants in a match, unpresent quantum modes that might belong-together. “I”
is just such that we know its address but all else lies beyond any objectual con-
ception. “I” is “infinitely near,” as Sartre (1957) said, “so we can never encircle
it.” “I” am right here in the dual mode formulation, right here at the address
which locates default, but “I” am unknowable, defaulting. Here “I” finally de-
notes something that science can properly consider. “I” is ontological, in the
form of ontological default. “I” am addressible holes in our quantum universe.
I am I∼.
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. Quotidian and monadological ontologies

Suppose we accept Umezawa’s quantum thermofield dynamics and Vitiello’s
mathematically formulated dual mode quantum brain dynamics. How is this
abstract conception to be formulated ontologically? How are the equations to
be interpreted with regard to brain and Being? The conventional interpreta-
tion is based in quotidian physics, which takes the “Being” in the title of the
present book for granted, never problematizing it. (This “natural attitude” is
guilty of Seinsvergessen – the forgetting of Being (presence) – Heidegger always
complained.) The readings on meters can be observed and validated across
scientific observers because the meter screen is actually “there,” presencing to
observers. The good observer is conscious of what is actually there.

The methodology of physics eschews philosophical questioning and so
ontological issues are elided. Thus for Vitiello “considering philosophical ques-
tions is outside the scope of this book” (125).

I do not attach any philosophical content to the expression external world”. It
is only used in a mathematical and physical sense: there are two interacting
physical systems, the brain and the external world (whatever it is . . . ).

(2001:135)

He sums up all the “hard problems” into one “very difficult question,” “What
is the nature of the subjective experience of the world?” (126). But to speak un-
worriedly of the external world and distinguish it from subjective experience is
already to take a strong ontological stance, one that is commonsensical. Anyone
can see the external world before his or her nose and read its scientific meters.
(Let the philosophers be “designated ontological worriers.”) The external world
is never called into question.

Of course, I am here assuming the standpoint of the physicist, not questioning
the “existence” and “objectivity” of the external world. (141)

Empirical physics is based on conscious observation of meter-readings as an
unproblematic part of everyday life, meta to physics, i.e., quotidian meta-
physics whose ancient provenance is Socratic. Ontology might be avoided by
pure experimental and theoretical physics but not when “subjective experi-
ence” enters into the discussion.

Discord is expectable when the extremely uncommonsensical quantum
theory is used to develop an extremely revolutionary theory of brain func-
tioning, yet is supposed to match with an extremely conventional ontology.
Whereas quotidian ontology seems an unlikely candidate to mesh with dual
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mode QBD, a monadic conception might be just crazy enough to dance with
quantum field theoretic conceptions!

Now in ontology it is crucial to keep the perspective clear. The physicist
remains sanguine within the scientific fashion of standing outside the system
under study – here outside the two modes. This is a metaphysical stance that
allows one to view the dual modes equally and dispassionately. But one of the
modes is ours; the other mode is alter, tilde, in principle barred to us. What
distinguishes the dual modes is that one of them is ours and the other de-
faults ours. We can no longer take a meta-stance when it comes to describing
our own brain. We must stand with one of the modes, the one that is familiar
and successful, indeed, the only quantum mode here-to-fore, which has proved
entirely sufficient for the dynamics of quantum systems. This mode can only
be the non∼ one, which has been sufficient for all of quantum physics up to
dual mode ontology. Since “tilde” here means default, “our” quantum universe
must be nontilde, containing defaults that re-mark the unknowable alter. (Our
mode of quantum universe is riddled with defaults at addresses which re-mark
the ∼mode.) So a crucial difference is that Vitiello adopts a perspective meta
to the dual modes whereas for me perspective is restricted to the non∼ mode,
leaving the ∼mode unknowably alter.

There is a certain tension in Vitiello’s (2001, this volume) formulation re-
garding how such terms as “consciousness,” “subjectivity” and “world” are to
sort with dual modes and their between. It takes dwelling in terms and a care-
ful reading to resist the enlightened common sense of science and discern the
tension. Vitiello continually refers to the first person, subject and self on the
one hand and the second person, Double or Sosia on the other hand. There is a
“‘doubling’ of the self” (2001:141). To sharpen the vocabulary, let’s stick with
“Self” and “Double.” How are Self and Double to be thought together with
dual modes and their between?

For Vitiello the informational inputs from the external world are recorded
in the non∼ mode which is copied in the ∼mode, the Double. The “existence”
of the external world

is the prerequisite for the brain to build up its own ‘subjective simulation’ of
the external world, its own representation of the world. (2001:141)

This representation is non∼ mode and is copied in the ∼mode Double. The
∼mode is “the ‘time-reversed copy”’ of the non∼ mode (141).

In some sense, the unavoidable coupling with the external world is “internal-
ized” in the dialectic, permanent relation with the double. (141)
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Both external world and ∼mode are “environments” for the non∼ mode.
So Vitiello sorts Self and Double with non∼ and ∼ modes respectively.

“Consciousness” has “its manifestation as a ‘second person’ acting as the Dou-
ble of the subject” (2001:123). (Note that here consciousness sorts with the
Double of the subject, which is inconsistent with the rest of the text and so
presumably misspoken.) There is a “dynamical relation between the [non∼]
system A and its Sosia or Double ∼A” (2001:141, bracket added).

. . . the environment is “mathematically represented” as the time-reversed copy
of the system. However, it is clear that corresponding to different subjects
(systems) we will have “different” representations of the environment, each
of them being indeed a “copy” of the corresponding subject. (2001:110)

So the Self, non∼ system A, represents the environment, and the Double, ∼A,
is a copy of A.

The non-tilde unveils its Double and they conjugate in a circular (non-linear)
recognition, each being “exposed” to the other’s eyes. (this volume, Sec. 5)

Although Vitiello uses such terms as “unveils” – indeed, the book title (2001)
is My double unveiled – he emphasizes that he doesn’t literally mean them.
Properly, this is just a vivid manner of speaking. The dual modes are to be un-
derstood as physical and mathematical. “. . . I need to stress that the word ‘self ’
is only used in the limited sense of mathematical nonlinearity” (2001:140) and
doubling has a “limited mathematical meaning” (141).

What happens in Vitiello’s between? Consciousness. “Consciousness mech-
anisms,” he suggests (Sec. 5), “might be involved in the continual ‘trade’
(interaction) between the non-tilde and the tilde modes.” Consciousness is
“grounded” (2001:141) in the ∼/non∼ dialectic of the vacuum state. The dual
modes are like actors, he explains, forced to act. “The ‘one’, the subject is the ac-
tion, the play, their entre-deux [between-two]” (Sec. 5). (Note that the subject
is no longer a mode.) The subject is the between-two of dual actions. Con-
sciousness “basically resides in such a permanent dialog” (Sec. 5). (Note that
the subject and consciousness are not discriminated.) This dialog between the
actor-modes is unavoidable, continual, fluctuating and reciprocal. But this is
not much of a dialogue, as Vitiello sets it up, with no occasion for reciprocity,
because the participants in the dialog are already in full agreement, being iden-
tical, since the ∼mode copies the non∼. What’s to say to one’s mirror image?
The external world is represented in the non∼ mode which is copied in the
∼mode . . . which makes consciousness in their ∼conjugate match a dull affair.
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The monadological ontology has much more flexibility in this regard since
the dual modes are no longer given as matching. The alter mode is rich with
weighted possibility and our mode is rich with order from physical reality.
A match is achieved rather than given. “Dialog” has the wrong connotation,
two actors dialoguing, who by Hermitean assumption are saying the same
thing. There is no dialog for the monadological version, however; instead
there is a belonging-together of reality’s representatives and certain weighted
possibilities.

Now, whether quotitidan or monadological in conception, there is a
match in the between, whether the ∼mode is a copy of the non∼ mode or
weighted possibilities for matching the non∼ mode. Since a ∼conjugate match
is achieved in the between, the state of the match is described by real numbers
which are associated with observables. Then the conscious subject cannot reside
in the between’s match, since consciousness and subjectivity are not described by
real numbers. The quotidian interpretation of the between turns out untenable.

For the monadological conception, the between is not identified with con-
sciousness or subjectivity but with world thrownness, to which real numbers
apply. In the between of the monadic quantum brain our world-thrownness
continually lights up; our existence as world-thrown clears in the between.
Beyond the monadic bubbles of our living brains with quantum field theo-
retic degrees of freedom is the unknowable and unthinkable (cf. Plotnitsky this
volume). These bubbles are in “post-established harmony” (Nakagomi this vol-
ume). The monads sustain the illusion of a world-in-common, maya, because
they have been similarly tuned by local sociocultural practices, and so when the
input is by and large the same across different monads, more or less the same
world lights up.

The claim that we are truly monadic beings is surely hard to accept,
counter to every moment of our conscious experience of world and its af-
fordances. If we are monadic, then the world is weird, unheimlich, sorceric,
hoisted by each monad in parallel, hoisted in the ∼conjugate match between
quantum attunement and input invariants representative of quantum reality
. . . we are monadic bubbles of disclosure in which we always find ourselves al-
ready thrown amidst our world. This position sounds silly to common sense
(even more silly than quantum mechanics sounded when first proposed). But
as noted above, the quantum revolution extended to brain functioning calls
for revolutionary ideas about Being, too, and so the monadological ontology
should be taken seriously.
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. Application to the Riemann Hypothesis

Introduction

The ontology of dual mode thermofield dynamics has been explored above.
What we end up with finally is the between. This between, in the unique case
where the dual modes make a ∼conjugate match, is the case of lumen naturale
which clears a presencing world. Being/presence is not originary but derived
from a more primitive, never-presencing, dual mode dynamic of belonging-
together. World appears in the particular success of a belonging-together.
Different belonging-togethers, different worlds. Being is secondary here, con-
tra common sense and empirical science, which takes its measurements un-
concernedly.

This way of thinking is certainly unconventional. There is a dual mode
upsurge that is primary and a monadic bubble lights up in the dual mode
∼conjugate match. So bizarre is this conclusion, so “marginal” (attributed
mainly to sorcerers (Castaneda 1973, 1974), who work the margins of socially
acceptable reality), and even so terrifying is the monadic conclusion, there is a
tendency quickly to dismiss this view as ridiculous.

The productivity of this strange view can be assessed by application to the
most outstanding problem in mathematics: proof of the Riemann Hypothe-
sis (RH). Edwards (1974) laments toward the end of his treatise, “Riemann’s
function,”

One of the things that makes the Riemann hypothesis so difficult is the fact
that there is no plausibility argument, no hint of a reason, however unrigor-
ous, why it should be true. (268)

The present aim is to give some scientifically plausible hints as to why the Rie-
mann hypothesis is true. Of course mathematical proof of RH is a different
matter altogether but I shall try to point the way.

Riemann’s Hypothesis

It is perplexing to mathematicians that something so basic as the prime num-
bers appear to be only weakly ordered along the real number line. (An example
of “weak” ordering: large primes have a different density distribution along the
real number line than small primes.) Riemann’s Hypothesis of 1859 is that the
prime numbers are indeed most strictly ordered, if you know how to display
them, that is, display the primes with Riemann’s strong geometrical intuitions,
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where the order comes out strikingly. Certain zero points that are related to
prime numbers are all lined up neatly on a line called the “critical line.” De-
spite longstanding efforts (Derbyshire 2003; du Sautoy 2003), a proof that all
“nontrivial zeros” of the Riemann function lie on the critical line remains
elusive. Surprisingly, there appears to be a deep connection between RH and
quantum physics.

To appreciate how dual mode QBD is relevant to RH, a bird’s-eye view on
RH is helpful. (Ontology suffers up close to the symbols.) The prime numbers
are the atoms of arithmetic, divisible only by themselves and one. There is a
certain zeta function grounded in powers of primes, due to Euler. Euler’s func-
tion takes a number as argument and converts it to exponents on a series of
integer reciprocals. The function gives a value for each argument, b, of the zeta
function. The equation for zeta of b looks like this:

ζ(b) = 1/1b + 1/2b + 1/3b + . . . + 1/nb + . . .

At b = 1, ζ(b) is just the infinite harmonic series. For a more useful form of
ζ(b) which utilizes the Euler product, all the denominators are prime numbers
and addition is replaced by multiplication. That is, the Euler zeta function is a
product of prime numbers, each taken to the power specified by the argument.

Riemann’s zeta function uses complex numbers as arguments and its values
are complex numbers. The argument/value relationship was represented geo-
metrically by Riemann. We imagine an Argand plane whose horizontal axis, X,
is the real number line and whose vertical axis in the plane, Y , is imaginary. (See
Figure 1.) This is the complex argument plane of the zeta function, a geometric
representation of the complex argument put into the Riemann zeta function.

Now there is a topography (not shown) on this complex argument plane,
a third axis Z, which is the output of the zeta function, its “value.” Every point
on the complex plane represents an argument, a complex number which is
the exponent on the prime atoms being multiplied. The altitude of Z at each
point of the argument plane is the output of the Riemann zeta function; the
arguments are points on the complex plane and the values are the topography.
There are certain points where the value of this zeta function goes (nontrivially)
to “sea level” on the value topography – these are the “nontrivial zeros” of the
Riemann zeta function.

The nontrivial zeros all have one feature in common; they all have real part
½. The imaginary component varies. Geometrically, there is a vertical line in
the complex plane at real part ½, the “critical line” along which these nontrivial
zeros of the Riemann zeta function lie. The Riemann Hypothesis still awaiting
proof is simply stated: All of the nontrivial zeros lie on the critical line.
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Figure 1. The argument plane of the zeta function is mathematically complex with real
and imaginary axes. The first five nontrivial zero points on the zeta value topography
are (roughly) located here at the crosses. The rest of the zeta value topography on the
argument plane is not shown. These zero points lie on the “critical line” at real ½. The
Riemann Hypothesis is that all nontrivial zero points lie on the critical line.

It is of interest to inquire more carefully into the zeta landscape. Strictly
speaking, the topography of the zeta landscape does not extend to negative real
numbers but stops at zero. Mathematical tricks are used to seamlessly stretch
out the negative reals. At an argument of one, the zeta function reduces to
the harmonic series and its value diverges to infinity. For arguments greater
than 1.0, the zeta function value rapidly decreases and boringly plateaus. So
the “critical region” for the zeta function lies between 0 and real 1 and all non-
trivial zero points of the Riemann zeta function lie ex hypothesi on the “critical
line” at real ½.

The points on the argument complex plane can also be conceived as oscilla-
tions with amplitude, frequency and phase. Amplitude (“loudness”) increases
as the location along the real axis increases and frequency (“pitch”) increases
as the location along the imaginary axis increases. Metaphorically, all nontriv-
ial zeros on the critical line are notes equally loud but differing in pitch. Yet
the nontrivial zeros on the critical line are musical, harmonious, belonging-
together. Notes on the critical line that are not at sea level are discordant. The
“music” of the disordered primes on the real number line becomes the “music”
of nontrivial zeros ordered to the critical line.

The argument of the zeta function was for Euler real numbers and for
Riemann complex numbers. Now we introduce non∼ and ∼ mode complex
numbers. The argument of the zeta function now has dual modes and the zeta
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function values also have dual modes. So there are dual pre-landscapes sharing
the critical region: a non∼ prelandscape and an alter ∼prelandscape, too, pace
Umezawa. Our attention is drawn to points at sea level on the zeta landscape,
the nontrivial zeros of the Riemann zeta function, all of which line up along
the same imaginary line at real ½, the critical line within the critical region of
the zeta topography that lies between 0 and 1 on the real axis.

Despite a reputation for purity, mathematicians use tricks all the time, such
as constructing a negative real zeta landscape when the function doesn’t actu-
ally give one. There is another trick going on, a major simplification that has
deep consequences. Recall that the value is a complex number like the argu-
ment, but the topography on the argument plane is real. How do you portray
two dimensions on one? By the “shadow” of two dimensions, just as our own
three-dimensional body throws a two-dimensional shadow on the wall, with
the shadow undergoing transformation as we spin. The argument and value
planes of the zeta function both are complex planes but the topography is
one-dimensional on the argument plane, a one-dimensional “shadow” of two-
dimensional values. Information is lost in reduction of dimensions. What is
lost in going from the complex value plane to its real line shadow in a mathe-
matically convenient way is phase information. (Attach an arrow at each point
of the topography, rotating through 360 degrees. The direction of the arrow
represents the phase.)

So the values lie on a complex plane, as do the arguments, but we have only
one dimension to represent values, the Z axis of the topography, whose X and
Y axes are taken up by the complex-numbered argument. This is easily solved:
Just multiply each zeta value by its complex conjugate. This gives a real num-
ber, called the “modulus” of the complex number, which occupies the third
topographical dimension.

With this sketch of RH, put in a dual mode context, there are two questions
that I shall consider. (1) Why are all the nontrivial zeros of the Riemann zeta
function lined up on the imaginary line exactly through real ½? (2) What is the
distinction between nontrivial zeros that lie on the critical line and the more
numerous other points also lying on the critical line but above sea level?

Answer (1). As you increase from zero to real one, the loudness/energy
increases. As already noted, in thermofield dynamics the total energy of the
dual modes remains constant, so that if one mode gets louder, the other mode
gets quieter. The only place the modes are equal in amplitude/energy is at real
½. So the critical line represents imaginary points where the two modes are
equally loud, have equal energy, whether or not the points are nontrivial zeros.
Most of the points on the critical line are above sea level and some of them are
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at sea level. What distinguishes the nontrivial zeros from the more numerous
non-zeros along the critical line? That is the second question.

Answer (2). The dual modes may have the same energy and the same fre-
quency, but be incoherent, out of phase. The nontrivial zero points are points
where the dual modes balance in phase, belong-together, whereas for all non-
zero points the dual modes are imbalanced. Prime numbers, too, are “coher-
ent,” harmonious. All primes belong-together and all nontrivial zero points,
as points of coherence, belong-together too, which is unsurprising, since the
nontrivial zero points lined up along the critical line are manufactured by a
function of primes.

In discussion of the prehistory of the Euler and Riemann zeta functions,
the “sieve of Eratosthenes” (3rd century BC) comes up. It is a mathematical
technique for sieving out the prime numbers from the integers. The Riemann
zeta function in effect sieves out primes in the form of nontrivial zeros. The
nontrivial zeros represent the dual mode ∼conjugate belonging-together. All
other points, whether off the critical line or nonzero points on it, represent
dual mode incoherence.

Nonzero points on the critical line are associated with phase difference be-
tween modes. (As noted in Section 1, the dual modes may be locally – read
points – imbalanced so long as globally – read across all points between suc-
cessive nontrivial zeros – there is balance.) Consider the nonzero points on the
critical line between two nontrivial zeros on that line. For the first of the non-
trivial zeros, phases are balanced; the arrows at that point for the non∼ mode
points to 12 o’clock and for the ∼mode 6 o’clock. As we move to nonzero
points moving up the critical line, the non∼ mode arrow moves clockwise and
the ∼mode arrow moves counterclockwise, so that the phases are out of bal-
ance. When the second nontrivial zero is reached, the arrows again point to
12 and 6 o’clock respectively. So nonzeros on the critical line mean dual mode
phase difference and nontrivial zeros on the critical line mean phase coherence
and dual mode balance.

Since the ∼conjugate match between modes is associated with presence,
the application of dual modes to mathematical thought links primes, nontrivial
zeros of the Riemann zeta function and Being. If the present preliminary expla-
nation of the Riemann zeta function proves tenable, then the productivity of
the dual mode ontology will be striking, even enough, perhaps, to compensate
for the strangeness of monadic Existenz.
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Afterword

If brain functioning turns out to have significant quantum degrees of freedom
which are not involved in quantum computation, then this would be a bona
fide scientific revolution. The model overthrows the logos of metaphysics which
still dominates our conception of the kind of beings we really are. Domination
by logic is succeeded by the cooperation of belonging-together. Rather than
mechanistic action, there is a dynamical welling-up of belonging-together, a
spontaneous match in which we always find ourselves already world-thrown,
ungrounded amidst the world of pragmata, in the ∼conjugate match of the
between. Belonging-together underlies prime numbers, nontrivial zeros of the
Riemann zeta function, and Being. The extent to which statistical factors en-
ter into the match is variable. If the ∼attunement is sharply tuned – one
possibility weighted heavily so its probability of actualization in the match ap-
proaches 1.0 – not much is left to chance. If the ∼attunement is weighted for
all invariants equally, then chance has its full opportunity.

The model developed here also gives a fresh account of subjectivity: I am
I∼. Subjectivity is not denied, vitiated, or mechanized but is given a new life –
not as a substance or an action but as alter. I cannot be observed – the subject is
“private” – in that I defaults the domain of public observation, yet takes action.
I’s action is to participate in constraining the vacuum state match.

If we are such creatures . . . spontaneous upsurges! . . . autopoietic and au-
torhoetic (self forming, self-maintaining and self-flowing), variably attuned
monads . . . monads interiorly bathed in lumen naturale . . . then brain com-
putation is only a pragmatic capability, not the whole story. Being/presence no
longer need be a problematic forgotten by science but quantum brain theoret-
ically understandable.

If we are at heart such amachinative and alogical quantum creatures, we are
ultimately “free” of complete control by our universe . . . left with some dignity,
as poetic and spiritual beings . . . we Turing-incompatible I∼s of an alter uni-
verse . . . empty addresses of default, where not-even-nothing is there . . . free
of logos, epistemē and determinism . . . for each, our indominable harmonious
sovereignty assured.
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Note

* I thank Giuseppe Vitiello for pointing out an error in my treatment (Globus 2003) of
the Hamiltonian difference between dual modes and misrepresentation of his model on this
point, which is corrected here. Communications with him were most helpful in developing
this article.
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Chapter 7

Quantum monadology and consciousness

Teruaki Nakagomi
Kochi University, Japan

There are serious conflicts between physics (as described by quantum theory
and relativity theory) and consciousness (as our interior experience). In
order to solve the conflicts, the author proposes quantum monadology, in
which fundamental theories of physics are incorporated consistently into
monadology. The monadistic structure consists of: (1) monads (individuals)
with consciousness and volition, (2) internal worlds in which respective
monads live, and (3) communication between monads and correspondences
among internal worlds (pre-established and post-established). Although we
can find such structure in the human level first, it reaches to the ultimate
level of physics, and human-level monadic structure results from this
ultimate monadology. This paper describes (1) why monadology is needed,
(2) the basic structure of monadology in a clear symbolic formulation, and
(3) outlines of quantum monadology and its consequences.

. The aim of quantum monadology

Monadology is a world model presented by Leibniz (1714), in which matter
and mind are integrated carefully and consistently in terms of monads and
their preestablished harmony.

Quantum monadology was proposed by the author (Nakagomi 1992), in-
spired by the idea of Leibniz’s monadology, the purpose of which is to solve the
apparent conflicts between physics (as described by quantum theory and rela-
tivity theory) and consciousness (as our interior experience). Recently, the the-
ory has been elaborated thoroughly (Nakagomi 2003a, b), which consists of a
monadistic scheme (NL world) and incorporation of physics into this scheme.
The physics adopted there is relativistic quantum field theory in the most gen-
eral form, which provides a firm basis to investigate the relationship between
consciousness and physics.
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Before proceeding to quantum monadology, it is worthwhile to review
what are the problems between physics and consciousness.

Inside of matter. Consciousness is internal experience. We can experience con-
sciousness through introspection, but cannot observe it externally. When we
dissect the brain, we will see only material systems such as neurons, micro-
tubules, proteins, molecules, and so on. What is the experience of conscious-
ness or the direct experiences of colors, sounds, smells, pains, and so on? If
these are material phenomena, then matter must have an interior, because we
are able to experience these only from the inside of the brain matter. Here note
that “the inside” does not mean a spatial concept such as “the inside of the
skull”. What is the inside of matter? Physics does not have the concept of in-
side or interior of matter and cannot explain the interior-exterior mystery of
consciousness.

Now. Consciousness exists now and not at any point of the past or the future.
The inside of matter, if it exists, is accompanied by now and not by the future
nor the past. What is now? Now is the time point or the duration where con-
sciousness exists. My consciousness and your consciousness seem to share in
common the now, which is flowing or passing. The physical picture of time
is, however, the fourth component of the four-dimensional space-time contin-
uum. In this picture, the now is a special point moving along the time axis, but
physics does not have any special point in the time axis. We cannot understand
the now if we start our thinking from the space-time concept in physics.

Volition. Consciousness is not only passive in receiving senses but also active
in making indeterministic effects on the material world. The effects occur with
now and propagate in the future but not in the past. However, physics does not
accept the indeterministic effects due to volition nor asymmetry between the
past and the future, because there is the deterministic and time reversible law
of change of material states at the bottom level of physics, i.e., the Schrödinger
equation or the unitary evolution law of quantum states.

Those three problems come from the side of consciousness, and cause no
problem in physics because physics neglects facilely consciousness. The follow-
ing two are problems in physics itself.

Measurement. The measurement problem of quantum mechanics is usually
understood as the conflict between determinism due to the Schrödinger equa-
tion and indeterminism caused by measurements. Another important point is
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in what measures what. In physics everything is matter, and hence matter mea-
sures matter. However, physics does not have any principle to divide matter
into two parts, what measures and what is measured.

Statistical mechanics. In applying quantum theory to actual phenomena, we
use it not in bare form, but wrapped with the filter of statistical mechanics.
However, this procedure is an analogical inheritance from classical statistical
mechanics and is not derived from first principles. We have not yet under-
stood the ultimate origin of thermal probabilities. This is also concerned to the
problem of determinism and indeterminism.

The above five problems are correlated mutually, and must be dealt with
all together. Considering the brilliant success of modern physics, the origin of
these problems is not in physics itself, but in the world model that underlies
physics. Modern physics does not explicitly refer to its world model, but tacitly
assumes materialism or Cartesian dualism.

Materialism. In the materialistic world model, everything must be understood
as phenomena of matter that has no volition, no consciousness, and no inside.
What we call consciousness is also material phenomena, and is to be described
by the laws of physics, which does not include any law peculiar to conscious-
ness. However, physics that is interpreted materialistically fails to explain the
consciousness as our internal experience, and results in denying its existence as
mentioned above.

Cartesian dualism. Matter and mind are assumed to exist separately and to
be linked by some mechanism. Consciousness is a phenomenon of mind, be-
ing outside the physical world, and is not required to obey the laws of physics.
The problems that appear in the materialistic model can be resolved in this
model by assuming suitably the laws of mind and the linkage mechanism. The
internal experience, consciousness, is in mind and does not belong to the ma-
terial world. The flowing time, now, is associated with mind, which is linked
to a point or a duration in the physical spatial time. Since volitional action
can be postulated independently of the physical laws, indeterminism can be
introduced into the material world through the linkage between mind and
matter.

Though the Cartesian model has these advantages, it includes three crucial
defects: (1) Since mind is assumed to be independent of the material world,
there is no clue how to investigate the properties of consciousness. (2) Also,
there is no clue how to establish the linkage between mind and matter. (3)
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Moreover, this model cannot find a reasonable explanation for the fact that
the state and function of mind are strongly dependent on those of matter as
revealed in the recent development of brain science.

Leibnizian monadology. In this world model, everything is internal phenom-
ena. The world consists of monads. Each monad lives in its own internal world.
What we call material phenomena occurs in the internal world of a monad,
and hence physics provides the laws of the internal world. Consciousness is a
part of the internal world and is subject to physics. The consciousness part has
both active and passive relations with the other part of the internal world. The
passive relation serves as perception, and active one gives the volitional action
on the other part. The conscious part is then regarded as the self part.

Although the word “internal” expects “external”, there are only internal
worlds and no external world in which monads are located. Since monads
are not in an external world, there is no physical interaction between inter-
nal worlds. However, the internal world of each monad reflects the whole of
monads, and there is a correspondence mechanism among the internal worlds,
which produce a virtual world that has an appearance of an external objec-
tive world. In the original monadology of Leibniz, this correspondence, called
preestablished harmony, is supposed to be a divine mechanism, or one of the
first principles of the theory in scientific terms.

If the law of change of internal worlds is deterministic and the same for
all monads, then the harmony will be maintained only if initially the corre-
spondence is established, just as two complete clocks tick always the same time
once they are synchronized. However, monads have volitional actions which
causes indeterministic changes in their internal worlds, and it is necessary to
communicate between monads so as to maintain the correspondences among
internal worlds. This communication is non-physical or sub-physical process
in the sense that it is not described by the mechanical laws of internal worlds.

The author expects that quantum mechanics can be well interpreted in
the Leibnizian model rather than the materialism or the Cartesian dualism.
In the ordinary interpretation of quantum mechanics, the two types of state
changes, Schrödinger’s equation and the reduction of states are not unified
consistently. The former describes physical process, while the latter should
be considered as relating to the sub-physical communication process between
monads. The relativity principle is also adaptable to the Leibnizian model. The
Lorentz transformations may be interpreted as the correspondences between
internal worlds.
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Mathematical formulation. The problems that appear in the former two
world models are all expected to be resolved in the Leibnizian model so long as
the fundamental theories of modern physics are incorporated into it. There are
some philosophers, among which Whitehead (1929) is famous, who take up
the Leibnizian world model to interpret physics. However, their monadology
remains on the level of a “way of thinking,” and they have not been successful in
incorporating physics into monadology. The fundamental theories of physics
are thoroughly mathematical, and hence the “way of thinking” must be also
formulated as a mathematical system if we wish to integrate it with physics.
It is only after obtaining the mathematical formulation of monadology that
we are able to know whether monadology is consistent with physics or not.
The NL world scheme presented in the previous paper (Nakagomi 2003a) is
the recent version of author’s mathematical formulation of monadology. In-
corporating relativistic quantum field theory into the NL world scheme yields
quantum monadology (Nakagomi 2003b). The NL world has some differences
from the original Leibniz’s monadology, among which an important one is in
that the correspondences are post-established through an evolutionary process
on the basis of a minimum assumption of pre-established correspondences.

Monadistic thinking. There are some observations that help to understand the
ideas of monadology.

1. Consider many cars running on a road. The distances between cars vary
smaller or larger as they are running, but normally they do not collide with
each other except for rare accidents. Observing such phenomena, physi-
cists may consider that there is a repulsive force between cars and they may
succeed in explaining average motions of cars. However, the force assump-
tion would not describe the motion of individual cars. We find a similar
situation in quantum physics. The motion of a car is determined by the
mind of the driver. Decisions of the driver depend on the memory of the
past and the prediction of the future and are not affected by those of the
other drivers. Also in quantum mechanics, the behavior of a particle is af-
fected by the wave function belonging to the particle and not by the wave
functions of the other particles.

2. We have a concept of the nation that we belong to. However, there is no
physical entity of the nation, but it exists in our mind. We have a common
concept of the nation, then the nation exists. If the members have different
concepts of the nation, then the nation will cease to exist.
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3. When I speak to you, really I speak to your image in my mind not to
your physical body, This mental process causes physical process, and then
it causes correspondent mental process in your mind. This mechanism will
work well in an ordinary situation in which your image system and mine
are correspondent to each other. Otherwise, we could not communicate
successfully. Note that the role of “physical” in this case is different from
that in the basic monadology.

4. In a computer game through networks, each player battles in a battlefield
that his computer produces. The battlefields of different players are cor-
respondent to each other by the communication through networks, and
players feel themselves to be playing in a common battlefield. However, it
does not exist anywhere.

. NL world

The monadistic world model is formulated in a mathematical symbolic style
called NL world. The formulation presented here is almost an extract from the
previous paper (2003a), but includes an important modification in the renewal
rule of internal worlds, which also causes small changes in other relating parts.
Significance of this modification will be discussed in the last section. For details
of mathematics used here, consult the previous paper.

An NL world is specified by the following three sets and five functions

W = (V , F, L, η, ρ, ω, λ, β).

Each item is defined as follows: V is a finite set of monad-images with a special
element vself, self-image. F is a set of internal states. L is a σ-complete orthomod-
ular lattice of contents of consciousness.1 η is a mapping ψ ∈ F �→ η(ψ) ≥ 0,
appetite. ρ is a mapping ψ ∈ F �→ ρ(·|ψ) (a probability measure on L or 0
measure), preferability. ω is a mapping ψ ∈ F �→ ω(ψ) (an orthogonal system
of elements of L), list of choice. λ is a mapping (r,ψ) ∈ S(V) × F �→ λ(r,ψ)
(an automorphism on L), interpreter, where S(V) is the symmetric group of
V (the group of all one-to-one and onto mappings from V to V). β is a map-
ping (�,ψ) ∈ L × F �→ β(�)ψ ∈ F, state-change operator. Here the following
minimum conditions are assumed

ω(ψ) = ∅ ⇒ ρ(· | ψ) = 0 and η(ψ) = 0, (C01)
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ω(ψ) 	= ∅ ⇒ ∑
�∈ω(ψ)

ρ(� | ψ) = 1, (C02)

for any ψ ∈ F.

Rule 1 (Monads and correspondences). With the NL world W , a set MW of
monads is associated, whose number of elements is the same as that of V . Each
monad m has an entity-image correspondence cm : MW → V (one-to-one and
onto) with condition that

cmm = vself.

Between any pair of monads m, m′, the image-image correspondence rmm′ :
V → V is then defined by

rmm′ = cmc–1
m′ .

Rule 2 (Current states and renewal cycle). Each monad m has a variable Ψm,
current state, that takes values in F, and follows the renewal cycle of three steps
given below:

Step 1. Each monad m is urged once to make a decision, and one monad, say
m1, is hit with probability proportional to the appetite η(Ψm1 ).

Step 2. The hit monad m1 chooses an item � from ω(Ψm1 ) with probability
proportional to the preferability ρ

(
�

∣∣ Ψm1

)
.

Step 3. Each monad m interprets the choice � by the monad m1 as �m =
λ(rmm1 , Ψm)�, and renews its current state Ψm by the substitution for-
mula

Ψm := β
(
�m

)
Ψm.

Internal worlds and consciousness. Each monad m is supposed to have its own
internal world whose current state is represented by Ψm. However, the inter-
nal world should not be identified with the consciousness of the monad. A
monad m makes its decision on the basis of the information given by the ap-
petite η(Ψm) and the preferability ρ(� | Ψm) distributed over the choice-list
ω(Ψm), on which its volition acts. In this sense, these three items should be
interpreted as constituting the consciousness of a monad, in particular, the el-
ements of the choice-list are regarded as the contents of consciousness. The set
L contains all the possible contents of consciousness, and is supposed to have
the structure of a σ-complete orthomodular lattice so as to make a consistent
mechanism of decision.
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Null monads and active monads. A state ψ is called a null state if ω(ψ) = ∅

and an active state otherwise. A monad in a null state, called a null monad,
makes no decision of choice, and hence does not participate in the change of
the world of Rule 2. However, null monads cannot be eliminated from the NL
world for two reasons. First, a null monad is not assured to remain in a null
state in the process of state-change within the setting presented so far, though
we will give an optional condition to assure it below. Second, null monads have
their images in active monads. Null monads appear in an active monad as inert
entities or matter.2

Chronological description. The value of a current states Ψm can be recorded se-
quentially for each renewal cycle, and be numbered from the start of recording
as follows:

ψm[0],ψm[1],ψm[2], . . . ,ψm[s], . . . . (∗)

The numbering is identified with time, and we call ψm[s] the state of monad m
at time s. Henceforth, we will make temporal statements with temporal terms
such as “at some time”, “the next time”, “before”, “after”, and so on, when re-
ferring to the values of Ψm. Note that the time parameter s represents the flow
of time and not the time axis of space-time. The flow of time is promoted by
volitional actions of monads. The relation between the two time concepts will
be discussed in the last section.

Correspondence theorem. The NL world has the basic correspondences given
by Rule 1. In order to extend it to higher-level correspondences among internal
worlds, we need to put some conditions.

Condition 1. For any � ∈ L and any ψ ∈ F,

ρ(� | ψ) > 0 ⇐⇒ ω(β(�)ψ) 	= ∅.

If a monad m is in a null state then ω(Ψm) = ∅, which implies ρ(� | Ψm) = 0
for any � ∈ L by (C01), and hence ω(β(�)Ψm) = ∅ by this condition. Therefore
a null monad remains a null monad in the process of the renewal of current
states. On the other hand, an active monad m can change to a null monad in
such a situation as ρ(�m | Ψm) = 0 and ρ(� | Ψm1 ) > 0 for some hit monad
m1 (	= m). The set of active monads can then be preserved or diminished in the
process of the renewal.
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Condition 2. Each r ∈ S(V) has an operation on F that preserves the
group properties

r(r′ψ) = (rr′)ψ and IVψ = ψ,

and allows the following symmetry relations

λ(rr′, rψ) = λ(r, rψ)λ(r′,ψ),
rβ(�)ψ = β

(
λ(r, rψ)�

)
rψ,

ρ(� | ψ) = ρ
(
λ(r, rψ)�

∣∣ rψ
)
,

for any r, r′ ∈ S(V), any � ∈ L and any ψ ∈ F, where IV is the identity in
S(V).

Theorem 1. Let the NL world W satisfy Conditions 1 and 2. If the following relation
holds for any pair m and m′ of active monads at some time

Ψm = rmm′Ψm′ , (∗∗)

then, at any time after that time, the set of active monads is preserved and the above
relation holds for any pair m and m′ of active monads.

Define the subgroup S0(V) = {r ∈ S(V) | rvself = vself}. Since any element
in V other than the self-image vself has no special meaning, the rules of the NL
world W should have the S0(V)-symmetry. Condition 2 includes this sym-
metry for λ, β and ρ. Since Rule 2 uses η and ω, we need to put a further
condition.

Condition 3. For s ∈ S0(V),

λ(s,ψ) = λ(s) (independent of ψ ∈ F),
η(sψ) = η(ψ),
ω(sψ) = λ(s)ω(ψ).

Conditions 2 and 3 guarantee that Rule 2 is invariant under the rearrange-
ment of the image-entity correspondences, {cm}m∈MW → {rmcm}m∈MW with
rm ∈ S0(V). Moreover, these conditions make it possible to describe the re-
newal rule in reference to a fixed active monad m0 without explicit reference to
the other monads in the situation in which (∗∗) is established among all active
monads. We can use v-parameterized functions ηv(Ψm0 ) and ωv(Ψm0 ) instead
of η(Ψm) and ω(Ψm), where v = cm0 m is the image of monad m appearing in
the internal world of m0, and ηv(ψ) and ωv(ψ) defined by

ηv(ψ) = η(rψ) if rv = vself,
ωv(ψ) = λ(r–1,ψ)ω(rψ) if rv = vself.
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This is called m0-focused description, which amounts to the physical descrip-
tion of the world. The replacing m0 by another corresponds to the transforma-
tion of observer’s frames. From this point of view, the Lorentz transformations
can be interpreted, which was discussed in detail in the previous paper (2003b).

. Quantum monadology

Quantum monadology is an instance of the NL world. The main ideas are:

internal world ↔ quantum state and Lorentz frames associated
with monad-images

automatic change ↔ unitary evolution law
volition ↔ reduction of quantum state
consciousness ↔ self-other coupling
correspondence ↔ inhomogeneous Lorentz transformation
communication ↔ correspondence of reduction

where ↔ should be read as “be related to” or “be realized by.” On the basis of
these ideas, the items of the NL world W = (V , F, L, η, ρ,ω, λ, β) are specified,
which will be sketched roughly (see Nakagomi 2003b for details).

The set V of monad-images can be taken as any finite set with an element
specified as the self-image vself. The internal world of a monad is described
by a quantum state and Lorentz frames associated with the monad-images.
Hence the state space F is given by the direct product of a Hilbert space H
and inhomogeneous Lorentz groups associated with monad-images. The σ-
complete orthomodular lattice L is defined by the set of projections on H.

The set V is decomposed into two subsets {vself} and Vother = V – {vself}. The
quantum state of a monad is also decomposed into the tensor product of the
self part and the other part (explained below), and the self-other coupling of
the quantum state defines the list of choices ω. The choices by monads appear
as quantum reduction processes of self-other coupled states. The preferability
ρ is related to the reduction probability. The choice-driven part of state-change
operator β represents this reduction. The automatic part of β is defined so as
to cause translational change of Lorentz frames associated with monad-images.
The interpreter λ is specified by frame-frame relation and self-other conversion
of monad-images. Finally, the appetite η is given by the entropy of distribution
of ρ over ω.

The minimum conditions (C01) and (C02) are fulfilled. From Rule 1, this
world has N (= |V |) monads, MW , and each monad m has an entity-image



Quantum monadology 

correspondence cm : MW → V (one-to-one and onto) with condition cmm =
vself, and any pair of monads m and m′ has image-image correspondence rmm′ =
cmc–1

m′ . From Rule 2, each monad m has its current state variable Ψm that takes
values in F. The renewal cycle is expressed concretely as follows:

Step 1. One monad m1 is hit with probability proportional to its entropy
η(Ψm1 ).

Step 2. The hit monad m1 chooses an item Q from ω(Ψm1 ) with probability
proportional to the preferability

ρ
(
Q

∣∣ Ψm1

)
=

〈
Ψm1 , QΨm1

〉
〈
Ψm1 , Ψm1

〉 .

Step 3. Each monad m ∈ MW interprets the choice Q by the monad m as
Qm = rmm1 Qrm1m, and renews its current state Ψm by the substitution
formula

Ψm :=
‖Ψm‖

‖QmΨm‖UQmΨm.

In the above formulation, the Lorentz frames’ part of the current states and
their renewal law are omitted for the sake of simplicity.

Since ω(ψ) = ∅ is equivalent to ψ = 0, a null monad m is specified by
the condition Ψm = 0. It is evident that Condition 1 is fulfilled and that a null
monad does not convert into an active monad.

Self-other coupling and measurement. In order to make measurement mean-
ingful in one system, we need to divide the system into two parts, what mea-
sures and what is to be measured. The internal world is divided into the self
part and the other part, and hence the Hilbert space H is decomposed into the
form of the tensor product

H = Hself ⊗ Hother

According to the standard theory of quantum measurement (von Neumann
1932), we can calculate the list of items to be measured and weights associated
with respective items. In the tensor product expression, a state ψ ∈ H can be
written as

ψ =
∑

k

ak

∑
i∈Ak

fi ⊗ gi

with a1 > a2 > · · · > 0 and suitable orthonormal systems {fi}i in Hself and {gi}i

in Hother, where Ak’s are disjoint index sets. This expression is unique up to



 Teruaki Nakagomi

the diagonal expressions within respective blocks of Ak’s, and is considered to
characterize the coupling between the self part and the other part of the state ψ.

The list of measurement items is then given by the orthogonal set of pro-
jections

ω(ψ) =
{∑

i∈Ak

∣∣fi

〉〈
fi

∣∣ ⊗ Iother

∣∣∣ k = 1, 2, . . . .
}

,

where Iother the identity operator on Hother. This set is unique for given ψ.
Finally, the entropy of the state ψ is defined by

η(ψ) = –
∑

Q∈ω(ψ)

〈
ψ, Qψ

〉
〈
ψ,ψ

〉 log

〈
ψ, Qψ

〉
〈
ψ,ψ

〉 .

. Discussion

Time. In physics, the time evolution of a quantum state is written as ψ(t) =
e–itHψ with a suitable Hamiltonian H. Each value ψ(t) can be mapped sequen-
tially from t = –∞ to ∞ along the time axis, which seems to be similar to the
chronological sequence (∗) in the NL world. However, there is an important
difference between them. The former is unitary evolution, and hence if one
value in the sequence is obtained, then all values from t = –∞ to ∞ in the
sequence can be determined. Unitary evolution creates nothing new. Changes
are only in appearance.

On the other hand, the sequence (∗) is indeterministic. One value in the
sequence does not determine the other values. Something new is created at
every time in the sequence. Combining the physical evolution law with the
monadistic evolution law yields the two-parameter state ψ[s](t) = e–i(t–τs)Hψ[s],
where s is the index of the sequence (∗), while t is the parameter of the function
defined on the whole range of time from t = –∞ to ∞ for each value of s. In the
renewal cycle of internal worlds, the two-parameter state undergoes the change
process

e–i(t–τs)Hψ[s] → e–i(t–τ(s+1))Hψ[s + 1].

In this process, the state changes “simultaneously” over the whole range of time
t. The time in the sense of the sequence (∗) is promoted only when a monad
makes decision. It seems possible to consider that the t dependence interpo-
lates between τs and τs + τ in a non-relativistic case, but it causes serious con-
tradiction with the relativity principle. From the point of view of quantum
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monadology, the reduction of quantum states occurs in the time s, and hence
the space-time picture of the reduction is related not to a spatial intersection
of space-time but to the whole space-time, by which the reduction of states be-
comes consistent with the relativity principle. Minkowski space-time does not
have “now” and hence there is no past nor future. The time axis in Minkowski
space-time is a mathematical entity needed for manipulating the Lorentz group
and does not represent the real time in which we live.

Single vs. multiple decision models. The renewal rule of the NL world is mod-
ified from that of the previous paper (2003a). In the renewal rule of this paper,
only one monad is allowed to make decision at each renewal cycle, whereas, in
the previous one, multiple monads can make decision simultaneously. In this
point, the theory returns to the first one presented in 1992. By this modifica-
tion, the law of probability of monads’ decision is quite simplified and the com-
patibility condition of ω(ψ) between different monads become unnecessary. In
spite of these advantages of the single decision model, the more complicated
multiple decision model was adopted in the previous paper (2003a), because a
satisfactory reason could not be found for the single decision model. Recently,
however, the single decision model was inspired by Watanabe’s (2002) asser-
tion that there is only one ego in the world which is running through all the
individuals existing from the past to the future. This idea, he says, comes from
Schrödinger’s (1985) thinking about Vedanta. The author has come to consider
that the single decision model is not so unnatural. Anyhow, these two models
are asymptotically equivalent if the appetite η is sufficiently small, but it is left
to future study to decide which model is better.

Human-level monadology. Though monads have consciousness and volition,
there is a long way from the basic level of quantum monadology to the mind
of the human level. We should not confuse these two levels. However, there is
a reason for this confusion, that is, mind has a monadistic structure on the hu-
man level by identifying the individual mind with a monad. (Cf. Globus this
volume.) Both monadistic structures have good similarity. Apparently Leibniz
constructed his monadology by getting a clue from this similarity. The hu-
man level monadistic structure should be considered as a higher-order world
derived from the basic monadistic world.

It is expected that there is some mechanism that derives the similarity be-
tween the higher-order monadistic structures and the basic one. For such a
mechanism, an enhancement process of volition and perception of monads is
proposed in the previous papers (2003a, b), by which an ensemble of monads
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with a central monad appears as a higher-order single monad. In particular,
the central one is allowed to be a null monad. In this case, it will be a zombie or
a robot, but it is difficult to tell whether the central one is null or not. The en-
hancement process is also used to describe the quantum measurement process
with a macroscopic apparatus.

In general, the derivation of the higher-order structures is very difficult,
but we can apply the NL world scheme directly to the human level by assum-
ing a suitable approximate mechanism of mind and communication between
individuals. The NL world scheme provides only a formal scheme, and we can
adopt various kinds of physics, from the most general one to restricted or vir-
tual ones, and apply it to various levels of systems in a hierarchy of monadistic
worlds, from the basic physical level to bio-, human, and socio- levels. The evo-
lutionary process of establishing the correspondence among monads makes it
possible to discuss the integration process that appear in socio-systems such
as political, cultural, and economic systems or in the cyber-world produced by
computer networks.

Self-other coupling and consciousness. From the point of view of quantum
monadology, consciousness is related to the self-other coupling associated with
the self-other division of a quantum state. This coupling is expressed in the
form of a linear combination of diagonalized branches of the self-other cor-
relation in the quantum state as shown above. The content of consciousness
is assumed to relate to these branches. The preferability is assumed to be pro-
portional to the quantum weights of branches, and the appetite is made to be
linked to the entropy of the weights of branches. These assumptions for con-
sciousness seem to be the almost unique possibility that quantum physics al-
lows. In quantum monadology the state spaceH has an infinite dimension, and
the self part has a possibility to create infinitely fine correlation with the other
part, which suggests that consciousness has no finite limitation in its “capacity”.

Null monads. Sometimes it is asked why a null monad remains a null monad.
In order to obtain Theorem 1, we have imposed Condition 1, which forbids
null monads to convert into active monads. However, we may assume waking-
up process of null monads as not destroying the correspondence (∗∗) if neces-
sary in the future study.

Physical verification of quantum monadology. The final and most important
problem of quantum monadology is how monad-images appear in the world
where we live, since quantum monadology is supposed to describe this world
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on the level of physics. There are no physical interaction between monads, but
there are between monad-images. The monad-images introduce a new struc-
ture into the physical world, which causes two effects in physics. The first is the
decoherence of quantum states. The decoherence has been discussed for a long
time in relation to the measurement problem. Recent experimental and theo-
retical discussions are found, e.g., in Joos et al. (2003), but they lack ontological
discussion. The author considers that the ultimate origin of quantum decoher-
ence should be attributed to the monads’ volitional actions. The second is the
interaction between monad-images that overlaps the uniform interaction of
quantum fields, which might be related to the renormalization technique of
field theory. We could verify monadology on the physical level by detecting the
monad-image structure directly or indirectly through these effects. To this end,
we must refine quantum monadology, in particular we need an explicit form
of the interaction between monad-images.

Notes

. An orthomodular lattice L is a lattice which has 0, 1, and an orthocomplement operation
a ∈ L �→ a⊥ ∈ L in addition to the lattice operations ∨, ∧ and � and satisfies the following
conditions

a⊥ ∨ a = 1 and a⊥ ∧ a = 0,
(a⊥)⊥ = a,
a � b ⇒ b⊥ � a⊥,
a � b ⇒ b = a ∨ (b ∧ a⊥) (orthomodular law).

Two elements a and b are orthogonal iff a � b⊥ (or equivalently b � a⊥). Classical logic and
quantum logic (defined by the set of all closed subspaces (or projections) of a Hilbert space)
are typical examples of orthomodular lattice.

. According to G. Franck (1994), an idea equivalent to null monads is found also in
Leibniz’s monadology: “the monads, as souls, cannot simply cease to exist. They persist in
the state of death, as they pre-exist in the state of not yet being brought into their world.
They make appearance in life by awaking consciousness. They die, but do not disappear,
by its extinction. The world each monad lives in is extended only by its own conscious ac-
tivity. In the state of death this world has no extension. Dead (or transmigrant) souls are
‘metaphysical points’.”



 Teruaki Nakagomi

References

Franck, G. (1994). Physical time and intrinsic temporality. In H. Atmanspacher & G.
J. Dalenoort (Eds.), Inside versus outside. Endo- and exo-concepts of observation and
knowledge in physics, philosophy, and Cognitive Science (pp. 63–83). Berlin: Springer.

Joos, E., Zeh, H. D., Kiefer, C., Giulini, D., Kupsch, J., & Stamatescu, I.-O. (2003).
Decoherence and the appearance of a classical world in quantum theory. Berlin: Springer.

Leibniz, G. W. (1714). Monadology. Japanese trans. by Y. Kōno (Iwanami-Shoten, Tokyo,
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Chapter 8

Quantum connectionism and
the emergence of cognition

Eliano Pessa
Università degli Studi di Pavia, Italy

This paper argues that the validity of the usual connectionist claim, according
to which the macroscopic cognitive behaviors are nothing but collective
effects, emergent from the interactions between brain neurons, can be proved
only if we resort to a description of neural brain dynamics based on
Quantum Field Theory. This description is denoted as Quantum
Connectionism. It is proved, through a concrete example, that the direct
introduction of quantum-like features within neural dynamics gives rise to
the occurrence of long-range correlations, like the ones characterizing the
macroscopic cognitive operation.

. Introduction

One of the main challenges for modern science is to understand how human
and animal cognitive behavior emerges from the seemingly chaotic realm of
neural excitations. To deal with such a challenge the most promising approach,
so far proposed, is to be identified with the connectionist one (McClelland
& Rumelhart 1986). Namely the latter tries to explain macroscopic cognitive
behaviors as collective effects emerging from the cooperative interactions be-
tween microcognitive units, acting at a microscopic level. It is generally taken
for granted that these units, in ultimate analysis, correspond to neural assem-
blies or even to single neuronal units located in a biological brain. In this way,
by resorting to a description of the operation of cognitive systems based on
the formalism of artificial neural networks (ANN), the connectionist approach
throws a bridge between psychology and neurophysiology, between cognition
and neural activity patterns, between mind and brain.

Such a bridge, however, is still unreliable. In this regard, this contribution
will present a number of arguments supporting the claim that the descrip-
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tion of macroscopic cognitive behaviors as collective phenomena works only
within the context of a (suitable) quantum theory of the behavior of micro-
scopic constituents of the brain, i.e. a quantum brain theory. Moreover, we will
introduce the expression Quantum Connectionism to denote a reformulation
of the connectionist approach based on a quantum theory of neurons, be they
cosidered as microcognitive units or as, more or less abstract, counterparts of
biological neurons.

This paper will be devoted to the problems to be dealt with when building
up quantum connectionist models. Being forced, in this regard, to touch on
a number of different, and important, questions, we organized its content as
follows. In the second section we will recall some fundamental concepts un-
derlying the connectionist approach and the ANN models, whereas the third
section will be devoted to a discussion about the notion of emergence. The aim
of the fourth section will be to explain why every serious attempt to model
emergent phenomena should be based on the principles of quantum theory.
Within the fifth section, then, we will discuss possible approaches to a quantum
theory of neurons, and we will develop in detail, in this regard, a new proposal.
The sixth section will deal with quantum neural networks – networks consti-
tuted by interconnected quantum neurons – whereas the conclusions will be
the subject of the seventh section.

. The connectionist approach and ANN models

The main principles underlying the traditional connectionist approach can, in
their essence, be reduced to the following two statements:

a. there exist two different levels of description of cognitive processing : the
macroscopic one, in which cognitive processing is studied on the obser-
vational scale of traditional experimental psychology, and the microscopic
one, in which we focus on the operation of simple detectors of single
features of input patterns or of complex cognitive constructs;

b. the cognitive processing features observed at the macroscopic level emerge,
as a sort of collective effect, from the (cooperative) interactions between
the operations of the single detectors working at the microscopic level.

Usually the modeling of the microscopic level is performed by resorting to
ANN (for a review see Bishop 1995; Rojas 1996). A generic definition identifies
every ANN with a system containing two components:
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– units (or neurons), each of which is an input-output device, characterized,
at each time instant, by an output state (termed also activation), by an inner
state (the so-called activation potential), and by an input state;

– connection lines between the units; they feed the activation state from the
output line of a unit to the input line of another unit; each connection
is associated to a connection weight (in most cases a real number), which
modulates the activation signal crossing it.

This definition entails that an ANN can be viewed as a dynamical system, in
which the state vector, containing the instantaneous output states of the single
network units, changes with time, starting from an initial state, as a conse-
quence both of the form of the activation laws adopted and of the distribution
of connection weight values. There is, however, another sense in which an ANN
can be considered as a dynamical system: when its parameters (mostly the
connection weights) change with time as a consequence of a learning process.
Namely the most interesting cognitive performance of ANN consists in their
ability to learn only from examples to approximate whatever form of input-
output relationship, or to categorize the input patterns (see, e.g., Bartlett &
Anthony 1999).

The fact that ANN are dynamical systems should constitute the basis for
substantiating the second fundamental claim of the connectionist approach,
that is that cognitive processes are nothing but collective effects emerging from
the interactions between the units of an ANN. Namely, if we could show that
the dynamical evolution of an ANN is associated to a sort of phase transition,
like the ones encountered in physical systems, then we could take advantage
of the theoretical apparatus, already developed by physicists in this regard, to
identify macroscopic cognitive behaviors with collective effects. And, within
this context, the attribute ‘emergent’ would acquire a well defined meaning.

Unfortunately the proof of the existence of a phase transition associated
to the dynamical evolution of an ANN is very difficult (if not impossible) to
obtain through the actual techniques. In this regard we remind that in recent
times a number of authors (Saad 1998; Marinaro & Scarpetta 2000) tried to
describe the learning process within ANN by resorting to the methods of Sta-
tistical Mechanics. This field of research, known as on-line learning, is based on
two main hypotheses:

a. the distribution of input pattern features is random;
b. the number of input units tends to infinity.
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The interesting results so far obtained concern the individuation of the order
parameters and the macroscopic evolution equations. Unfortunately, despite
their attractiveness, these results cannot be applied to concrete ANN. Namely
the latter violate both the previous assumptions because not only the number
of input units is always finite (and generally small), but the input vectors are
never derived in a random way from a probability distribution. On the con-
trary, they are chosen according to precise rules, in turn connected to the very
nature of the data domain from which these vectors were extracted.

The above arguments lead to an unavoidable conclusion: the traditional
connectionist approach is unable to prove that macroscopic cognitive behavior
is a collective effect emerging from the interactions between the microcognitive
units. Such an inability is due to the lack of a consistent theory of emergence
and, in turn, is the very cause of a number of problems (still unsolved) which
plague the connectionist approach (such as the catastrophic interference prob-
lem, the binding problem, and the grounding problem). But what form should
such a theory have?

. What is emergence?

We will not trace here a history of the concept of ‘emergence’ (see, in this re-
gard, Beckermann et al. 1992; Goldstein 1999), by limiting ourselves to sketch
the main conclusions of a debate about this concept, lasting for more than a
century (the attribute ‘emergent’ was introduced for the first time by the En-
glish philosopher G. H. Lewes in 1875) and involving a number of scientific
experts in different fields (for a synthesis cf. Holland 1998).

The first characteristic of emergence on which there is a general agree-
ment is that it isn’t an objective property of a given system or process, but
rather a measure of the surprise experienced by an observer when looking at
a system, equipped with a suitable model of its behavior, with goals, mental
schemata, knowledge, and he/she detects a property not expected, which ap-
pears suddenly and cannot be attributed to an observable cause acting within
the system.

A second characteristic of emergence is that it is associated to the existence
of different levels of description of the same system. Namely, all phenomena
we usually consider as emergent typically occur on a level (e.g. macroscopic)
higher than the one (e.g. microscopic) on which we search for the causes of the
behavior of the system under study. Such a circumstance allows for an easier,
and often immediate, recognition of the emergent phenomenon, or property,
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as emergent. Of course, a more precise definition of emergence would require
a rigorous definition of what we mean by ‘level of description’. In this regard,
we remark that the easiest way for introducing it should rely on the notion
of timescale. For instance, very short timescales are associated to microscopic
phenomena, whereas very large timescales are associated to macroscopic ones.
Thus, we could, roughly, identify each level of description with a particular
timescale associated to system’s evolution.

A third characteristic of emergence, which helps crucially in its detection,
is the coherence. Roughly this means that emergence gives rise to integrated
wholes, which keep constant their identity in time (on timescales greater than
the ones referring to the individual components of the systems exhibiting
emergence). A key point is that this identity is rather stable against pertur-
bations, so that we can assert that a true emergence must be associated to a
mechanism keeping it, in spite of fluctuations and of actions coming from the
environment.

In order to introduce a distinction between the different kinds of emer-
gence, we will rely on a categorization already proposed by Crutchfield (1994),
who speaks of three kinds of emergence:

e.1. intuitive, corresponding to the rough identification of emergence with
‘novelty’; it reflects the common use of the attribute ‘emergent’ in most
domains of biological and social sciences;

e.2. pattern formation, in which a pattern is said to be “emergent” when it oc-
curs as a non-trivial consequence of the model structure adopted, even if it
could be forecast in advance on the basis of a sophisticated mathematical
analysis of the model itself; this is the case, for example, of some macro-
scopic models of self-organization making use of bifurcation phenomena;

e.3. intrinsic emergence, in which not only the occurrence of a particular be-
havior cannot be predicted in advance (even if compatible with the model
assumptions), but such an occurrence gives rise, in turn, to a deep modifi-
cation of system’s structure, in such a way as to require the formulation of
a new model of the system itself; a typical example is the emergence of new
computational abilities (see Sipper 1997; Mikhailov & Calenbuhr 2002).

For many years the only kind of emergence taken into consideration by model
builders was pattern formation, usually labelled as Self-Organization. Within
all these models the focus is on the time evolution of suitable macrovariables,
ruled by evolution equations, containing a number of parameters, and associ-
ated to given initial or boundary conditions. It is easy to understand that the
most important forecasting one can derive from these models, obtained by re-
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sorting to the methods of dynamical systems theory (cf. Glendinning 1994),
deals with the number and the type of attractors of this dynamical evolution.

Within this framework, the most studied phenomenon has been the one
of bifurcation. This term denotes a change of the number or of the type of at-
tractors occurring, in the most simple cases, when the value of a parameter, the
so-called bifurcation parameter, crosses a critical value. Such a circumstance
suggests a close analogy between bifurcation phenomena and phase transi-
tions taking place within physical systems. Namely the two different states of
affairs, before and after the critical value, can be viewed as analogous to differ-
ent phases of matter, the critical value itself being viewed as analogous to the
critical point of a phase transition. It has been shown, however (see Nitzan &
Ortoleva 1980; Stein 1980; Anderson 1981; Anderson & Stein 1985), that such
an analogy breaks down when we take into account the fact that the values of
macrovariables undergo unavoidable fluctuations,due both to the limited sen-
sitivity of our measuring instruments, and to the coupling betwen the system
and a noisy environment.

From the definitions previously proposed, it is clear, therefore, that the
most interesting models of emergent phenomena should exhibit intrinsic
emergence. As regards this kind of models, we will subdivide them into two
main classes:

m.1. ideal models of emergence, characterized by:

– the identification of macroscopic phenomena with the ones corre-
sponding to infinite volume limit (thermodynamical limit),

– the possibility of deriving microscopic dynamical equations from a
suitable general maximum (or minimum) principle;

m.2. non-ideal models of emergence, characterized by:

– the existence of a finite, predefined and fixed, volume into which the
system is contained,

– the derivation of microscopic dynamical equations only from phe-
nomenological arguments.

A very interesting, but still unsolved, question is whether models belonging
to the class m.2 can be reformulated or not in such a way as to be classified
as belonging to the class m.1. The interest in such a question stems from the
fact that it is very difficult to find criteria letting us decide whether intrinsic
emergence exhibited by a non-ideal model results from a particular, fortunate,
choice of system’s volume (and whence of boundary conditions), and of the
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form of microdynamical equations, or from general principles underlying the
model itself. Without these criteria the intrinsic emergence exhibited by non-
ideal models cannot be controlled, and this limits crucially their usefulness.

The discussion about the notion of emergence so far presented within this
section left unsolved an important question: how to build an ideal model of
intrinsic emergence? In the next section we will present some arguments sup-
porting the claim that the answer to this question can be found only within the
framework of quantum theory.

. Why quantum theory?

Before starting our discussion, we must remind that the idea of resorting to
quantum theory to describe cognitive processing as an emergent phenomenon
has a long history. The latter began in 1967 with the publication of the seminal
paper by Ricciardi and Umezawa on the application of methods of Quantum
Field Theory (QFT) to study cognitive processes as collective effects in assem-
blies of brain neurons (Ricciardi & Umezawa 1967). This paper was followed by
the building of a number of interesting models of cognitive processes (mainly
of memory operation), based on QFT, and proposed mainly by Umezawa and
his pupils (Stuart, Takahashi, & Umezawa 1978, 1979; Jibu & Yasue 1995;
Vitiello 1995, 2001). Starting from very different premises, in the same period
a number of other researchers (cf. Stapp 1993) tried to apply the methods of
quantum theory to the study of consciousness. Both lines of research produced,
as a consequence, an ever growing interest for the applications of models based
on quantum theory to the description of a number of features of cognitive
system operation (cf. Pribram 1993; Nanopoulos 1995; Jibu & Yasue 1997).

We will start our analysis by reminding that quantum models can be subdi-
vided into two main categories: the ones based on quantum mechanics (QM),
and the ones based on QFT. QM deals (for a textbook see San Fu Tuan 1994)
with systems constituted by a finite, and fixed, number of particles, contained
within a finite, and fixed, volume. The physical quantities characterizing them,
however, cannot be all measured simultaneously with arbitrary precision. A
first consequence of such an uncertainty is that a complete characterization of
a particle dynamical state with unlimited precision is impossible. One is, then,
forced to introduce the concept of representation of the state of the system be-
ing considered. In rough, nontechnical terms the choice of a representation
consists in selecting a subset of the dynamical variables describing the state
of the system, such that all variables belonging to the subset can be measured



 Eliano Pessa

simultaneously with arbitrary precision. In a sense, every representation can
offer only a partial description of system’s dynamics. However, an important
theorem, proved by Von Neumann (1955), asserts that in QM all possible rep-
resentations are reciprocally equivalent. This means that they give rise to the
same values of probabilities of occurrence of results of all possible measures
relative to the physical system under consideration, independently from the
particular representation chosen.

A second consequence of uncertainty is the occurrence of a typically quan-
tum phenomenon, named Bose-Einstein condensation (BEC). The latter occurs
in presence of suitable conditions (e.g. low temperatures) and consists in the
fact that all particles belonging to a given system fall simultaneously into the
same quantum state. This implies that their behaviors become all correlated,
thus giving rise to a macroscopic state, which appears as globally coherent. BEC
can be considered as the prototype of formation of macroscopic entities emerg-
ing, as collective effects, from the laws ruling the behaviors of microscopic
particles.

These advantages of QM are, however, counterbalanced by a number of
shortcomings. The main ones can be listed as follows:

– the Von Neumann theorem prevents from any application of QM to the
description of structural changes; namely, as all representations are physi-
cally equivalent, it is impossible to have a model based on QM in which a
system can exist in two different, nonequivalent, forms; therefore it will be,
in principle, impossible to formulate a theory of phase transitions, and, a
fortiori, of emergent phenomena;

– the occurring of macroscopically coherent states, as in BEC, is, in most
cases, hindered by the interactions of the system under study with the
external environment; namely they act in such a way as to destroy the
quantum coherence and, if the decoherence time is small enough, the latter
becomes unobservable; this circumstance limits the usefulness of QM to
particular cases (such as the world of atoms or of molecules).

These drawbacks prevent any application from QM to a description of intrin-
sic emergence, and suggest that perhaps QFT could be a better framework for
modeling it. QFT, contrary to what happens in QM, assumes that the main
physical entities are the fields and not the particles, the latter being identified
with domains in which the field strength is exceedingly high. Such a standpoint
has a long tradition, going back to Faraday and Maxwell, and underlies the
most powerful architectures ever built in theoretical physics, such as Einstein’s
General Relativity, and unified gauge theories.
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Following such an approach, QFT attempts to treat fields as defined by
uncertain quantities, As the fields, in principle, are not restricted to definite
volumes, QFT deals typically with infinite volumes. In this way it becomes
easier to introduce a sharp distinction between macroscopic phenomena (the
ones surviving when the volume tends to infinity) and microscopic phenomena
(which appear as fluctuations when the scale of observation is large enough).
Of course, the approach followed by QFT is very difficult to implement in a
concrete way, much more than in the case of QM. For this reason, QFT can still
be considered an incomplete theory, of which only particular realizations have
been so far worked out, at the expense of the introduction of a very complex
mathematical machinery.

Despite these difficulties, QFT, first proposed in 1926 by P. A. M. Dirac, ob-
tained in the last fifty years remarkable successes in describing and forecasting
phenomena occurring within the domain of particle physics and condensed
matter physics (see, in this regard, Itzykson & Zuber 1986; Umezawa 1993).
Here we will limit ourselves to mentioning an important feature, which is cen-
tral for our future discussion about emergence: within QFT, differently from
QM, there is the possibility of having different, nonequivalent, representations
of the same physical system (cf. Haag 1961; Hepp 1972). A consequence of this
is that only QFT, allowing for the existence of different phases of the system
itself, can deal with phase transitions, i.e. with global structural changes of the
system under study. Such a circumstance entails that the framework of QFT is
actually the only one possible if we attempt to model intrinsic emergence:

We will now substantiate the previous arguments through the exhibition
of a concrete ideal model of intrinsic emergence based on QFT. In this regard,
let us start by stressing that in an ideal model, by definition, we can always in-
troduce a function playing a role analogous to the one of energy in physical
systems, so that stable and metastable equilibrium states are directly associated
to local minima of such a function. The occurring of intrinsic emergence, then,
can be identified with a transition, triggered by the change of value of a given
parameter, in which a local energy minimum is split into a number of differ-
ent local energy minima, all equivalent, i.e. characterized by the same value of
minimum energy (we will refer to these states as ground states). The intrinsic
emergence is due to the fact that, if the system was, before the transition, in
the state corresponding to the old energy minimum, surely the transition will
provoke the settling of the system into one of the new energy minima, but we
cannot forecast which of them will be chosen, on the basis of the model we
have, because all minima are equivalent one to another. Such a form of transi-
tion is usually called spontaneous symmetry breaking (SSB), and appears as the
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only way, so far known, to introduce intrinsic emergence in systems described
by ideal models.

As regards SSB, some remarks are in order. The first one is that, in most
cases, the multiplicity of ground states exists only if we go at the infinite volume
limit. A second remark is that, both in classical and QFT-based descriptions
of SSB, the system will be anyway forced to choose one particular ground
state. States corresponding to linear combinations of different ground states
are not allowed, even in QFT, because it can be proved that any operator con-
necting two different ground states vanishes at the infinite volume limit (cf.
Huang 1987).

A third remark is that, if we describe SSB within the context of QFT, the oc-
curring of a SSB implies the appearance of collective excitations, which can be
viewed as zero-mass particles carrying long-range interactions. They are gener-
ally called Goldstone bosons (see Umezawa 1993). Such a circumstance endows
systems, in which SSB takes place, with a sort of generalized rigidity, in the
sense that, acting on one side of the system with an external perturbation, we
can transmit such a perturbation to a very distant location essentially unal-
tered. The reason for the appearance of Goldstone bosons is that they act as
order-preserving messengers, preventing the system from a change of the par-
ticular ground state chosen at the moment of SSB transition. Besides, they are
a direct manifestation of intrinsic emergence, as none of the forces acting be-
tween system’s elementary constituents is able to produce generalized rigidity.
We thus have that only within a QFT description of SSB we observe the occur-
ring of macroscopic coherent entities which are stable with respect to external
perturbations. It is, further, possible to prove (for technical details see Stein
1980; Rumer & Ryvkin 1980) that classical, but ideal, models of SSB, not based
on the framework of QFT, cannot give rise to Goldstone bosons and to gen-
eralized rigidity. This occurs because the order-preserving messengers in the
classical case are absent. As a conclusion, SSB, even if possible in classical cases,
is unstable with respect to (thermal) perturbations.

The models of SSB based on QFT give a consistent description of the collec-
tive effects: they are to be identified with the long-range correlations supported
by the Goldstone bosons arising after a system, crossing the critical point of a
SSB, chooses a particular ground state between the many ones available. The
validity of such a picture is also supported by the fact that the Goldstone bosons
associated to most SSB transitions (such as phonons in crystals, or magnons in
ferromagnets) have been experimentally detected. Within the next section we
will deal with the problem of how to implement the first step needed for the
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introduction of QFT formalism within the connectionist approach based on
ANN: the definition of quantum neurons.

. Quantum neurons

In order to build connectionist models based on the formalism of QFT two
different roads could be followed:

– to show that the description of the dynamics of a given ANN is already
equivalent, as it stands, to a suitable QFT-based model;

– to modify from the starting the dynamics of an ANN (viewed as a classical
object) in such a way as to endow it with QFT-like features.

The former road is, however, still bristling with considerable technical difficul-
ties. For this reason in this paper we will follow the latter road. In this regard,
we will start by remarking that a modification of the ANN dynamics to endow
it with QFT-like features can be performed in three different ways:

– by resorting to a microscopic description, of quantum nature, of the activ-
ity of a single biological neuron on a molecular level;

– by introducing a quantum formulation of the equations describing neu-
ronal behavior within the traditional ANN (quantum neuron);

– by deriving from the microscopic description of ANN dynamics suitable
macroscopic neural field equations and quantizing them through the stan-
dard procedures of QFT.

The first and the third alternative entail a number of problems which are
very difficult to solve. Therefore within this section we will deal only with the
second one.

The introduction of a quantum description of the activity of a neuronal
unit is, however, a difficult technical problem, notwithstanding the propos-
als advanced by some authors (cf. Samsonovich 1994; Zak 2000; Gupta & Zia
2001). Namely, within both QM and QFT, the quantization procedures are usu-
ally based on the existence of a conserved quantity, that is the total energy of the
system under study. On the contrary, within traditional connectionist models
the neural units are usually described as dissipative systems, in which the energy
is no longer conserved. How to find a way out of this problem?

We can adopt, in this regard, three different strategies:
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1. to modify the structure itself of Hamiltonian mechanics in such a way as
to take into account the dissipative phenomena;

2. to introduce a suitable description of the environment (the cause of dissi-
pation) in such a way that the whole system neuron+environment be still
conservative;

3. to modify the description of neural dynamics in such a way as to make it
conservative.

The strategy 1 is currently pursued by a number of authors (see, for instance,
Tarasov 2001). The strategy 2 was implemented in the best way through the
so-called doubling mechanism (Celeghini, Rasetti, & Vitiello 1992; for an appli-
cation to cognitive processing we recommend the superb exposition contained
in Vitiello 2001). Within this section, instead, we will shortly explore a possi-
ble implementation of the third strategy. In this regard, let us start from the
usual formulation of the dynamics of a McCulloch-Pitts neuron in terms of a
differential equation:

dsi/dt = –si + F(
∑

j wijsj),

where si denotes the instantaneous output activity of the i-th neuron, wij are
the connection weights, and F denotes a suitable activation function. By sup-
posing that each neuron be characterized by a spontaneous base activity, repre-
sented in a fictitious way through the introduction of a suitable self-connection
weight, denoted by w, we will obtain that a single isolated neuron will obey the
dynamical law:

ds/dt = –s + F(ws).

We can now consider this latter as a first integral of the ‘true’ dynamical equa-
tion, which can be easily obtained through a further derivation:

d2s/dt2 = s – F(ws) – wsF′(ws) + wF′(ws)F(ws).

Here the symbol F′ denotes the derivative of the function F with respect to its
argument. It is then easy to show that the quantity:

E = (1/2)(ds/dt)2 + V , V = –(s2/2) + sF(ws) – [F2(ws)/2]

is conserved. It is tempting to call this quantity energy, but it is deeply different
from the physical energy. Namely s doesn’t denote a spatial coordinate, but an
activation value.

Now we need to take into account that the spatial coordinates, used in
physics to specify the position of a particle, are nothing but particular exam-
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ples of configurational variables, that is independent variables, different from
the time variable, which allow for a specification of the instantaneous config-
uration of the system under study. We must, then, recognize that the config-
urational variable most suited to describe our McCulloch-Pitts neuron is its
output activity s and not its spatial location. Within this framework we could
say that E is a sort of configurational total energy. This lets us introduce a con-
figurational wavefunction ψ(s, t). If we identify the configurational momentum
p with ds/dt, we can now generalize the definition of the quantum operators
associated to the configurational coordinate and to the configurational mo-
mentum, so that the Schrödinger equation for a single quantum neuron can be
written under the form:

–(h/8π2)(∂2ψ/∂s2) + {–(s2/2) + sF(ws) – [F2(ws)/2]}ψ = i(h/2π)(∂ψ/∂t).

The most complicated issue of the behavior of a network of quantum neurons –
a quantum neural network – will be dealt with in the next section.

. Quantum neural networks

In order to generalize our previous theory, we will allow for an interaction
between different quantum neurons. If we suppose that the self-connection
weight w be the same for all neurons, then the classical dynamical equation
ruling the behavior of a generic neuron will assume the form:

d2s/dt2 = s – F(ws + I) – wsF′(ws + I) + wF′(ws + I)F(ws + I),

where I denotes the contribution coming from other neurons:

I =
∑

j wijsj.

Some mathematical considerations show that, in this case, the total potential
energy V of a neural network containing N neurons will be given by:

V =
∑

i Vi + Vint ,

where:

Vi = –(s2
i )/2 + siF(wsi +

∑
j wijsj) – (N/2)F2(wsi +

∑
j wijsj)

Vint =
∑

ij sisj[F(wsi +
∑

k wiksk) + F(wsj +
∑

k wjksk)].

In order to study the behavior, both of the classical and of the quantum version
of this neural network, we should, in the classical case, solve the network dy-
namical equations, and, in the quantum case, solve the associated Schrödinger
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equation. Both tasks are impossible to perform. We thus adopted a different
strategy: to study, through computer simulations, the behavior of a quantity
characterizing the long-range correlations both in the classical and in the quan-
tum case (of course, the long-range correlations in our case are correlations
between different activation values). If we should find that the long-range cor-
relations are present in the quantum case and are absent in the classical one,
then we shoul have obtained a concrete proof of the usefulness of a direct
introduction of quantum features within a classical ANN.

In order to evidence the existence of long-range correlations, we chose the
Pair Correlation Function of Activations (PCF) D(s1, s2), defined in such a way
that D(s1, s2)ds1ds2 is the probability of finding simultaneously a neuron, whose
output activation is contained within an interval of amplitude ds1 and centered
on s1, and a neuron, whose output activation is contained within an interval of
amplitude ds2 and centered on s2. In the classical case, the Statistical Mechanics
(cf. Huang 1987) shows that there is no long-range correlation between neu-
rons characterized by different values of output activation, as their PCF decays
very quickly with increasing difference ∆s between their activation values.

The numerical simulations confirmed what is expected on the basis of
classical Statistical Mechanics. In Figure 1 we reported the plot of PCF vs. ∆s
obtained by averaging the results of 10 different simulations, each performed
on a network of 50 neurons interacting according to the classical form of the
dynamical laws introduced before.

As can be seen, the plot evidences, for a classical neural network, an absence
of long-range correlations in the space of output activations, as expected. Let
us now deal with the quantum version of our neural network. In this case we
can obtain the form of the ground state of the system by resorting to numerical
simulations based on the Quantum Diffusion Monte Carlo method (QMC)
(for a description of QMC see, e.g., Vesely 2001). In Figure 2 we report the plot
of PCF vs ∆s, evaluated from the numerical data obtained through QMC on
the ground state of a neural network constituted by 30 quantum neurons of
the kind introduced above.

As we can see from the Figure 2, in the quantum case we have a strong
evidence for a long-range correlation of neuron output activities, contrary to
what happened in the classical case.

On the basis of these findings, we can assert that the introduction of
quantum-like features in a direct way gave rise within neural networks to
long-range correlations which were absent in the classical case. Of course, this
doesn’t mean that we reached our initial goal: so far we worked only within
the framework of QM and we need a further step to build a QFT-based model.
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Figure 1. Plot of PCF vs. ∆s, obtained from the average on 10 computer simulations,
each performed for 500 steps; parameters: w = 0.1, amplitude of each time step = 0.001,
connection weights chosen randomly between – 0.1 and 0.1; numerical integration
performed through the Euler method.
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Figure 2. Plot of PCF vs. ∆s obtained from the numerical data about the ground state
of a network of 30 interconnected quantum neurons. The parameters have the same
values as in Figure 1.
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Such a step, however, is now easier, as we already have at our disposal a QM-
based description of the operation of neuronal units. In this regard we will limit
ourselves to mentioning that a possible neural field equation could be given by
the Schrödinger equation ruling the quantum behavior of an isolated neuron,
obtained at the end of the previous section. If, further, we suppose that the
self-connection weights vary with time following a Hebbian law of the form:

dw/dt = –w + χs2 + β,

(here χ, β denote suitable parameters) we will obtain a pair of equations which
are nothing but the field equations describing the interacting fields ψ(s, t) and
w(s, t). Within the framework of QFT we will interpret the fields ψ and w not
as functions but as field operators. By using standard methods we could, then,
study this first QFT-based connectionist models and try to discover if there is a
SSB, if collective phenomena could occur and if there is a place for Goldstone
bosons. We will not pursue here such a topic, because within this context it
suffices to have shown that it is possible to build a concrete connectionist model
based on the framework of QFT.

. Conclusions

We can now summarize our main findings as follows:

1. the claims of the connectionist approach lack any validity in absence of a
rigorous theory of intrinsic emergence; we must state what are the condi-
tions granting for a macroscopic emergence of a given kind and endowed
with given macroscopic features; otherwise it will be impossible to have a
theory of the cognitive operation, as the one the connectionists pretend to
build, which can be compared with the experimental data;

2. the only ideal models of intrinsic emergence existing thus far can be for-
mulated within the framework of QFT; the non-ideal models (such as the
traditional neural networks, cellular automata, Artificial Life models, and
like) lack any form of control on the emergence itself;

3. despite the dissipative nature of neural dynamics, it is nonetheless possi-
ble to introduce a QM-based description of the dynamics of a quantum
neuron and of a quantum neural network, by using a formalism fully anal-
ogous to the one already in use for the quantum description of systems of
particles;
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4. the direct introduction of quantum features within the dynamics of a neu-
ral network gives rise to the occurrence of long-range correlations; such
correlations, on the contrary, are absent in the classical counterpart of the
same neural dynamics;

5. it is concretely possible to introduce a model of neural dynamics based on
the formalism of QFT; this shows that it is possible to introduce a theory
of intrinsically emergent behaviors and of collective effects in a neural net-
work based on a QFT-like description of its dynamics. Such a theory is the
heart of Quantum Connectionism and allows for a sound grounding of the
claims advanced by connectionists.

The final conclusion of this paper can be cast under the form of an answer to
the main question from which we started: can we identify the macroscopic cog-
nitive behaviors with collective effects emerging from the interactions between
brain neurons? The answer is yes, provided, however, we adopt a description
of neural brain dynamics based on QFT. Only in this way we can establish a
bridge between the brain and the mental operations, and, mostly, individu-
ate what factors and what microscopic neural features control the macroscopic
features of emergent cognitive behaviors. Thus Quantum Connectionism will
help in a substantial way the builders of future Cognitive Science.
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Chapter 9

The rheomode of language of David Bohm
as a way to re-construct the access
to physical reality

Maxim I. Stamenov
Georg-August-Universität Göttingen, Germany and
Bulgarian Academy of Sciences

In his most popular book the theoretical physicist David Bohm (1980)
proposed inter alia an experiment with language. The aim of the new
rheomode of language as a radical alternative to natural language is to make
the mental representation transparent to itself and, in this way, to attune itself
also to the ‘totality of all that is’, the holomovement. The development of this
mode of language is an attempt to make explicit what orders of observation
by the cognizing function can reach for the physical reality. It shows the very
paradoxical metamorphoses an observation must undergo in re-structuring
itself in order to attune to the very dynamics of reality as its
double-in-coemergence in self-and-other transparency.

With this orientation, the rheomode goes beyond all available paradigms
in the history of science and philosophy that study and model the
relationship between mind and reality. This is the case because it does not try
to re-present by some symbolic means aspects of the physical reality that are
in principle inaccessible to the senses. The rheomode is not an attempt to go
outside the ‘visible’ and/or thinkable and/or knowable. It is, instead, a
re-construction aiming in the opposite direction – at making what is capable
of becoming ‘visible’ all the time visible in a seamless way.

. The rheomode of language – the basic idea

In his most popular book the theoretical physicist David Bohm (1980) pro-
posed inter alia an experiment with language, and this experiment is strikingly
different from those carried out in linguistics, psycholinguistics, sociolinguis-
tics, communication studies, cognitive psychology and cognitive science, phi-



 Maxim I. Stamenov

losophy, logic, etc.1 He proposed “to experiment with changes in the structure
of the common language” (Bohm 1980:27).

From linguistic, psychological and philosophical points of view, the pro-
posal of Bohm for an ‘alternative’ language is an unprecedented one along the
following lines. Nobody before him claimed that in order to comprehend how
language contributes to the way thought is constituted it is not enough to fol-
low it; it is necessary actively to interfere with its function in order to discern
clearly ‘same’ and ‘different’ in its structures. This practice with no alterna-
tive in linguistics is to study language in manipulating the acceptability and
grammaticality of its units with different sorts of permutations in, deletions of
and additions to their structure. To this status quo Bohm offers the following
alternative:

[. . . ] one of the best ways of learning how one is conditioned by habit (such
as the common usage of language is, to a large extent) is to give careful and
sustained attention to one’s overall reaction when one ‘makes the test’ of seeing
what takes place when one is doing something significantly different from the
automatic and accustomed function. (Bohm 1980:28)

Bohm starts his argument with the point that subject-verb-object sentence
structure is common to the syntax of modern languages and this structure
powerfully builds in us the implicit and ever present presupposition that ac-
tion arises in a separate entity and this action, in the case it is described by a
transitive verb, crosses over the space between them (the subject and object) to
another separate entity, the object (Bohm 1980:29). In some ancient languages
like Hebrew, however, the verb was given primary, i.e., basic, importance in the
grammatical structure of language itself, i.e., not in its description only, as the
roots of almost all words in Hebrew were certain verbal forms, while adverbs,
adjectives, and nouns were obtained by modifying the verbal form with pre-
fixes, suffixes, etc. In other words, the ‘inner form’ of these words was directly
and explicitly pointing to some action, event, or ‘movement’ as the ‘pedestal’
of the sense of the word in question.

The aim of the new mode of language, the rheomode (from rheo, a Greek
verb, meaning “to flow”), is to develop such structures of language “in which
movement is to be taken as primary in our thinking and in which this notion
will be incorporated into the language structure by allowing the verb rather
than the noun to play a primary role” (Bohm 1980:30). The aim is, ergo,
to create a mode of language with a new structure that is not prone toward
fragmentation, as is the case with all our native ones.
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As a cue where to start re-building the bewildering complexity of natu-
ral language, the high prominence in contemporary usage of the word ‘rele-
vant’ is pointed out (cf. Sperber & Wilson 1986, for an analysis of this con-
cept in the context of linguistic pragmatics), but the latter is interpreted in
mentalist terms:

[. . . ] to see the relevance or irrelevance of a statement is primarily an act of
perception of a very high order similar to that involved in seeing its truth or
falsity. In one sense the question of relevance comes before that of truth, be-
cause to ask whether a statement is true or false presupposes that it is relevant
(so that to try to assert the truth or falsity of an irrelevant statement is a form
of confusion), but in a deeper sense the seeing of relevance or irrelevance is
evidently an aspect of the perception of truth in its overall meaning.

(Bohm 1980:33)

One can further develop this idea by citing another passage from the book
under discussion:

[. . . ] it is not right, for example, to regard the division between relevance and
irrelevance as a form of accumulated knowledge of properties belonging to
statements (e.g., by saying that certain statements ‘possess’ relevance while
others do not). Rather, in each case, the statement of relevance or irrelevance
is communicating a perception taking place at the moment of expression, and
in the individual context indicated in that moment. [. . . ] when relevance or
irrelevance is communicated, one has to understand that this is not a hard
and fast division between opposing categories but, rather, an expression of an
ever-changing perception, in which it is possible, for the moment, to see a fit
or non-fit between the content lifted into attention and the context to which
it refers. (Bohm 1980:34)

In order to make ‘relevance’ move appropriately we have to “make it fluid
again”. The fast and strict formal divisions could be made again flexible and
fluid by conceptualizing ‘relevance’ not as a state-bound noun, but to consider
it as a movement, an action-bound verb. We are invited to re-build the ‘inner
form’ of the verb ‘to re-levate’. It ultimately comes from the root ‘to levate’, “to
lift”. The meaning of this verb is defined using as a ‘pedestal’ the general sense
of “to lift” in the following way:

The spontaneous and unrestricted act of lifting into attention any con-
tent whatsoever, which includes the lifting into attention of the question of
whether this content fits a broader context or not as well as that of lifting into
attention the very function of calling attention which is initiated by the verb
itself. (Bohm 1980:35)
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One must mention at least three characteristics of this most basic ‘movement’
in the rheomode of language:

a. The spontaneousness and unrestrictedness of the act of lifting into attention
of any content whatsoever, which means, psychologically, a realization of an
intentionally controlled function (attention) that is at the very same time
not restricted by the limited intentional potential of any control structure
in charge of attention;

b. The ability to judge the fit between the spontaneously and unrestrictedly
lifted content and the broader context in which it comes up (one ‘lifts the
lifted by itself ’ without losing sight of the ‘ground’);

c. The self-recursiveness of the act of calling attention in its ability to call atten-
tion not only to the content which is picked up, but to the very function
of calling attention, i.e., being attentive to something, as well as being
attentive of the function of this being attentive to.

The definition of ‘to levate’ may look strange; something more, it may look
self-contradictory. Can a cognitive act be aware of itself at the very same time
as it is aware of its object? That is something different from a recursive loop
of several cognitive acts in succession, each being capable of reflecting on the
structure of the previous one representing it as its own content. The require-
ment for a self-recursive loop of (self-facing) attention means to pay attention
to the function of attention at the very moment it is activated. Bohm himself
comments that the aspects (a)–(c) of ‘to levate’ are not nouns, and, ergo, they
can be ‘fluidized’ and ‘merged’ into a cognitive act in which you are aware of
the object as well as of the subject of consciousness in one and the same time
with direct immediacy! This seems logically impossible. But this is impossible
if and only if the states are construed as noun-like cognitively impenetrable en-
tities that are taken under the scope of the predicate as its subject and direct
(immediate) object.

. The way of the rheomode of language

Next I will represent the way Bohm developed the idea of the rheomode of lan-
guage following him step by step. The only difference with the original is that
here only the first verb paradigm will be given in full and in a more grammar-
like way, compared with the original. For all other verb paradigms only the
form of the basic verb will be provided as the derivation in all cases is along the
lines of the first paradigm.
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Acting in accordance with the logic envisaged above, we can now introduce
the full paradigm of the verb ‘to levate’:

To levate = the spontaneous and unrestricted act of lifting into attention
any content whatsoever, which includes the lifting into attention of
the question of whether this content fits a broader context or not
as well as that of lifting into attention the very function of calling
attention which is initiated by the verb itself;

To re-levate = lifts certain content into attention again, for a particular
context, as indicated by thought and language. The prefix re- signi-
fies a new occasion of ‘to levate’, as well as similarity between the
two occurrences – of levating some content and re-levating it. But the
re-levated content should not be considered to be simply identical, be-
cause it implies time, another occasion which cannot only be similar
to the first one, but is also different;

To re-levate is re-levant = to enact a perceptual act proving whether the
content lifted again fits the observed content. When this perception
reveals a fit we are entitled to say that ‘to re-levate is re-levant’ [please
note that property ascription cannot stand alone but is derivative
of the possibility to form a proposition with a verb to which it is
ascribed];

To re-levate is irre-levant = when the act of perception discloses actual non-
fit of the content lifted again to the context in question we say that ‘to
re-levate is irre-levant’;

Re-levation = a continuing state of lifting again and again a given content
into attention;

Irre-levation = to continue with a state of re-levation where it is irre-
levant to do so or doing that from the very start. In other words,
inappropriate could be either the first act of re-levating and next this
state is continued because of the inability and/or of the desirability
of remaining in the state of irre-levation, or re-levation can turn into
irre-levation because of a change of the internal and/or external con-
text of use of the mental content while, being inattentive to the actual
change, we continue to lift through the application of our attention a
habitual pattern to match the stimuli;

Levation = a sort of generalized and unrestricted totality of acts of lifting
into attention. (Bohm 1980:35)

This way of using the structure of language gives us the possibility “to discuss
what is commonly meant by ‘relevance’ in a way free of fragmentation, for we
are no longer being led, by the form of the language, to consider something
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called relevance as if it were a separate and fixed quality” (Bohm 1980:35–36).
The meaning construction here is grounded in some action or event in the
mental continuum. This is the referent of the root verb form. Finding out the
meaning of the derivative forms of rheomode presupposes tracing their sense
to the basic internal action implied plus the means for their ‘solidification’ and
becoming static objects or qualities in the mental continuum. All this is enacted
‘here-and-now’ on each occasion of the use of the verb and all its derivatives.

The way of use of the new language as the most appropriate cognitive
means for ‘entering the realm of consciousness and reality’ is given in the
following passage:

Even more important, we are not establishing a division between what the verb
‘to levate’ means and the actual function that takes place when we use this verb.
That is to say, ‘to levate’ is not only to attend to the thought of lifting an unre-
stricted content into attention but it is also to engage in the very act of lifting
such an unrestricted content into attention. The thought is thus not a mere
abstraction, with no concrete perception to which it can refer. Rather, some-
thing is actually going on which fits the meaning of the word, and one can, at
the very moment of using the word, perceive the fit between this meaning and
what is going on. So the content of thought and its actual function are seen
and felt as one, and then one understands what it can mean for fragmentation
to cease, at its very origin. (Bohm 1980:36)

Bohm gives only seven more word-formation paradigms, all of the latter refer-
ring to mental activities in the perceptual cum cognitive mode of functioning.
It is not clear exactly how many have to be included in the mini-max set of
them; in order to decide on this question we need, according to Bohm, a ‘flash
of very penetrating insight’ yet to be enacted.

For the formation of the second paradigm is taken not without good mo-
tivation the Latin verb videre meaning “to see”. The root verbal form in the
rheomode for “seeing” will be ‘to vidate’:

To vidate = calls attention to a spontaneous and unrestricted act of per-
ception of any sort whatsoever, including perception of whether what
is seen fits or does not fit ‘what is’, as well as perception even of the
very attention-calling function of the word itself. (Bohm 1980:36)

One can point out on this occasion that in the rheomode perception and at-
tention are not two different functions but two complementary aspects of one
and the same ‘stream of consciousness’:

In an act of vidation, it is necessary to levate a content into attention, and in an
act of levation, it is necessary to vidate this content. So the two movements of
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levation and vidation merge and interpenetrate. Each of these words merely
emphasizes (i.e., re-levates) a certain aspect of movement in general. It will
become evident that this will be true of all verbal roots in the rheomode. They
all imply each other, and pass into each other. (Bohm 1980:37)

The verb next to consider is ‘to divide’. It is analysed as a combination of the
verb videre “to see” and the prefix dis meaning “asunder”. ‘To divide’ could be
re-etymologized as meaning “to see as separate”:

To di-vidate = calls attention to the spontaneous act of seeing things as
separate, in any form whatsoever, including the act of seeing whether
or not the perception fits ‘what is’, and even that of seeing how the
attention-calling function of this word has a form of inherent divi-
sion in it. The form of the word makes clear that it is different from ‘to
vidate’ from which it is derived. ‘To di-vidate’ implies not only a con-
tent (or meaning, or operation) of division; the very word-formation
structure of this word corresponds to the function for which the no-
tion of division is seen to provide a description capable to fit the actual
structure of inner action. (Bohm 1980:37)

Of specific methodological purport becomes the relation between ‘to vidate’
and ‘to di-vidate’. If we consider them different, we foster fragmentation,
opening the Pandora’s box leading ‘from the primordial oneness (or non-
differentiation)’ to ‘duality (= splitting-into-two in potentially endless recur-
sive loops)’. Bohm points out in this respect, that the difference between them
holds true only in some limited context and should not be taken as an actual
break between the meanings and functions of these two words: “Ultimately,
wholeness is primary, in the sense that these meanings and functions pass into
each other to merge and interpenetrate” (Bohm 1980:37).

The meaning and function of ‘to di-vidate’ is for the sake of developing
more and more articulated and detailed descriptions of the whole. Surprisingly,
Bohm (1980:38) declares that the opposite movement, the movement from di-
vision to one-ness of perception is through the action of ordering. This seems
from the first sight to run evidently wrong, as ordering is considered an ana-
lytic cognitive operation, through which we can only multiply objects available
in the mental representation. Bohm here speaks however not about ordering
of objects (internal or external), or operations with them, but about ordering
aiming at one-ness of perception, and the ‘direct (intelligent) perception’ in the
rheomode is something very special. (Cf. below for further discussion re. the
notion of ‘intelligence’.)
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Attention-movement itself is conceptualized as a very high, practically
open-end hierarchy of potential orders (far exceeding simple sequential ones):
“This movement [of attention; M.S.] has to have an order that fits the order
in that which is to be observed, or else we will miss seeing what is to be seen”
(Bohm 1980:39).

The next word-formation paradigm is introduced so as to better under-
stand the nature of ordering in language and thought:

To ordinate = calls attention to a spontaneous and unrestricted act of
ordering of any sort whatsoever, including the ordering involved in
seeing whether any particular order fits or does not fit some observed
content, and even the ordering which arises in the attention-calling
function itself. It does not primarily mean ‘to think about an or-
der’ but, rather, to engage in the very act of ordering attention, while
attention is given also to one’s thoughts about order. (Bohm 1980:39)

We can now see that ordination evidently implies levation, vidation and di-
vidation, and vice versa. But in the relations between them a hierarchy seems
to be implied, which Bohm did not discuss explicitly. For example, it is with ‘to
ordinate’ that we face for the first time the problem of sequence and time and
its way of representation in the rheomode; the previous three verbs represent
spatial structure that can be visualized without stretching the boundaries of the
immediate present.

With the re-patterning of the way of linguistic meaning and thinking
comes a revision of the nature of ‘truth’ and ‘fact’ in them. In ordinary lan-
guage truth is taken as a noun, i.e., as a static representation which stands for
something that can be grasped once and forever or to be approached, as the
goals of science (at least in the contemporary mainstream paradigm) by ap-
proximation step by step (to an unfathomable future when, supposedly, all the
facts collected to the date miraculously will self-arrange through some objective
procedure into a representation of the world as a whole as it really is).

In the context of linguistic semantics and analytical philosophy of lan-
guage, even worse, truth is considered to be a property of statements. But “truth
and falsity in content of a statement is apprehended by observing whether or
not this content fits a broader context which is indicated either in the statement
itself or by some action or gesture (such as pointing) that goes together with
the statement” (Bohm 1980:42). We face still greater problem when we come
to statements formulating world views, i.e., which have to express the nature of
‘the totality of all that is’. With them we lose the possibility (how fundamental
this is one can start to appreciate from occasions like this) to have a clearly de-
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finable context (= background or ground in the context of cognitive linguistics;
cf. Talmy 1988; Langacker 1987) as a ‘horizon’ for the referent represented in
consciousness.

What can we do under such circumstances? Bohm proposed the appropri-
ateness of truth in function, i.e., “the possibility of free movement and change
in our general notions of reality as a whole, so as to allow a continual fitting to
new experience, going beyond the limits of fitting of older notions of this kind”
(Bohm 1980:42). The role of the “executive in charge” realizing it is ascribed
to the ‘spontaneous and unrestricted’ attention-calling function. These char-
acteristics of the latter guarantee it will work in a way making sure that there
will be a resultant truth in function.

In the rheomode, the semantically driven derivation of ‘truth’ is built as
follows:

To verrate (from Latin verus “true”) = calls attention to a spontaneous and
unrestricted act of seeing truth in any form whatsoever, including the
act of seeing whether this perception fits or does not fit that which is
perceived actually to happen in the apprehension of truth, as well as
seeing truth in the attention-calling function of the word itself; i.e., ‘to
verrate’ is in the act of perceiving truth, as well as in attending to what
truth means. (Bohm 1980:42)

Next to the fore comes the question what is a ‘fact’. It is pointed out that its root
meaning (diachronically) is “that which has been made”. In the rheomode the
‘factuality’ is established in the following way:

To factate = enacts spontaneous and unrestricted attention to consciously
directed human activity in making or doing any sort of thing whatso-
ever, including the action of the attention-calling function of the word
itself. (Bohm 1980:43–44)

A basic constitutive characteristic of any fact is its capacity to remain con-
stantly valid. Turning to the attribution of the adjective ‘constant’, Bohm once
again uses as a point of departure the history of its meaning for the sake of
constructing afterwards a paradigm in the rheomode:

To con-statate = to give spontaneous and unrestricted attention to how
any sort of action or movement whatsoever is established in a rela-
tively constant form that stands together relatively stable, including
the action of establishing a body of facts that stands together in this
way, and even the action of this very word in helping to establish the
fact about the function of language itself. (Bohm 1980:45)
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Bohm systematically makes use in his book of linguistic etymologies of the
basic concepts with which he works. The root meaning of ‘order’ is to be
found in “giving attention to similar differences and different similarities”
(Bohm 1980:115–116). ‘Measure’ in ancient times meant “limit” or “bound-
ary” (Bohm 1980:118), i.e., ‘to measure’ means to delimit the scope of appro-
priateness of certain order. The appropriation of measure and order is done
in a ‘flash of very penetrating insight’ which is ‘poetic’ in its nature. ‘Poetry’
is traced to the Greek poiein meaning “to make”, or “to create”, ergo, in its
most creative aspects, science takes on the quality of poetic communication
of creative perception of new order (Bohm 1980:114).

Let’s in this context turn now to the notion of ‘structure’, which is a su-
perordinate concept defined by its ‘measure’ and ‘order’. The essential meaning
of the Latin root struere indicates “to build”, “to grow”, “to evolve”. The suf-
fix forming in Latin the corresponding noun is ura which originally meant
“the action of doing something”, i.e., the action of ‘structuring’ is not a fin-
ished product, ultimate result, but an open ended development. Following the
example from Latin, here the following verb is introduced in the rheomode:

To structate = to create and dissolve structures. (Bohm 1980:120)

Appropriate also in this context is Bohm’s etymology-coining of ‘analysis’
which comes from the Greek root lysis meaning “to break up or dissolve”. This
is rather surprising, as ‘to break up’ (i.e., ‘to analyse’, ‘to differentiate’) is con-
sidered today to be a cognitive operation incommensurable with that of ‘to
dissolve’.

. A structural and functional characterization of the first
tetrad of rheoverbs

Let’s now try to investigate the problem why the first four verbs could be
differentiated as a possible mini-max set at the deepest phenomenologically
discernible level of thought formation. (I will have no space here to consider
the other four verbs.) The specificity of each of them as an aspect of the ‘move-
ment’ of consciousness is repeated here once again for the sake of their direct
juxtaposition:

To levate = an act of lifting into attention;

To vidate = an act of perception (e.g. in the modality of vision or hearing);
To di-vidate = an act of seeing things as separate;
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To ordinate = an act of ordering (putting together again in a sequence what
was previously separated for analytical purposes).

The four verbs in question seem to implement complementary movements
along two dimensions: of attention vs. perception of a mental content and
dividing vs. merging certain mental contents into an evolving order.

The definition of each of these four verbs is constituted of the following
structurally isomorphic parts (if we compare their definitions, as given above):

a. ‘calls attention to’;
b. ‘a spontaneous and unrestricted act of X of any sort whatsoever’;
c. ‘including the X involved in seeing whether any particular X fits or does

not fit some observed content’;
d. ‘and even the X which arises in the attention-calling function itself ’.

Where the variable X can have the following values:

i. lifting into attention;
ii. perception of any sort whatsoever;
iii. seeing things as separate;
iv. ordering of any sort whatsoever.

The definition (a)–(d) is fourfold. Something more, it constitutes a cycle, or is
rounding itself to a wholeness (circle) because (d) returns us to the execution of
(a). During any circle one is supposed simultaneously to attune one’s own inner
movement along the two dimensions identified above (attending-seeing and
dividing-ordering) in a spontaneous and unrestricted way to the movement of
the observed internal ‘object’ via filling in of an appropriate value for X. The co-
movements of the subject (attention) and object (mental content) constitute
and represent the whole (the totality of what is). It is impossible also to enact
one of the verbs in separation from the others, as they ‘flow’ into each other;
the content of each of the verbs mirrors the content of the other ones; each of
them represents effectively the whole cycle.

Let me point out in passing that the status of the movements in the first
tetrad already displays some deep paradoxes in the way of performance of a
cognitive system aiming at its own re-construction in order to manage to ap-
prehend reality in a veridical way. It is enough, for the sake of illustration, to
consider the status of ‘the spontaneous and unrestricted lifting into one’s atten-
tion of any mental content whatsoever’. This is a ‘lifting’ quite unlike any other
act of the volitionally controlled attention; it is a lifting that is identical with
‘self-lifting of the content itself ’. This is the status of the movement of ‘lifting’
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in the rheomode – it signifies ‘a lifting that is a self-lifting’. This may, indeed,
become possible when the reality itself starts to respond to the attempts to be
lifted from the perspective of the lifting at the very time it is supposed to be
enacted. The reality and observer coincide in their spontaneous dynamics in a
mirror-like completely mutually transparent way.

Bohm evidently gestated the idea of an alternative to natural language
as a mirroring of the expressions in a ‘language’ and reality for many years.
This becomes evident from his correspondence with the American painter
Charles Biederman (cf., e.g., his letter from December 22, 1961 in Pylkkänen
1999:135), i.e., the rheomode was by all means not conceived as an ad hoc
funny illustration of a profound physical principle in order to amuse the reader
and make her/him more easily grasp something on a completely different
plane. Much more was at stake. From the very beginning the problems Bohm
faced were: How language, thought and reality can be made to coincide in mir-
roring each other’s dynamics? Can we represent reality if reality is ‘all that is’,
i.e., a totality that includes things, thoughts and words? Under what conditions
can a part (word, assertion, sentence, rule, equation, law) represent the whole?

It is in formulating and trying to find answers to questions like these that he
came with the idea of the rheomode of language as a reorganization of the way
of performance of the mind in fitting to the way the totality-reality is. This line
of thought eventually resulted in a tour de force without precedent in the history
of thought – an attempt to formulate under what conditions an expression of
a language and/or a mental representation can stand for ‘all that is’, the totality
of existence.

. The ‘direct referents’ of the first tetrad of rheoverbs or what makes
the rheomode of language so difficult to appreciate

What are the ‘referents’ of the first, the founding tetrad of rheoverbs? There are
several psychological referents Bohm (1980) uses that definitely require further
elucidation. These are first and foremost attention, perception, intelligence,
and thought. It is this aspect of his proposal that makes the rheomode so dif-
ficult to comprehend for linguist, theoretical physicist and philosopher alike.
On the other hand, a psychologist with a sophisticated professional knowledge
of the subject is not well oriented to the nature of natural language and the
possibilities to observe the way it functions introspectively. We must, of course,
add that for a linguist, cognitive psychologist and the vast majority of philoso-
phers the specifically physical aspect of the proposal is no less a terra incognita.
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The mutual impenetrability of the psychological, philosophical, linguistic and
physical aspects of this proposal makes its appreciation especially difficult.

. Attention

Attention in the rheomode serves a double function. It acts as the ‘executive
subject’, as the subject in charge of awareness formation, as well as, recursively,
as its object as if in the very same point-instant of consciousness. From the
logical point of view, this evidently involves a paradox. To pay attention to the
function of attention at the time one is attentive to an object (an other) requires
the enaction of the function performing the double action of the type I see
seeing myself. For the implementation of such a paradoxical super-system we
actually need two mutually juxtaposed systems which ‘mirror’ each other in
the instant there occurs some change in any one of them due to the input from
the ‘object behind the object-mirror’ (the undescribable flow) and the ‘subject-
mirror’ (attention function).

Is this actually possible to achieve? Apparently ‘yes’ under the conditions
of blocking the cognitive functioning (the conceptual thinking), of develop-
ing and maintaining a highly concentrated mode of an exclusively perceptual
functioning and of rheo-moving within it in a seamless way.

. ‘Intelligent’ perception

From the psychological point of view, another troublesome concept of Bohm
is that of ‘intelligent perception’. Apparently, the attention function operates
on/with perception-like mental representations. Normally, when we think, we
do not operate with percepts directly, but with their ‘vaguer’ analogues in spa-
tial cognition, i.e., cognitive schemata. The ‘intelligent’ perception is a mode of
spatial thinking that is closer to, even identical with, perception from the point
of view of the richness of the corresponding mental representation, as well as
the spontaneity of its formation. It seems to center upon the flow of conscious
visual experience on a lower level of mental processing but not on the relatively
high-level abstract mental schemata we tend to use when we fulfil the injunc-
tion: “And now imagine a typical bird!”. (For further discussion of some of the
features of this ‘direct’ mode of perception cf. Stamenov 1996.)
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. Blocking natural-language-specific recursion

A third specific feature of the rheomode of language was already mentioned
above in passing. It consisted in the blocking of the self-alienating recursion
of the mental functioning where the result of the previous processing is taken
as a nominal-like (ready) product for further processing, a difference epito-
mized in the natural language in the relationship between the transitive verb
and its complement, e.g., between “eat” and “something eatable” – banana,
toast, bread. It is this difference between nominalized pre-given vs. the ac-
tual ‘movement’ of constructing a mental representation that is supposed to
be abolished in the rheomode. Here also come the many possibilities to embed
recursively a sentence within a noun phrase and a sentence within a sentence as
the language-specific way of embedding of part/whole relationships, the possi-
bilities to extract from and/or to control some aspects of clause structure from
outside of the clause, as well as ‘barriers’ (cf. Chomsky 1986) to extraction and
control, etc.

. Thinking vs. intelligence

Another special feature of the proposal of Bohm (1980:51–52) from psycho-
logical point of view is based upon the differentiation he makes between con-
ventional thinking (with natural language) and the creative thinking he calls
‘intelligence’. He points out that regular thinking we are accustomed to is a me-
chanical (automatic) process with no inherent reason in it why the thoughts
that arise should be relevant to the occasion to which they are actually asso-
ciated. Language-specific representation, in other words, is associated with a
specific mental model of the world, while the relationship of the mapping be-
tween language-specific thinking pattern and the model of the world (focus +
context) remains indirect even at its best. This dissociation, definitely, served a
distinct function in the phylogenesis of thinking and language in humans, but
it has not only positive but also negative effects on the way of cognitive perfor-
mance. Bohm makes us aware of the potential drawbacks of the automatically
enacted (conventional) patterns of thinking as given in language structure. One
must still keep in mind that ‘bad’ and ‘good’ are qualifications dependent on
the function an object is supposed to perform. The natural language looks ‘bad’
from the point of view of a seeker of the rheomode of language, but a seeker
of the rheomode of language would be an easy prey for a tiger or a couple of
wolves if left in the natural habitat (where the natural language evolved for
hundreds of thousands of years).
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The perception whether or not some particular thought is relevant and
fitting to the current context requires the operation of another type of en-
ergy, which is not automatic (unconsciously enacted) in its nature. This ‘en-
ergy’ Bohm names, rather loosely, intelligence. The most specific characteristic
features of it could be summarized as follows:

a. Intelligence operates via the concrete medium of ‘direct’ perception, i.e., it
operates exclusively using as a medium the qualia of conscious experience;

b. Intelligence is also immediate in its way of performance on-line; it is an
action happening here-and-now in the perceptual present all the time;

c. Intelligence is not only concrete and immediate, it is also experienced
directly as illuminating the perceptual present of consciousness, of the
experiential world as it unfolds here-and-now (the Lichtung of Globus
2003:62). The operation of intelligence as a creative (spontaneous in its
action) energy is experienced as a ‘flash of understanding’, in which we
see the relevance or irrelevance of our thinking to the problem we are
trying to solve.

The flash of understanding Bohm is talking about has the character of directly
perceiving some mental content, but is not a result of a chain of thoughts,
i.e., it is not a matter of presuppositions, implications, entailments, inferences,
deductive or inductive reasoning, etc.

In a sense, one can interpret ‘intelligence’ as an aspect of consciousness
that has an ‘illuminating’ effect upon certain set of mental contents. If this is
the case, there is nothing curious in claiming the perception-like character of
intelligence, as it operates on modality-specific qualia of conscious experience.2

It is also appropriate to point out that intelligence is not a process like
thought, though more subtle in nature (Bohm 1980:52), i.e., they are qualita-
tively different in the way of their implementation. The difference, apparently,
boils down to the following: while thought forms and connects with its mental
operations successive mental spaces, intelligence is functioning within a single
mental space that embeds within itself the successive foci of the intelligent (or
direct) perception. The singleness and self-illumination of this space makes it
transparent to itself at any time.3

. Conclusion: The challenge of the rheomode of language

The aim of the rheomode of language is to make the mental representation
transparent to itself and, in this way, to attune itself also to the ‘totality of all
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that is’, the holomovement. In order to serve its purpose it must fulfil at least
three extraordinary requirements:

i. it must consist of performative (just do it) expressions only (cf. Searle 1969
for the concept of performative speech acts);

ii. all expressions must be self-transparent in their form and meaning (even
when they come out in a set of recursively embedded orders that would be
the potential functional equivalents of phonetic, phonological, morpho-
logical, lexical, syntactic, semantic and pragmatic levels of the formation
of structure in natural language); and

iii. every structure must provide the possibility for a part faithfully to represent
the whole, both in the relation between a whole expression and its compo-
nents, as well between an expression and the reality part of which it is.

The development of the rheomode of language is an attempt aiming at making
explicit what orders of observation by the cognizing function can reach for the
physical reality. It shows the very paradoxical metamorphoses an observation
must undergo in re-structuring itself in order to attune to the very dynamics
of reality as its double-in-coemergence in self-and-other transparency.

The rheomode goes beyond all available paradigms in the history of sci-
ence and philosophy that study and model the relationship between mind and
reality. This is the case because it does not try to re-present by some symbolic
means the purported transcendental reality that is in principle inaccessible. The
rheomode is not an attempt to go outside the ‘visible’ and/or thinkable and/or
knowable (cf. Plotnitsky 2002 for a discussion of this idea). It is, instead, a re-
construction aiming in the opposite direction – at making what is capable of
becoming ‘visible’ all the time visible in a seamless way.

But we should still answer the most critical question in our context: Why
we need at all a language in order to manage to re-construct the way of access
to physical reality? Why just ‘seeing it in a different way’ is not enough?

I think the answer should be along the following lines. ‘Seeing’ is, indeed,
not enough, because one must move within the ‘immediate present’ in order to
‘stay tuned’ to the holomovement. This means, psychologically, that one is sup-
posed to use the resources of the very short lived echoic and/or iconic memory
(or both of them in a coordinated way) and to try to code and maintain si-
multaneously in the so formed unified mental space as many ‘movements’ as
possible. In order to keep them in these two immediate memories with quite
fast rhythms of updating and renewal, one must rehearse the material to be
kept there. The only mechanism for rehearsal of a material distributed in a time
series is, as a matter of fact, the one related to speech articulation (if you try to
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remember a seven-digit phone number, the only way to keep it in your mind
and not forget it without writing it down is to repeat it all the time you need it
in order to dial successfully). We do not possess a comparable mechanism for
rehearsal of visual material. This seems to be the true key to the necessity to
have a ‘language’ in order to reconstruct the way of access to physical reality.4

The rheomode provides the subject with the possibility to form and rehearse
(participationally enact) a circle of rheo-utterances in a single unified ‘mental
space’ for a time that can be prolonged outside of the limits of the spontaneous
rhythm of the iconic and/or echoic memory. One needs a spoken language
in order to integrate meaningfully the time variable into the self-transparent
movement. Attune the rehearsed to the holomovement and, lo, in an instant
the co-articulation of finite and infinite starts to unfold.

Notes

. The earliest version of this article under the title “Introspection and the Rheomode of
Language of David Bohm” was prepared as a paper for the International Congress com-
memorating the 100th anniversary from the publication of “The Principles of Psychology”
by William James, August 13–17, 1990, Amsterdam, The Netherlands.

. This aspect of Bohm’s thinking was at least partially influenced by his long-term dialogue
with Jiddu Krishnamurti (cf. e.g. Krishnamurti & Bohm 1985, 1999). The two books in
question are transcripts of discussions between them during 1975–1980, exactly at the time
when Bohm was writing The Wholeness and the Implicate Order.

. Let me point out in passing that the self-illumination of consciousness by intelligence
(the Lichtung) is not enough in the quantum brain dynamics account of consciousness,
because we miss the ‘other’ of Vitiello (2001). The ‘other’ comes through the ‘tain of the
mirror’ (Globus 2003:163–165, after Jacques Derrida) while the bubble-mirror-from-within
is bathing in the immeasurable dynamics-light of the holomovement from without. The
‘other’ appears through the tain via the attunement (the collective mode of Jibu & Yasue
1995) of intelligence to the immeasurable.

. Bohm himself never made a claim like this but after critical analysis I do not see any other
psychologically viable alternative.
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Chapter 10

Can quantum analogies help us to
understand the process of thought?

Paavo Pylkkänen
University of Skövde, Sweden / University of Helsinki, Finland

A number of researchers today make an appeal to quantum physics when
trying to develop a satisfactory account of the mind, an appeal still felt to be
controversial by many. Often these “quantum approaches” try to explain
some well-known features of conscious experience (or mental processes more
generally), thus using quantum physics to enrich the explanatory framework
or explanans used in consciousness studies and cognitive science. This paper
considers the less studied question of whether quantum physical intuitions
could help us to draw attention to new or neglected aspects of the mind in
introspection, and in this way change our view about what needs explanation
in the first place. Although prima facie implausible, it is suggested that this
could happen, for example, if there were analogies between quantum
processes and mental processes (e.g. the process of thinking). The naïve idea
is that such analogies would help us to see mental processes and conscious
experience in a new way. It has indeed been proposed long ago that such
analogies exist, and this paper first focuses at some length on Bohm’s (1951)
formulation of them. It then briefly considers these analogies in relation to
Smolensky’s (1988) analogies between cognitive science and physics, and
Pylkkö’s (1998) aconceptual view of the mind. Finally, Bohm’s early analogies
will be briefly considered in relation to the later analogies between quantum
processes and the mind he went on to propose in his later work.1

. Introduction

There are by now many approaches that seek to explain conscious experience,
and mental processes more generally, in terms of a conceptual framework in-
volving ideas from quantum and relativity physics (see e.g. Van Loocke (Ed.)
1999 and Vitiello 2001, and the references therein). In this paper I will explore
another, less studied possibility, namely that quantum physics might not only
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help us to explain commonly acknowledged features of the mind, but also to
draw attention to neglected but important aspects of our inner experience. In
other words, I am interested in the question of whether the consideration of
quantum physics can change our view of what there is to be explained about
the mind in the first place (the explanandum), over and above the more obvi-
ous role it might play as affecting the explanans or the conceptual framework
we are using when trying to explain some well-known features of conscious
experience and mental processes (cf. Van Gulick 1995).

Insofar as it is a quantum physical framework as the explanans that helps us
to see mind/consciousness as the explanandum in a new way, we could say that
“explanandum is explanans-laden”. Robert Van Gulick (1995) does not con-
sider this possibility in his interesting paper “What would count as explaining
consciousness?”, although he makes otherwise a very useful attempt to “divide
and conquer” the problem of consciousness. But if we want to acknowledge
at the outset any possible bias in our attempts to explain conscious experience
and mental processes, then we ought to consider not only how our explanans
deals with the explanandum, but also the more difficult issue of whether the
explanans we always already have affects the way we perceive and define the
explanandum in the first place.

In consciousness studies, introspection plays a central role as a method.
But when studying conscious experience in introspection, how much is what
we “see” affected by the scientific theory, and more generally, the world-view
or paradigm we happen to hold? To what extent is introspection theory- or
paradigm-laden?

To unpack the idea of “paradigm-ladeness of introspection”, the first point
to note is that in the philosophy of science it is a household fact that “observa-
tion is theory-laden”, that what we observe in general and also in our scientific
experiments is affected by the theory we are using, and other assumptions,
and our (more or less unconsciously held) Weltanschaung or paradigm (see
e.g. Hanson 1958; Kuhn 1962/1970; and Feyerabend 1975/1993; see also Suppe
(Ed.) 1977). A nice summary of the Feyerabend-Kuhn view of theory-ladeness
is given by Suppe (1977:689):

[Shapere] finds that the Feyerabend-Kuhn view makes the following chain of
inferences:

i. Observation, if it is to be relevant, must be interpreted.
ii. That in terms of which interpretation is made is always theory.
iii. The theory that interprets is the theory to be tested.
iv. The theory to be tested is “the whole of science” (or a branch thereof).
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v. This whole forms a unity (“paradigm” or “high-level background the-
ory”).

vi. This unified whole not only serves as a basis of interpretation, but also
determines (“defines”) what counts as an observation, problem, method,
solution, and so forth.

For the purposes of this paper the question is whether it makes a difference to
consciousness studies (and introspection in particular) whether “the whole of
science” includes quantum physics. In other words, can the radically different
“whole of science” we get as a result of quantum physics affect the way we inter-
pret our observations in introspection? Can it affect it so that we can obtain in
some ways a more complete and accurate explanation of conscious experience
and mental processes?

Note that the Feyerabend-Kuhn approach raises the issues of relativism and
circularity in a powerful way. If the theory we are allegedly testing is also the
one we use to interpret the results, and the one which defines what counts as
observation, problem, method and solution, how objective, neutral and impar-
tial can such testing be judged to be? There is a risk of a deep circularity that
arises if we take seriously the idea that observation – including introspection –
is theory- and paradigm-laden. In this paper, however, I will not try tackle the
difficulties raised by this circularity and relativism. For the sake of the argu-
ment, I will assume that there is a sense in which a given theory or paradigm
can give us a more complete and more accurate description and explanation of
a given phenomenon or domain. And thus, I assume that it is at least in prin-
ciple possible that, for example, a scientific world-view that takes into account
the results of new quantum and relativity physics could help us to describe and
explain the mind in a better way. Let us now proceed to explore in more detail
how this might be possible.

It seems fairly obvious that people who are familiar with quantum physics
develop a whole new set of intuitions or a new “paradigm” about, for example,
what it can mean for a phenomenon to be physical, or about general prin-
ciples that prevail in phenomena. The possibility to be explored here then is
that when studying conscious experience in introspection these people might
well make use of these new intuitions and see new aspects of the mind, or give
importance to aspects that others in a sense see but tend to neglect.

If introspection is theory- or paradigm-laden, then people who hold the
classical, mechanistic worldview as the only relevant truth in this context might
well tend to see and emphasize only the classical and mechanistic aspects of
conscious experience and mental processes, while people equipped with clas-
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sical as well as quantum intuitions might see broader aspects. What are such
“classical and mechanistic” aspects? The sorts of thing I have in mind are
the dominance of separable objects in experience, causal relations between
them, the idea that (more or less) Euclidian/Newtonian space-time is the only
arena where conscious experience takes place. In the domain of thought and
language, some cognitive scientists emphasize that thinking is essentially me-
chanical symbol manipulation. Presumably they find such characterization
introspectively accurate.

I do not claim that when we ordinarily and pre-theoretically introspect we
would automatically find only such mechanistic features. The idea is more that
much of contemporary cognitive science and philosophy of mind and cognitive
neuroscience etc. involves strongly mechanistic assumptions (“paradigm”) that
help to draw attention to the mechanistic aspects of the mind, while making it
more difficult to see other aspects. Someone once said: “when you have a ham-
mer in your hand, everything in the world looks like a nail”. Analogously, to
an introspectionist equipped with the mechanistic conceptual tools of modern
cognitive science and philosophy of mind, conscious experience and mental
processes may well look more mechanistic than to someone with a different,
less mechanistic paradigm. This does not, of course, mean that the mind has
no mechanistic aspects. But it should make us more open to the possibility
that the mind has also other kinds of aspects that might be better seen with a
different theory.

The above, if correct, suggests an interesting way in which “quantum ap-
proaches” to consciousness and mental processes can be relevant. For they
might draw attention to important aspects of mind that tend to be neglected
(or simply “not seen”) by the more mechanistic prevalent approaches to the
mind. The above suggestion may, of course, sound prima facie very implausi-
ble. How on earth could quantum physics which deals with atomic phenom-
ena help us to more accurately introspect conscious experience and mental
processes, which appear to be completely different phenomena at a different,
higher, perhaps neurobiological level of organization? One way in which this
could happen is if there were analogies between quantum phenomena and
mental phenomena.2 Suppose, for the sake of the argument, that quantum
phenomena and some features of our inner experiences resembled each other
in some important respects. For example, let us assume that the way conscious
thought typically “proceeds”, or changes its state from moment to moment,
would resemble the way a quantum system typically moves. Then suppose that
someone familiar with quantum processes would begin to systematically con-
sider the nature of inner experience and thought processes. The seeing of the
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resemblances between the two domains might well constitute a non-trivial,
exciting discovery.

Now, it so happens that many physicists have in fact proposed that there
are strong resemblances between quantum processes and our inner experiences
and thought processes. Such analogies were proposed to exist early on by the
“founding fathers” of quantum theory, for example by Niels Bohr (1934). In
contemporary research similar analogies still play an important role. Consider,
for example, Globus’ (2003) interesting suggestion that Vitiello’s dual mode
quantum brain dynamics resembles Heidegger’s dynamical der Ereignis whose
modes are Being and time. In this paper we will focus upon a fairly detailed
early discussion of analogies between quantum processes and thought pre-
sented by David Bohm (1951). Interestingly in view of the questions we started
off with, Bohm’s analogies seem to draw attention to certain aspects of the
mind that, although at least potentially fundamental and important when no-
ticed and considered, nevertheless tend to be neglected in many contemporary
academic studies of the mind.

In this paper my aim is thus, via considering Bohm’s analogies, to explore
whether “quantum intuitions” can help us to understand conscious experi-
ence and mental processes in a new and better way – better in the sense that
quantum intuitions would draw attention to and help to explain certain im-
portant but neglected characteristics of the mind. In order to realize that aim I
will first describe and discuss at some length Bohm’s analogies between quan-
tum processes and thought processes; I will then consider these in relation to
Smolensky’s (1988) analogies between physics and cognitive science; I next in-
terpret Bohm’s analogies in terms of Pylkkö’s (1998) aconceptual view of the
mind; and in concluding reflections I briefly consider some of Bohm’s later
interpretations of quantum theory and the way he used them to develop new
analogies to understand the mind.

. Analogies between quantum processes and thought processes

As mentioned above, already the “founding fathers” of quantum theory, in par-
ticular Niels Bohr, drew attention to the possible relevance of quantum physics
to our understanding of the mind (see e.g. Bohr 1934). A particularly clear
early statement about certain close resemblances between quantum processes
and thought processes, influenced by Bohr’s ideas, can also be found in the
physicist-philosopher David Bohm’s (1951) text-book Quantum theory. That
book, written when Bohm was still an advocate of the so called “orthodox” or
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“Copenhagen” interpretation of quantum theory, puts a strong emphasis on
making clear the physical meaning of quantum theory, as opposed to focusing
on the mathematical formalism, which tends to be the case in many text-
books. When writing this 646-page book Bohm thus certainly had the more
general physical and philosophical significance of quantum physics strongly
in his mind (see especially Chapter 8, “An attempt to build a physical picture
of the quantum nature of matter”, pp. 144–172). This put him into a good
position to consider “wide ranges of experience in which occur phenomena
possessing striking resemblances to quantum phenomena”. Bohm’s basic claim
in this regard was that there is a close analogy between quantum processes and
our inner experiences and thought processes. After discussing such analogies he
also provided some speculations of the underlying reasons for the existence of
the analogies (pp. 168–172). Let us now consider Bohm’s discussion in some
detail. I have included fairly long quotations from Bohm and added explana-
tory comments in order to make the paper more accessible to those without
a strong background in quantum physics. Also, I have let Bohm speak on the
physics issues whenever this has seemed reasonable. A closer examination of
Bohm’s (1951) analogies is also useful from the point of view of understanding
the historical roots of the idea that quantum physics might play an important
role in the study of the mind.

. An uncertainty principle for the process of thought

Bohm starts off by considering the uncertainty principle of quantum theory
and certain aspects of our thought processes:

If a person tries to observe what he is thinking about at the very moment
that he is reflecting on a particular subject, it is generally agreed that he in-
troduces unpredictable and uncontrollable changes in the way his thoughts
proceed thereafter. Why this happens is not definitely known at present . . . If
we compare (1) the instantaneous state of a thought with the position of a par-
ticle and (2) the general direction of change of that thought with the particle’s
momentum, we have a strong analogy. (1951:169)

In classical, Newtonian physics one can, in principle, measure momentum and
position of a particle accurately at the same time – a special case of that is when
we look at a stationary object where momentum equals zero and the position
is where we see and measure it to be located. However, at the quantum level
of accuracy it is not possible to measure position and momentum accurately
simultaneously, not beyond the limits set by the uncertainty principle. Bohm
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implies that in this respect thought is more quantum-like than classical-like.
Given that the uncertainty principle is one of the most characteristic features
of quantum physics (and underlies Bohr’s principle of “complementarity”, see
e.g. Plotnitsky 1994 and 2002), it is of course at least prima facie interesting
if a kind of uncertainty principle (and thus complementarity) also applies to
aspects of our thought process.

Bohm continues:

. . . however, . . . a person can always describe approximately what he is think-
ing about without introducing significant disturbances in his train of thought.
But as he tries to make the description precise, he discovers that either the
subject of his thoughts or their trend or sometimes both become very differ-
ent from what they were before he tried to observe them. Thus, the actions
involved in making any single aspect of the thought process definite appear to
introduce unpredictable and uncontrollable changes in other equally signifi-
cant aspects. (Bohm 1951:169)

This, again, is reminiscent of quantum physics. It is possible to make “unsharp
measurements” where one obtains an approximate idea of the position of a par-
ticle, without making the momentum completely unknown. But should one
want to measure the position accurately, the momentum becomes undefined.
Thus, even if we were able to make “unsharp measurements” of both the direc-
tion and content of our thought process at a given instant, this would still be
analogous to measurements in quantum physics.

. Holistic features of thought and quantum processes

Bohm further develops the above analogy by suggesting that the “significance
of thought processes” appears to have indivisibility of a sort:

. . . if a person attempts to apply to his thinking more and more precisely de-
fined elements, he eventually reaches a stage where further analysis cannot
even be given a meaning. Part of the significance of each element of a thought
process appears, therefore, to originate in its indivisible and incompletely
controllable connections with other elements. (1951:169)

In a footnote, he adds:

Similarly, part of the connotation of a word depends on the words it is as-
sociated with, and in a way that is not, in practice, completely predictable or
controllable (especially in speech). In fact, the analysis of language, as actually
used, into distinct elements with precisely defined relations between them is
probably impossible.
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Bohm is here concerned with the nature of meaning. We may customarily
think that elements of our thought and language, such as sentences or words,
carry their meanings autonomously. Just as classical physics assumed that the
physical world consists of some basic elements (particles and fields), whose
“intrinsic nature” is not affected by the relationships they enter, so we might
assume that thought and language can be analyzed to some basic elements
which have determinate and well-defined meanings, independently of the rela-
tions that such elements have to other such basic elements or the surrounding
context. The idea of “elementary propositions” and “names” in Wittgenstein’s
Tractatus can perhaps be seen as an attempt to conceive language in such a way.
Wittgenstein writes (4.221 in Tractatus, quoted in Jones 1975:204): “It is obvi-
ous that the analysis of propositions must bring us to elementary propositions
which consist of names in immediate combination”. Jones further describes
Wittgensteins’s view as follows: “. . . unless a sentence can be analyzed into a
series of simple symbols (“primitive names”), each of which refers to a sim-
ple object that can be “elucidated” by primitive propositions, the sentence is
meaningless” (1975:204).

As is well known, the later Wittgenstein gives up such an atomistic view of
meaning and emphasizes, for example, that when in search of a meaning of a
term we ought to consider how the term is used. It is also obvious that Bohm
did not think that the structure of thought and language is atomistic. Instead,
he emphasized the holistic nature of meaning. Elements of our thought pro-
cess and language do not have their meanings completely autonomously, but
instead the meanings originate in the connections with other elements. And,
Bohm suggests, these connections are both indivisible and incompletely con-
trollable. For him this implies that it is not possible to analyze language beyond
a certain stage and expect to find elements with well-defined significance.

Quine has also emphasized the holistic nature of language. He holds that
we cannot define concepts and words individually, for language is a holistic
system. Quine has, following Duhem, famously analyzed the implications of
this holism for the empirical verification of propositions:

. . . our statements about the external world face the tribunal of sense experi-
ence not individually but only as a corporate body (1961/1951:41)

The idea of defining a symbol in use was . . . an advance over the impossible
term-by-term empiricism of Locke and Hume. The statement, rather than the
term, came with Bentham to be recognized as the unit accountable to an em-
piricist critique. But what I am now urging is that even in taking the statement
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as unit we have drawn our grid too finely. The unit of empirical significance is
the whole of science. (1961/1951:42)

Any statement can be held true come what may, if we make drastic enough
adjustments elsewhere in the system. (1961/1951:43)

These brief quotations provide some broader context for Bohm’s ideas about
indivisibly of meaning. Interestingly, Bohm’s remarks were published at the
very same year, 1951, when Quine published his famous article “Two dogmas
of empiricism”, from which the above quotations are taken. Of course, Bohm is
not specifically concerned with propositional thought or truth conditions, but
more with meaning as we encounter it with actual thought processes and actual
language use. Bohm’s way of looking at meaning and thought as psychological
phenomena seems more similar to, for example, Gestalt psychology, (see e.g.
Sundqvist 2003:177–181) than to analytical philosophy of language which lat-
ter is more concerned with the logical and semantic properties of language. It is
an interesting question whether the holism of thought and language when seen
as an actual psychological phenomenon is connected with the holism of the se-
mantic properties of propositions (which some see as mind-independent). This
question, however, will not be pursued here. Instead, let us go on to consider
in what way Bohm thinks that there is an analogy between the holistic features
of thought/language and quantum processes:

Similarly, some of the characteristic properties of a quantum system (for
example, wave or particle nature) depend on indivisible and incompletely
controllable quantum connections with surrounding objects. Thus, thought
processes and quantum systems are analogous in that they cannot be analyzed
too much in terms of distinct elements, because the “intrinsic” nature of each
element is not a property existing separately from and independently of other
elements but is, instead, a property that arises partially from its relation with
other elements. In both cases, an analysis into distinct elements is correct only
if it is so approximate that no significant alteration of the various indivisibly
connected parts would result from it. (1951:169)

To get a better idea of the quantum physical side of the analogy, it is useful
to consider another description of the indivisible quantum connections that
Bohm gives. At the quantum level of accuracy, he says,

[t]he quanta connecting object and environment constitute irreducible links
that belong, at all times, as much to one part as to the other. Since the
behaviour of each part depends as much on these quanta as on its “own”
properties, it is clear that no part of the system can be thought of as separate.
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If, in a classical experiment, we discovered the presence of irreducible
“links” between objects, we should then postulate a third object, the link,
and thus re-establish the old type of description [analysis into parts], this
time in terms of three parts to the system. In quantum theory, however, these
quanta do not constitute separate objects, but are only a way of talking about
indivisible transitions of the objects already in existence. (1951:166)

Consider, for example a situation in which a hydrogen atom in the ground state
absorbs a quantum of energy from an electromagnetic field: “[d]uring the pro-
cess of transition, both systems are coupled because they are exchanging an
indivisible quantum of energy belonging as much to the electron as to the elec-
tromagnetic field” (1951:166–167). More generally, because strictly speaking
all physical “parts” that interact with each other are connected by such indivis-
ible quanta to other “parts”, quantum theory implies a fundamentally holistic
view of the physical universe. Bohm concludes that

[t]he entire universe must, on a very accurate level, be regarded as a single in-
divisible unit in which separate parts appear as idealizations permissible only
on a classical level of accuracy of description. This means that the view of the
world as being analogous to a huge machine, the predominant view from the
sixteenth to nineteenth centuries, is now shown to be only approximately cor-
rect. The underlying structure of matter, however, is not mechanical.

(1951:167)

Bohm thus suggests that thought processes and quantum systems have in com-
mon a certain ontological holism, which means that they cannot be analyzed too
much in terms of distinct elements. This is so, he suggests, because an anal-
ysis beyond a certain point changes the “intrinsic” nature of the element in
question. Elements can have certain characteristic properties (e.g. individual
words have meaning; an individual electron exhibits either a wave or a parti-
cle nature), but they have such properties partly in virtue of the relations they
have with other elements. Change those relations, and you may profoundly
change the characteristic properties. For example, an electron that just exhib-
ited a wave-like property may suddenly exhibit a particle-like property, if it is
made to interact with an apparatus that measures its position. Analogously, in
the spirit of Quine’s “meaning holism”, a statement that previously seemed false
may suddenly seem true if we make drastic enough adjustments elsewhere in
the theoretical system it belongs to.

Bohm implies that the context-dependence of properties is no anomaly in
a quantum universe. On the contrary, the context-dependence of properties
seems to be a very fundamental feature of our physical universe. Although the
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context-dependence we find with e.g. meanings of words or statements is not
necessarily the same type of context-dependence that we with the properties of
quantum systems, I would say that the similarities between thought/language
and quantum systems in this respect are at least prima facie interesting and
worth further exploration (see also Maxim Stamenov’s discussion of language
and Bohm’s “rheomode” this volume).

. The classical limit of quantum theory and the logical aspect
of thought processes

Bohm next points out yet another analogy, namely that there is also a sim-
ilarity between the thought process and the classical limit of the quantum
theory. Before discussing this analogy, let us briefly consider the physics side
of the issue.

When we say that the quantum theory has a classical limit, we acknowledge
that although at the fundamental quantum level movement seems discontinu-
ous, there is a domain of physical phenomena where Newton’s laws of motion
that are continuous and deterministic provide an approximately correct de-
scription. Similarly, although quantum theory emphasizes the indivisible unity
of the world, it seems that in our everyday experience we encounter a world
that can, for all practical purposes, be analyzed into distinct elements. But how
to reconcile the classical and quantum “worlds” – after all it seems that the
world in which we live has both aspects. This question is connected with the
correspondence principle that Bohr developed, described by Bohm as follows:

[t]his principle states that the laws of quantum physics must be so chosen
that in the classical limit, where many quanta are involved, the quantum
laws lead to the classical equations as an average. The problem of satisfying
the correspondence principle is by no means trivial. In fact, the requirement
of satisfying the correspondence principle, combined with indivisibility, the
wave-particle duality, and incomplete determinism . . . define[s] the quantum
theory in an almost unique manner. (1951:31)

The discontinuous, indeterminate quantum level and the continuous, deter-
minate classical level are reconciled by noting that

. . . first, the discontinuities are too small to be seen on a classical level and,
second, that so many quantum processes take place in any classical process
that the deviation of the actual results from the statistical average is negligible.

(1951:142)
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Yet another quotation illustrates how to reconcile the unpredictability of an in-
dividual quantum with the causal laws on a macroscopic scale involving many
such quanta:

As for the appearance of apparently exact causal laws on a macroscopic scale,
when only the probability of each elementary quantum transfer is determined,
we merely note that, where many quanta are involved, the probability becomes
almost a certainty (but not quite). This is very similar to the exact prediction,
by insurance statistics, of the mean lifetime of a person within a large group,
even though an exact prediction of the lifetime of a single individual in the
group is not possible. (1951:30)

Having now a better idea of what is meant by the classical limit of the quantum
theory, let us move on to explore what Bohm means when he says that there
is “. . . a similarity between the thought process and the classical limit”. His ba-
sic idea is that “[t]he logical process corresponds to the most general type of
thought process as the classical limit corresponds to the most general quantum
process” (1951:169–170). This implies that the general structure of thought
is analogous to the general structure of physical reality. In physical reality, as
seen via the quantum theory, there is the level of general quantum processes
with characteristic properties (indivisibility, wave-particle duality, uncontrol-
lability, unpredictability etc.). Also, there is the classical limit where analysis
into distinct elements is possible, as well as the mathematical description of
the movement and interaction of these elements in terms of the causal laws of
classical physics. Bohm suggests that the relation between the logical process
to the most general type of thought process is analogous to the relation be-
tween the classical limit and the most general quantum process. How does this
analogy work?

In the logical process, we deal with classifications. These classifications are
conceived as being completely separate but related by the rules of logic, which
may be regarded as the analogue of the causal laws of classical physics. In any
thought process, the component ideas are not separate but flow steadily and
indivisibly. An attempt to analyze them into separate parts destroys or changes
their meanings. Yet there are certain types of concepts, among which are those
involving the classification of objects, in which we can, without producing any
essential changes, neglect the indivisible and incompletely controllable con-
nection with other ideas. Instead, the connection can be regarded as causal
and following the rules of logic. (1951:170)

Bohm implies that there is a general type of thought process in which whole-
ness prevails. The component ideas are not separately existing elements with
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well-defined meanings. These ideas do not necessarily transform according to
the rules of logic, but instead they “flow steadily and indivisibly”. This general
thought is a process, but not necessarily a process having an order and necessity
characteristic of logical thought.

However, just as the physical world has a classically describable domain,
so the process of thought includes the domain of logical thought process. In
this “classical limit of thought” the indivisibility and uncontrollability between
ideas that typically prevail in the general thought process have such a small
effect that they can be neglected for all practical purposes. This makes it pos-
sible for relatively autonomous elements, for example concepts that classify
objects, to arise. And it also makes possible for such elements to have causal
relationships with each other, for example those causal relationships required
for an actual thinking process to proceed according to the rules of logic. In this
way the “classical limit of thought”, or the emergence of separate concepts and
causal connections between them, makes logical thinking process possible.

Of course, the classical limit is fundamentally important for both the phys-
ical world as we know it and for the very thought process that tries to have
knowledge about the physical world. Bohm describes the role of the classical
limit of both thought and quantum theory as follows:

Logically definable concepts play the same fundamental role in abstract and
precise thinking as do separable objects and phenomena in our customary
description of the world. Without the development of logical thinking, we
would have no clear way to express the results of our thinking, and no way
to check its validity. Thus, just as life as we know it would be impossible if
quantum theory did not have its present classical limit, thought as we know it
would be impossible unless we could express its results in logical terms.

(1951:170)

It is important to note that Bohm does not deny the importance of the “classical
limit of thought”, any more than he would deny the importance of the classical
limit of quantum theory. On the contrary, he emphasizes that logical thinking
is fundamental for the enterprise of science, and for thought in general. But his
approach implies that it would be a mistake to assume that logical thinking is
the most general essence of the thought process, just as it would be a mistake to
assume that classical physics reflects the essential nature of the physical world.
He writes:

Yet, the basic thinking process probably cannot be described as logical. For
instance, many people have noted that a new idea often comes suddenly, after
a long and unsuccessful search and without any apparent direct cause. We
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suggest that if the intermediate indivisible nonlogical steps occurring in an
actual thought process are ignored, and if we restrict ourselves to a logical
terminology, then the production of new ideas presents a strong analogy to a
quantum jump. In a similar way, the actual concept of a quantum jump seems
necessary in our procedure of describing a quantum system that is actually
an indivisible whole in terms of words and concepts implying that it can be
analyzed into distinct parts. (1951:170)

Bohm thus implies that the basic thinking process is non-logical. Logical think-
ing then emerges out of such a process in certain conditions, analogously to
the way causal physical processes emerge out of the general quantum process
at the classical limit. Interestingly, he suggests above that the production of
new ideas involves the more quantum-like thought process that essentially in-
volves indivisible, non-logical steps. Galileo Galilei famously said that the path
of discovery is different from the path of proof. Bohm gives a new expression
to this old idea when he implies above that the discovery of new ideas may
require a quantum-like, general thinking process, while their justification has
to take place in the “classical limit of thought” and make use of the logical
thinking process.

Notice also that Bohm’s above quote implies that there is yet another fea-
ture which quantum processes and the general thought process have in com-
mon: it is difficult to talk about both of them when using the logical thinking
process which employs well-defined concepts. Bohm emphasizes that the no-
tion of “quantum jump” is an example of a notion that we have to use in
quantum physics when we try to talk about something indivisible in terms of
words and concepts implying that it can be analyzed into distinct parts.

The new proposal that comes out of Bohm’s analogies is the idea that our
thought process has a “quantum-like” aspect, and even more strongly, that the
basic, most general type of thinking process is quantum-like. This basic think-
ing process is characteristic of quantum-like complementarity, in the sense that
making one aspect of the process definite inevitably changes other equally sig-
nificant aspects. It is also characteristic of quantum-like wholeness, in the sense
that the characteristic properties (e.g. meaning) of elements of thought de-
pend on indivisible connections with other elements. Further, the suggestion is
that the way the general thought process changes from moment to moment is
also quantum-like, for it involves indivisible non-logical steps. The component
ideas in such a process are not separate but flow steadily and indivisibly. Finally,
the basic thinking process seems to have a “classical limit”, namely thinking in
terms of well-defined concepts, including the logical thinking process.
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Suppose, for the sake of the argument, that Bohm is correct when suggest-
ing that the most general type of thinking process is quantum-like. We can
then ask why this is so. One possibility is that it is a mere co-incidence. But it
seems also natural to ask whether the quantum-like features of the basic think-
ing process could be an indication that the physical aspect of the basic thinking
process literally involves quantum processes. When considering this question,
Bohm refers to Bohr’s (1934) suggestion that “. . . thought involves such small
amounts of energy that quantum-theoretical limitations play an essential role
in determining its character” (1951:170). Bohm further writes:

There is no question that observations show the presence of an enormous
amount of mechanism in the brain, and that much of this mechanism must
probably be regarded as operating on a classically describable level. In fact,
nerve connections found thus far suggest combinations of telephone ex-
changes and calculating machines of a complexity that has probably never
been dreamed of before. (1951:170–171)

Bohm thus acknowledges that a great deal of neural mechanisms is classically
describable. But unlike contemporary cognitive neuroscientists who tend to
assume that all neural mechanisms relevant to understanding cognition and
conscious are classically describable, Bohm, following Bohr, was looking for a
role for quantum processes in neural functioning:

In addition to such classically describable mechanism that seems to act like
a general system of communications, Bohr’s suggestion involves the idea that
certain key points controlling this mechanism (which are, in turn, affected
by the actions of this mechanism) are so sensitive and delicately balanced
that they must be described in an essentially quantum-mechanical way. (We
might, for example, imagine that such key points exist at certain types of nerve
junctions.) It cannot be stated too strongly that we are now on exceedingly
speculative grounds. (1951:171)

There are by now a number of different and much more detailed suggestions
about where such “quantum sites” could be located in the brain (see e.g. Loocke
(Ed.) 2001; Penrose 1994; Hameroff & Penrose 1996). What is important in
Bohm’s suggestion, however, is the general scheme. We are to envision two dif-
ferent kind of levels of physical activity in the brain, one of them classically
describable, while the other one needs to described in a quantum theoreti-
cal way. This leads naturally to the assumption that the physical correlate of
the logical thinking process is at the classically describable level of the brain,
while the basic thinking process is at the quantum-theoretically describable
level. Bohm also implies above that there is a two-way traffic between these
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two levels. A typical state of mind then includes both levels. It is also inter-
esting to speculate that different types of states of mind could correspond to
physiological states that differ with respect to the relative contribution made
by “classical” and “quantum” neural processes. In some altered states of con-
sciousness, for example, the classically describable neural processes might make
a relatively small contribution to the content of experience, and as a result
the holistic features typical of the quantum-theoretically describable neural
processes would dominate.

Although Bohm emphasizes that these ideas are speculative, he does not
think that they are therefore not worth pursuing further:

Bohr’s hypothesis is not, however, in disagreement with anything that is now
known. And the remarkable point-by-point analogy between the thought pro-
cesses and quantum processes would suggest that a hypothesis relating these
two may well turn out to be fruitful. If such a hypothesis could ever be verified,
it would explain in a natural way a great many features of our thinking.

(1951:171)

This illustrates what is at stake here. The idea is that our thinking process has
many features that are difficult to explain. Of course, in the end we use the
thinking process to explain the thinking process, so there is a circularity to be-
gin with. But the sort of thinking process that we commonly use in science
is the logical thinking process. Thus we are using the logical thinking process
when trying to describe the most general thinking process. The logical think-
ing process works best when we use it to describe the “classical limit” – whether
the classical physical domain, or the logical aspect of the thinking process. It is
more difficult to describe quantum processes with the help of the logical think-
ing process – just as it is difficult to describe the general thinking process with
it. But we have already a fair amount of experience of dealing with quantum
processes, both mathematically and conceptually. Now, if the general thinking
process is analogous to quantum processes, we could make use of our expe-
rience with the quantum domain when trying to explain the general thinking
process. For example, we saw above how Bohm characterized the production
of new ideas as being analogous to a quantum jump.

Bohm also considers the alternative that the general thinking process does
not literally involve quantum processes:

Even if this hypothesis should be wrong, and even if we could describe the
brain’s functions in terms of classical theory alone, the analogy between
thought and quantum processes would still have important consequences: we
would have what amounts to a classical system that provides a good analogy to
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quantum theory. At the least, this would be very instructive. It might, for ex-
ample, give us a means for describing effects like those of the quantum theory
in terms of hidden variables. (It would not, however, prove that such hidden
variables exist). (1951:171)

Suppose that the general thought process is classically describable, and suppose
that it is closely analogous to quantum processes. This opens up the possibility
that quantum processes might, after all be classically describable; or at least it
might be possible to describe them more fully than what standard quantum
theory allows.

Another reason why Bohm thinks the analogy could be helpful, even in
the absence of experimental data, is that it can give us a better feeling for
quantum theory:

For instance, suppose that we ask for a detailed description of how an electron
is moving in a hydrogen atom when it is in a definite energy level. We can say
that this is analogous to asking for a detailed description of what we are think-
ing about while we are reflecting on some definite subject. As soon as we begin
to give this detailed description, we are no longer thinking about the subject
in question, but are instead thinking about giving a detailed description. In a
similar way, when the electron is moving with a definable trajectory, it simply
can no longer be an electron that has a definite energy. (1951:171)

Here one is using the analogy between quantum processes and thought pro-
cess as a tool that helps to understand quantum theory. The kind of example
Bohm gives above (about asking someone to describe what they think) is, in
principle, easily understandable to all of us. If such familiar features of the
thought process are analogous to quantum processes, this makes it easier for us
to understand quantum processes. Given that quantum theory is notoriously
difficult to understand, this underlines the usefulness of the analogy.

The upshot is that not only might quantum physics help us to under-
stand the mind (as was suggested at the outset of this paper), but we might
also use our understanding of thought processes as a tool to understand quan-
tum processes! Thus, if quantum processes are relevantly analogous to thought
processes, our understanding and familiarity of quantum processes can help to
understand thought processes and vice versa. We are intimately familiar with
our thought processes, although our acquaintance of their more subtle features
can be highly tacit. Insofar as our thought processes have quantum-like as-
pects and we are familiar with these aspects, this can make some aspects of the
prima facie strange quantum processes easier to understand. At the same time
we encounter in quantum processes certain important principles (e.g. com-
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plementarity and wholeness) in very elementary and prototypical form. This
makes it easier to abstract such principles and conceptualize them theoreti-
cally. Such theoretical principles can then be useful when trying to understand
the quantum-like features of thought processes which are typically much more
complex than elementary quantum processes. So although we may all be in
some tacit way familiar with the quantum-like features of our thought pro-
cesses, quantum theory can help us to recognize them and to describe them
explicitly and theoretically.

Let us next consider the possibility that it is the case that the thought
process literally involves quantum processes. This would open up yet another
possible way for us to understand quantum processes:

If it should be true that the thought processes depend critically on quantum-
mechanical elements in the brain, then we could say that the thought pro-
cesses provide the same kind of direct experience of the effects of quantum
theory that muscular forces provide for classical theory. Thus, for example,
the pre-Galilean concepts of force, obtained from immediate experience with
muscular forces, were correct, in general. . . . We suggest that, similarly, the
behavior of our thought process may perhaps reflect in an indirect way some
of the quantum-mechanical aspects of the matter of which we are composed.

(1951:171–172)

This is an extremely interesting possibility. Remember that quantum effects are
often thought to lie in a domain that is not at all accessible to us in ordinary
experience. As a consequence, it is assumed that we should not be surprised
that it is difficult for us to understand the quantum domain – after all, we have
no experience of it prior to the scientific experiments that probe the domain.
Bohm’s above suggestion turns this familiar scheme upside down. For it might
be the case that all of us are, after all, directly familiar with some quantum-
mechanical aspects of matter, in virtue of being familiar with an important
part of ourselves, namely the behaviour of our thought processes! Quantum
effects, which were supposed to lie in some mysterious domain that only physi-
cists have access to, may lie much closer to home than we thought. If we are,
psychologically, partly quantum-theoretical beings, then by being aware of our-
selves we might, in principle, be aware of quantum effects. In philosophy, we
sometimes speak about “maker’s knowledge”, implying that someone who has
made or constructed something has a special kind of knowledge about it which
others may lack. In a similar vein we might speak about “be-er’s knowledge” –
the knowledge someone has in virtue of being a certain kind of system (so I
do not here mean to imply that a barley drink has knowledge!).3 Thought is a
part of our being, and if thought processes reflect in an indirect way some of
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the quantum-mechanical aspects of the matter of which we are composed, we
might, in principle have or be able to obtain “be-er’s knowledge” of quantum
aspects of matter.

Something like the idea of “be-er’s knowledge” figures prominently in
philosophical discussions about conscious experience. For example, Thomas
Nagel (1974) famously argued that there is something it is like to be a bat;
and that we cannot find out what it is like just be studying the bat’s brain and
behaviour. Only the “be-er” has direct experience of what it is like to be that
system. In the case of the bat, it cannot communicate what it is like to be a bat
in terms of concepts and logical thought to us. For Nagel the example of the
bat underlines the subjective nature of consciousness. But even in the case of
humans, it is not at all clear that we can communicate in any exhaustive sense
in terms of concepts and logical arguments what it is like to be a human being.
The problem is not merely that a description of the objective, physiological
correlates of conscious experience does not necessarily capture what it is like
to be that system. There may be a part of our being that simply is so holis-
tic, unpredictable etc. that it is difficult to capture in terms of conceptual and
logical thought.

We can interpret Bohm’s above suggestion as saying that part of what it
is like to be a thinking human being is to have direct experience of the ef-
fects of quantum theory. Of course, this is not to say that we all thereby have
conceptually organized knowledge about the effects of quantum theory. Bohm
argues that the general thinking process is holistic and uncontrollable by its
nature, and thus difficult to describe in terms of our usual scientific language
that is organized in terms of separate concepts and logical arguments. Inso-
far as we are all familiar with the quantum-like general thinking process, our
familiarity or understanding may be “pre-conceptual” and “pre-logical” (cf.
Pylkkö 1998). We can, of course, try to improve this “pre-conceptual” famil-
iarity and try to develop new concepts and principles to capture the holistic
and uncontrollable aspects of our thought processes. We will return to the is-
sue of pre-conceptual experience later when considering the relation of Bohm’s
suggestion to post-phenomenology.

In summary, we have seen above that Bohm’s analogies emphasize that the
process of thought can be easily disturbed by introspective observation; that
there is a limit in the extent to which significance of elements of thoughts can
be analyzed; and that besides this general incontrollable, unpredictable and in-
divisible character, the mind also has a domain of separable concepts which
can be connected causally, e.g. following the rules of logic. Bohm further sug-
gested that the analogies would get a natural explanation if it turned out that
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the neural processes that realize thought processes in the brain would involve
quantum processes.

I hope that the above lengthy presentation and discussion of Bohm’s analo-
gies has also given the reader an example of what can be meant by the idea that
was raised in the introduction of this paper, namely that a “paradigm” can draw
attention to new aspects of the mind in introspection. The fairly new idea con-
tained in Bohm’s analogies is the suggestion that our general thinking process is
quantum-like, whether or not this is a mere co-incidence or the result of under-
lying quantum-physical correlates of thought. Although the above discussion
is admittedly sketchy and speculative, one should realize that the scientific and
philosophical implications of this line of thought are potentially very signifi-
cant. There is a possibility of a revolution in our understanding of the mind
that might parallel the significance of the quantum revolution in physics.

Let us now move on to compare Bohm’s description with some other de-
scriptions of inner experience and thought in contemporary philosophy of
mind and cognitive science. I think it is interesting to do such brief compar-
isons in order to further evaluate the suggestion we made at the outset of this
paper, namely that quantum intuitions might help us to see new or neglected
features of the mind in introspection. To fully explore this suggestion would
require a much more thorough study than is provided here, and the follow-
ing ought to be thus taken as a very preliminary first attempt, which hopefully
motivates a further consideration of this issue in other contexts.4

. Cognitive science and quantum analogies

Traditional cognitive science was for a long time dominated by the so-called
symbolic paradigm in which cognition was assumed to be mechanical symbol
manipulation according to a set of rules or a “program”. This resembles the
domain of separable concepts in Bohm’s description. Within cognitive science
the symbolic paradigm was subjected to heavy criticisms, and as is well known,
connectionist modelling was offered as an alternative way to describe cogni-
tion.5 Yet the advocates of the symbolic paradigm, most notably Fodor and
Pylyshyn (1988), argued that connectionism lacks certain important features of
the symbolic paradigm. As an interesting attempt to reconcile the tension be-
tween connectionism and the symbolic paradigm, Smolensky (1988) proposed
that the relation between them is analogous to the relation between quantum
theory and classical mechanics. The idea is that a theory typically works in
its proper domain, and that often a more general theory that applies in a fairly
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broad domain can give rise to another theory that applies in a narrower domain
as a limiting case. According to Smolensky’s proposal we ought to view connec-
tionism as the more general theory, describing a subsymbolic level of the mind,
while the symbolic paradigm can be seen as a special, limiting case, describing
those aspects of the mind where rule following and symbol manipulation seem
to take place.

Smolensky’s analogy is in some ways similar to Bohm’s above analogy. Both
recognise that the mind has a “classical limit”, as it were, a domain we can
describe in terms of separable symbols, related in definite ways. And both agree
that another, more general description is required to give a fuller description
of the mind, and that the relation between the two descriptions is analogous to
the relation between quantum theory and classical physics.

However, there are also differences between the analogies provided by
Bohm and Smolensky. A particularly important difference is that Bohm’s anal-
ogy suggests that cognition is more radically holistic, unpredictable and uncon-
trollable than what Smolensky’s approach implies. The reason for this is that
Bohm proposes that there is a close analogy between quantum processes and
processes of thought more directly, whereas Smolensky makes a more method-
ological analogy between the relation of quantum and classical physics on the
one hand, and of connectionism and the symbolic paradigm on the other.

Smolensky is proposing that important, general features of cognition can
be captured by connectionist networks. Connectionist networks have some
holistic properties, and the mathematical formalism of connectionism has
similarities to the mathematical formalism of the quantum theory (see Perus
1995). However, it has been emphasized that traditional connectionist mod-
els do not go beyond the symbolic paradigm when it comes to mechanical
computability. Pauli Pylkkö, for example, suggests that “. . . most probably, all
existing artificial neural networks and artificial models of chaotic systems are
Turing-computable and, therefore, mechanical, in the obvious sense of the
word” (1998:94). Thus the suggestion that cognition can be described in terms
of connectionist models is not as different from the ideas of the symbolic
paradigm as the proponents of connectionism, including Smolensky, seem to
assume. In contrast, Bohm’s claim that our inner experiences and thought pro-
cesses are closely analogous to quantum processes constitutes a much more
radical suggestion than connectionism. For it is implied that mental processes
have radically uncontrollable, indeterministic and semantically holistic fea-
tures, which cannot be adequately modelled by either the symbolic or the
connectionist paradigms, in so far as these are embedded in the framework
of classical physics which implies controllability, predictability and separabil-
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ity. Bohm’s use of quantum analogies thus led him already in 1951 to propose
an outline of a much more radical view of the mind than what cognitive sci-
ence, inspired by computational models of the symbolic and connectionist type
came up with during the 1980s.

Now, the fact that Bohm’s view of the mind is more radically holistic than
that of either symbolic or connectionist cognitive science does not, of course,
mean that Bohm’s view is correct. But how do we find out which view is
correct? Perhaps we ought to listen what the introspectionists and the phe-
nomenologists have to say about the mind, then combine this with relevant
computational models and empirical research in cognitive neuroscience and
then make our judgement. But this brings us back to our starting point. If in-
trospection, including the introspection used in phenomenology, is theory- or
paradigm- or intuition-laden, then there is a clear danger that introspection
or phenomenology will, in a self-serving way, produce evidence to the view
of the mind that the practitioner of introspection already had – consciously
or unconsciously – before the introspection. For example, Pylkkö (1998:80)
writes:

. . . classical phenomenology (say, as it is developed in Husserl’s Ideen 1913/
1976) is not free of the intellectualist bias of the scientific-technological atti-
tude because classical phenomenology clearly sides with the conscious subject
and its allegedly autonomous rationality and quite openly acknowledges the
rational subject’s right to dominate the rest of the mind.

In particular, introspectionists and phenomenologists not familiar with quan-
tum physics are unlikely to suggest that the kind of unpredictability, uncontrol-
lability and indivisibility they may encounter in introspection has the radical,
non-classical character of quantum processes, simply because they may lack
the conceptual tools to recognize such features, and to evaluate their difference
from more classical-type features. Of course, this does not prove that mind has
quantum-like aspects. Perhaps an introspectionist equipped with a “quantum
paradigm”, such as Bohm, will be likewise biased in their introspection so that
they attribute quantum-like behaviour to aspects of mind that do not really
call for it. But as I said in the beginning of the paper, I am assuming that it
is at least in principle possible that, say, a quantum paradigm will provide a
more adequate characterization of the mind than a mechanistic paradigm. In
other words I am assuming that human inner experience and mental processes
have certain features that are not completely determined by the “paradigm”,
and which the different paradigms manage to deal with in varying degree of
success. What the paradigm does is then to focus our attention in a particular
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way – so that we “see” certain aspects of what is “there” (in some sense “given”
in experience). So I am suggesting that it is better when doing phenomenol-
ogy to have a “classical” plus “quantum” paradigm, instead of just a “classical”
one. That way one can “see” more of the conscious experience and thought
processes – especially their unpredictable and holistic features, the sorts of fea-
tures that are difficult to conceptualize. And the idea is that a yet richer and
more inclusive paradigm can reveal yet further features. I do not claim that my
above assumption is unproblematic, but I will not attempt to argue for it here.

One might also note here that the connection between physics and the
nature of human experience is an interesting theme in the history of philos-
ophy. Most notably, Kant assumed that human experience necessarily has to
exhibit certain features of Newtonian physics, such as spatiality, temporality
and causality (see Kant 1787/1991; Strawson 1966). With his analogies Bohm
is drawing attention to the non-Newtonian features of human experience, and
in this sense broadening the Kantian notion of what kinds of human experi-
ence are conceivable and possible. Kant was not wrong in claiming that human
experience has Newtonian features, but he was perhaps wrong in his estimation
of what are the limits within which human experience can vary. Today, armed
with the resources of post-Newtonian physics we are in a position to see new
analogies between physics and human experience, and consequently encour-
aged to articulate our view of the limits within which human experience can
vary in a new, broader way.

. Post-phenomenology and quantum analogies

Bohm is, of course, not alone in suggesting that human inner experience,
and especially conscious thought, has unpredictable, uncontrollable, indi-
visible and non-logical features. In particular, the philosophical movement
called “post-phenomenology” emphasizes such features. Pylkkö (1998:78) as-
sociates post-phenomenology to the work of the later Heidegger, Merleau-
Ponty, Patocka and Bataille. The connection between post-phenomenological
ideas and quantum physics has been emphasized by e.g. Plotnitsky (1994,
2002), Pylkkö (1998) and by Globus (1995, 2003), who latter also emphasizes
the role of quantum brain dynamics developed by e.g. Jibu and Yasue, as well as
Vitiello, which is a major focus of this volume. I have found Pylkkö’s views par-
ticularly helpful when trying to make sense of the relevance of Bohm’s (1951)
analogies to cognitive science and the philosophy of mind.
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Pylkkö developed a radical philosophical view that differs in some impor-
tant ways from Bohm’s philosophy of nature. In particular, Pylkkö advocates
an antirealist view, in which one does not assume physical reality to exist in
a well-defined way independently of human experience. What is primary for
him is aconceptual experience in which there is no sharp division between con-
cepts and objects. How do then concepts and objects emerge? Pylkkö’s idea is
that they arise simultaneously as aconceptual experience divides itself into two
aspects, concepts and the corresponding objects. However, he does not want
to give too strong an ontological status for either the objects or the concepts.
In contrast, Bohm had a tendency to defend a realist viewpoint in his natu-
ral philosophy, although his realism got increasingly modified, weakened and
problematized as he kept on developing the epistemic implications of his holis-
tic and processual view of nature (see e.g. Bohm 1980:Ch. 3). Here is a more
detailed characterization of aconceptual experience given by Pylkkö himself:

Let us take immediate and unstructured primitive experience as our philo-
sophical starting point. This unarticulated and prelogical experience which we
call aconceptual is what mind and language primarily is. It is not yet organized
by concepts. Because we associate subjectivity strongly with the conceptual or-
ganization of experience we say also that, in aconceptual experience, there is
no such hierarchy and perspective which characterize the subject’s presence.
The experience is, so to speak, holistically everywhere, without center, or it
has a center which is not yet fully organized. (1998:13)

When viewed from the perspective of Pylkkö’s post-phenomenology, Bohm’s
(1951) analogies clearly draw attention to some important aspects of the “acon-
ceptual mind”. For as we saw above, according to Bohm the general thinking
process is non-logical, uncontrollable, unpredictable, and its semantic ele-
ments are indivisible in a sort of way that makes it difficult to analyze it in con-
ceptual terms. It seems to me that this fits fairly well with the view of the mind a
post-phenomenologist like Pylkkö advocates, as long as one bears in mind the
difference between Pylkkö and Bohm, say, on the issue of realism. No doubt
Pylkkö’s view of the mind differs also in other important respects from that
of Bohm, but I think it is fair to say that the use of quantum analogies helped
Bohm to capture some important and neglected features of the mind, which
are today described by the post-phenomenologist in a more sophisticated way.
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. Concluding reflections

The question underlying this paper was that if introspection is paradigm-laden
and if quantum physics gives rise to a new paradigm, might then someone
armed with this new paradigm see new features in introspection, and thus have
new things to tell us about conscious experience and the mind more generally?

As an example, I considered some analogies which Bohm already 1951 pro-
posed to hold between quantum processes and inner experiences, especially
thought processes. These analogies draw attention to certain quantum-like
features of the most general type of thought process, such as uncontrollabil-
ity, unpredictability, semantic indivisibility, inseparability, non-logicality and
non-conceptuality, while also doing justice to the more “classical” features of
the thought process such as semantic separability, conceptuality, logicality and
causality. The analogies acknowledge that these classical features are indispens-
able in many ways, but they also underline the fundamentality of the more
quantum-like aspect, for example, for the production of new ideas.

We have seen that Bohm’s analogies are in some important respects sim-
ilar to Smolensky’s analogy that tries to reconcile symbolic and connectionist
paradigms in cognitive science, but we have also emphasized that Bohm’s view
of the mind, as a result of being guided by his quantum intuitions, is more radi-
cally holistic than that of Smolensky’s hybrid cognitive science. We also pointed
out that it is difficult to judge which view is correct. If introspection is indeed
paradigm-laden, whose paradigm are we going to use when introspecting in
order to decide which paradigm is correct? The possible paradigm-ladeness of
introspection gives rise to a circularity that ought to make us careful in our
judgements regarding the nature of human experience. However, my proposal
is that it is worth further considering the idea that human inner experience,
and the general type of thought process in particular, has some quantum-like
features. This opens up the possibility of a less mechanical and in my view more
accurate description of human experience than what cognitive science can cur-
rently offer. We also considered the view of mind implicit in Bohm’s analogies
in relation to Pylkkö’s post-phenomenological view of the mind as aconceptual
experience, and saw a fairly good fit between some aspects of these views.

What lessons can we draw from our brief study? I think the above discus-
sion provides tentative evidence that quantum physical intuitions can in fact
help to introspect human experience in a new, productive way. Introspection
seems to be theory-laden, but this need not be seen merely as an epistemic lim-
itation. It is clear that such theory-ladeness requires us to become much more
cautious when making statements about the “nature of the mind”. But it seems



 Paavo Pylkkänen

to be at least a reasonable possibility that new theories can help us to see the
phenomena we are exploring in a new light. And a theory originally developed
to deal with a particular domain may prove useful in a prima facie very different
domain. I write prima facie, because there are currently a number of different
hypotheses proposing that in one relevant way or the other, the physical corre-
lates of mental processes literally involve quantum processes, which, if correct,
would make it less of a puzzle if quantum physics turned out to be relevant
to describing the mind. In other words, the two prima facie very different do-
mains may turn out to be partly the same domain, as Bohm indeed speculated
already in 1951.

I recognize that it sounds somewhat far-fetched to many researchers that
the study of physics could help us to understand the mind. But note that such
a possibility is implicit in the whole programme of philosophical atomism that
underlies many of the successes of modern science. The traditional idea has
been that physics studies the simple constituents of nature and the regularities
in their behaviour. This understanding of the behaviour at the micro-level may
then help to understand features of more complex, higher-level systems. It is
important to note, however, that with quantum physics the whole scheme of
philosophical atomism is challenged, and one is forced to consider some radi-
cally holistic basic principles. It is also those principles that Bohm is referring
to when making the analogies between quantum processes and the mind. But
surely, if the mind has such holistic features it has had them all along, so does
it really take quantum physics to notice and theorize about them?

The mechanistic view of the mind that dominates contemporary cognitive
science and philosophy of mind – which is basically still just a hypothesis about
the mind – has got part of its legitimacy and plausibility from the successes
of the mechanistic view in physics and biology. In a similar vein, a radically
holistic basic physics raises the possibility of a holistic biology and a holistic
psychology (cf. Gierer 2002). Bohm’s analogies suggest that just as the physical
world has two aspects – the general holistic “quantum world”, and as a special
case, the mechanistic “classical world”, so the human mind has two analogous
aspects, the holistic general thinking process, and the more mechanical, e.g.
logical thinking process. Quantum physics can play an important role for psy-
chology in suggesting a simple prototype of how a general holistic level and a
special case of a mechanistic level can be reconciled. Thus, although the holis-
tic aspects of the mind can no doubt be discovered without quantum physics
(and indeed have been), I suggest that the quantum analogies can enrich both
our introspective experience of the mind and the theories we construct in
psychology.
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Of course, Bohm’s 1951 analogies are only a limited illustration of the
way quantum physics can be useful when trying to understand the mind. For
one thing, Bohm himself went on to interpret quantum physics in different
ways, and not surprisingly tried to invent new analogies between these new
interpretations of quantum physics and the mind. For example, Bohm and
Hiley’s “ontological interpretation” of quantum theory suggests that electrons
are guided by a new type of field containing “active information” (Bohm &
Hiley 1993). Bohm further suggested that the way such information acts is
analogous to the way information acts in subjective human experience (see
Bohm 1990; Pylkkänen 1992; Hiley & Pylkkänen 2001; Hiley 2004). His idea
was that such active information could help us to understand what the mental
and the physical sides of reality are and how they can affect each other, thus
using the quantum theory to tackle both the general mind-body problem and
the more specific problem of mental causation. In the context of his “implicate
order” framework, Bohm (1980) likewise discussed the relation of mind and
matter in a new way. The idea here is that mind and matter are analogous to
non-locally connected quantum systems. They ought to be seen as correlated
projections from a common multi-dimensional ground, rather than as sepa-
rate substances in causal interaction. This is a radically new version of “neutral
monism”, which again makes use of the resources of quantum theory.

It is important to note that Bohm’s analogies differ from each other in
important ways, although they have in common that they all originate from
quantum physics (cf. Guarini 2003). This means that it is not a trivial task to
construct a unified view of mind and matter on the basis of his analogies be-
tween quantum physics and the mind. For example, the implicate order scheme
underlines the discontinuity of movement and suggests that the basic math-
ematical algorithm needed to describe movement is an algebra rather than
the differential calculus (Bohm 1980:Ch. 6). If we apply the implicate order
scheme to describing cognition and conscious experience, then we give up the
idea of cognition as a dynamically describable phenomenon as fundamental
(insofar as dynamical modelling considers the differential calculus as funda-
mental). In contrast, Bohm and Hiley’s ontological interpretation of quantum
theory (which allows for the hypothesis of quantum particles moving contin-
uously along trajectories) seems to fit much better with the spirit of dynamical
systems theory.

My suggestion it that the different Bohmian schemes, when applied to cog-
nition and consciousness, can be seen as different tools which each can provide
a useful way of looking at some aspect of the mind (cf. Murphy 1998). The
implicate order scheme, I suggest, ought to be seen as the more general and
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fundamental tool, but this need not exclude the use of the ontological inter-
pretation scheme, as long as one remembers that the latter provides a more
limited view. Whether or not these tools, and other similar tools developed by
other researchers, help us to construct a more satisfactory theory of mind is
currently an open question. But I hope that this brief study, which has focused
on some of Bohm’s very early ideas, has illustrated some ways in which the
consideration of quantum physics when studying the mind can be fruitful and
open up radically new possibilities.

Perhaps some ideas discussed in this paper can also be useful when evalu-
ating the relevance of quantum brain dynamics to humanities. For example,
it seems clear that Vitiello’s (2001) focus on the “double” structure of the
mind has been inspired by his consideration of dissipative quantum field the-
ory. This, I think, constitutes yet another example of how quantum analogies
can guide us in our search for a new and richer view of the mind. Notice also
that Vitiello’s approach builds upon a more sophisticated scheme than quan-
tum mechanics, namely quantum field theory. This, when applied to biological
systems, opens up the possibility of developing a more empirically accurate de-
scription of the physical aspect of the brain. At the same time, quantum field
theory is often felt to be more difficult to understand than quantum mechan-
ics, and as a consequence, it can be more difficult to understand the analogies
one might draw between quantum field theory and mental processes. Hope-
fully our brief consideration of some more simple analogies between thought
processes and quantum processes can be helpful when trying to understand
the fascinating synthesis of quantum field theory, biology, neuroscience and
(continental) philosophy of mind that is emerging from the work of Vitiello,
Globus and others.

Notes

. A part of this paper was written in October 2003 while I was a visiting scholar at the
Department of Philosophy, Stanford University, based in the Metaphysics Research Lab at
the Center for the Study of Language and Information. I would like to thank the director
of the lab, Dr. Edward N. Zalta, for providing me a stimulating environment in which to
work. I also thank the various people who have commented on this paper. In particular, my
colleague at the University of Skövde, Dr. Stefan Berglund made some critical comments
that prompted me to considerably develop an earlier draft. Of course, he is not to blame for
any mistakes or unclarities that may remain! I am also grateful to Professor Gordon Globus
and Mr. Per Hansell for their comments.
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. For an interesting paper discussing analogies between modern physics and cognitive psy-
chology, see Shanon (1991). For a defense of the role of analogy in scientific reasoning, see
Campbell (1957) and Hesse (1966, 1974); see also Pickering (1984) and Cushing (1990), all
quoted in Guarini (2003).

. The physicist John Bell came up with the term “beer” in this sense when in search for an
ontological counterpart to the term “observable” in quantum theory. Bell famously opted
for the term “beable”.

. In a recent paper on introspection Anthony Marcel makes some points similar to this pa-
per, and develops them in more detail. Consider, for example, the following: “Attention can
influence its object. Attending to one’s experience, introspecting, changes the content, nature
and form of the experience. It is also widely accepted that the content, nature and form of
the experience that constitutes the content of awareness depends on the way that we attend”
(2003:179). In this recent article Marcel further provides an interesting discussion of the
way (a) attention can be directed to components or to a whole; (b) how one’s stance toward
the object of attention can vary between immersion and detachment; (c) how attention can
create its object; (d) how awareness distorts its object; and (e) how our theories can mask
our experience. I think the way Marcel’s ideas stand out as radical ideas is an indication that
the sorts of features of the mind that Bohm’s analogies raise are not that commonly noticed
and acknowledged in contemporary psychology. For example, Marcel (2003:179) writes:
“John Lambie and I (2002) have recently emphasized what we call the mode of attention,
the manner in which one attends at any time – an aspect of attention stressed by William
James (1890) but largely ignored by most current psychology”.

. In recent years dynamical modelling of cognition has become important and can thus
be seen as a third approach alongside symbolicism and connectionism. For an interesting
recent discussion of these approaches, see Eliasmith (2003).
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Chapter 11

Information, quantum theory and the brain

B. J. Hiley
Birkbeck College, London, UK

As is well documented the lack of any notion of meaning in Shannon
information limits its use in understanding how the brain processes meaning.
We suggest that the notion of active information introduced by Bohm and
Hiley in their analysis of quantum phenomena is sufficiently general to be
applied even to classical signalling processes as suggested by Gabor. We
propose a new way of signal processing that directly confronts the question of
the transfer of meaning and show how this opens up new possibilities of
information processing in the brain.

. Introduction

One of the words that one finds in constant use, not only in neuroscience,
but also in many other branches of science today is ‘information’. It is used
in so many different contexts, information technology, biological information
processing, quantum information and so on, but it is not at all obvious that
the term has the same meaning in each of these contexts. Indeed even within
the debate as to how the brain functions, I find the word ‘information’ is being
used in a number of rather different ways which makes a difficult topic even
more difficult.

Is it information for us, like a list of instructions that we follow should we
feel the inclination to do so? Is it merely information capacity, or as Shannon
(1948) puts it ‘information without meaning’? Indeed is information simply
another aspect of entropy as Brillouin (1956) has proposed? Is it some form
of objective information that is active in physical processes themselves as sug-
gested by Bohm and Hiley (1987, 1993)? In the latter case there is no free choice
as to whether the information is to be followed or not. The process itself is
‘driven’ by the information. Or is it something more fundamental acting in
the Universe out of which everything ultimately emerges as Wheeler has pro-
posed (1990)? What I would like to do in this paper is to address some of
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these questions and to make some suggestions as to how we can understand
the functioning of information in brain processes as a carrier of a form of
objective meaning.

The work in this paper has its origins in a sequence of papers where we
exploited the notion of active information in an attempt to understand the
mind/matter relationship (see Hiley 1995a, 1995b, 2001; Pylkkänen 1985; Hiley
& Pylkkänen 1997, 2001). Indeed I had already made a preliminary attempt to
bring out the different meanings associated with the word ‘information’ else-
where (Hiley 1997). There I concentrated on how the resolution of the problem
created by the Maxwell demon seemed to provide a very strong case for intro-
ducing the notion of information into physical processes (for comprehensive
review see Leff & Rex 1990). As is well known it has long been argued that the
second law of thermodynamics can only be saved in this example by taking into
consideration the information gained by the demon.

However there have always been dissenting voices such as those of Denbigh
and Denbigh (1985) who have found an alternative solution from within ther-
modynamics itself without the need to consider any notion of information.
This together with the recent work of Maroney (2001) leaves me unconvinced
by the attempts to justify the use of information in resolving the problem pre-
sented by the Maxwell demon. Maroney has shown that the dilemma can also
be completely solved from within quantum mechanics itself without appealing
to any notion of information. If information is to play an objective role in the
evolution of physical processes then it must come from other considerations.

. The notion of information

As we have indicated in the introduction Shannon’s information capacity is
not rich enough to include an element of meaning. Furthermore as the collo-
quial use of the term makes clear, information is usually understood to have
‘meaning for us’ and we can be expected to act on that meaning. This implies
that meaning can be unfolded in a given context only by an intelligent being,
thus suggesting a strong subjective element. A key question that will concern
us here is whether information can have a purely objective significance that is
devoid of any subjective element. An answer to this question is of fundamental
significance in clarifying the relation between mind and matter.

Already as far back as the sixties Donald MacKay (1968), who first intro-
duced me to the subject of information theory, was drawing attention to the
fundamental problem of the relation between ‘information’ as used by Shan-
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non and the ‘meaning’ contained in this information. Let me try to summarise
his arguments and for this I will begin by first considering ‘information for
agents’ and later show how the discussion can be generalised to a wider context.

A speaker wishing to communicate some meaningful information to a
colleague will first activate mechanical vibrations in the air by using his/her
larynx. These vibrations will be transported mechanically through the air un-
til they reach the listener’s ear where they will be transformed into mechanical
vibrations of the eardrum. These will then be electrochemically transmitted
to the auditory cortex where the original information will ‘somehow’ be con-
verted into meaning once again. The problem then is how meaning can be
transformed into meaningless airwaves, which are transmitted and received
mechanically and then converted back into meaning once again.

Why do we insist on regarding meaningful and mechanical processes as
mutually exclusive? Surely meaning lies in the relationship between the speaker
and listener. It is a relationship that is not merely mechanical. Increasing the
volume of the sound will not generally alter the significance of the message.
There is no physical force exerted on the listener by the speaker. Of course
there are mechanical aspects to the process. Without the mechanical vibration
of the larynx there would be no sound and without the eardrum there would
only be silence. Without mechanical energy there would be no message and
nothing would be transmitted. Yet in addition to mechanical aspects of the en-
ergy there is the meaning and the problem is to understand how this meaning
is communicated.

Notice that there are two aspects in communicating meaning that need to
be emphasised. (1) Meaning seems to establish an inseparable link between
speaker and listener since the context in which the meaning makes sense must
be shared by both parties. (2) An ‘agent’ exists at either end of the process,
the agent in this case being human. If we are not to regard ‘mind’ as some-
thing special in the way a dualist would, we must face the problem of where
mechanism ends and meaning begins if indeed a sharp separation does exist. It
seems that if we search for the appearance of meaning within the physical pro-
cesses themselves we must inevitably find some form of proto-meaning active
in less complex physical processes. In other words it is unlikely that meaning
will suddenly be relevant only at some critical level of complexity.

Once one begins to talk about apparently ‘inseparable links’ between
agents one is immediately reminded of Bohr’s notion of the indivisibility of
the quantum of action that is central to his understanding of quantum phe-
nomena. In quantum theory this implies that we are unable to make a sharp
separation between the system under observation and the means of observa-
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tion. Could it be that this indivisibility is related to the indivisibility that arises
in our discussion of meaning? Bohr refused to go that far and felt it necessary
to talk about ‘detached observers’, but was he right?

While investigating how this indivisibility arises in the quantum formalism
Bohm was able to show that the Schrödinger equation throws up what appears
to be an extra term in the equation of motion, traditionally called the ‘quantum
potential’. I feel this is the key to the problem. Indeed Bohm and Hiley (1993)
have argued that it behaves like an ‘information potential’. We have shown
in some detail how this idea works in quantum processes by systematically
analysing all the standard ‘puzzles’ and paradoxes of quantum processes pre-
sented in the elementary texts on quantum mechanics. What emerges from this
investigation is some remarkable similarities with the discussion in the previ-
ous paragraph on the transfer of information with meaning. I want to propose
that these simple physical processes provide more than a mere metaphor for
what is going on in the transfer of information with meaning.

These ideas have received relatively little attention in the literature mainly
because of the strong opposition to the mechanical aspects of the Bohm ap-
proach by those who use the term “Bohmian mechanics”. But even given the
limitations of the arguments that sustain this mechanical view, I fail to un-
derstand why there has been such a strong reaction against the approach. The
predicted results of the formalism are exactly those of the standard theory and
no experimental test can possibly show it to be wrong without also contra-
dicting conventional quantum mechanics. All attempts to show differences
are based on a misunderstanding of how the approach works. After all the
approach uses the quantum formalism without adding anything new to the
mathematics so it is impossible to produce new results simply because of the
way the interpretation is abstracted from the quantum formalism. Even those
who realise how the approach works can only come up with the statement that
they don’t believe nature behaves like that!

But my discussion here does not depend on whether the Bohm approach
is the ‘correct’ way to think about quantum processes. All I want to emphasise
is that the approach uses a mathematical structure that has features that are
common to both classical physics and quantum physics and it is these features
that I want to bring out in this paper. Such connections are not that new as
they have already been noticed by Gabor (1946), Schempp (1993) and more
recently by Binz, Pods and Schempp (2003).
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. Common mathematical symmetries

I want to start the main discussion of this paper by returning to consider in
more detail a signal, keeping the example of auditory communication in mind.
Here we need to analyse both the time and frequency aspects of the signal.
However we immediately experience a problem since analysing a signal at a
sharp instance of time requires an infinity of frequencies while analysing a
sharp frequency requires an infinitely long wave train. All of this is well known
in classical signal analysis and lies behind all the problems associated with
bandwidth transmission. I recall all this here simply to remark that the rea-
son for these problems arises from the nature of the acoustical wave equation,
which give wave solutions of the form

Ψ(r, t) =
N∑

n=1
ane–2πiνnt .

Thus in order to transmit a signal there is always a trade off between the dura-
tion of the pulse, ∆t, and the frequency band, ∆ν, required to form the pulse.
The trade off is summarised by the expression

∆t∆ν ≈ 1

Consequently in the background of signal theory there is always an ambiguity
relation that has strong similarities with the uncertainty relationship of quan-
tum mechanics. Of course there are differences but these differences are in the
way we interpret the relationship.

For Gabor (1946) this relationship was interpreted by first dividing the
ν – t space into cells of unit area. The number of these cells then gave a mea-
sure of the number of independent data that an instrument can extract from
a signal. In other words this approach can define the amount of informa-
tion a signal carries which ties in directly with Shannon’s expression for the
information capacity.

I will not develop this argument further here because I want to draw atten-
tion to another connection with Gabor’s work. In 1968 I was discussing with
David Bohm the possibility of developing a purely topological theory of quan-
tum mechanics based on a cellular structure of phase space (Hiley 1971). In my
case the cells being considered were in x – p space rather than ν – t space. My
reason for doing this was simply because the x – p uncertainty relationship is
considered as much simpler than the E – t uncertainty because of the difficulty
that there is no time operator in quantum theory (see Wigner 1972).
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Although my rather sketchy and preliminary discussion did eventually lead
to some interesting results both in electrodynamics (Bohm, Hiley, & Stuart
1970) and eventually in the Dirac theory of the electron (Bohm & Hiley 1983),
it was not until 1981 that Bohm and I related this cell structure to the Wigner-
Moyal approach to quantum mechanics (see Bohm & Hiley 1981).

Before going into the details of this connection I think it is important to
be clear why there is this similarity between signal analysis and the quantum
formalism. It does not mean that the physics is the same. It means that the
two are using different aspects of the same mathematical structure. For exam-
ple the Schrödinger equation can be regarded simply as a differential equation,
which can be treated like any classical differential equation. It is only when
we try to interpret individual terms in the equation that we find observables
are turned into operators, a step that is unnecessary in signal analysis. Quan-
tum mechanics associates eigenvalues of the operators correspond to the values
found on measurement, whereas in signal analysis t and ν are treated as classical
commuting variables.

Now let me continue with the cell structure of phase space and show how
it leads to the Wigner-Moyal (Moyal 1949; Wigner 1932) distribution, which
also plays a key role in signal analysis (Schempp 1993). We will begin by talking
about quantum mechanics of thermal systems that must be described by mixed
states. There cannot be described by a single wave function because they con-
sist of the incoherent mixture of pure states. They are described by a density
matrix, which is written in the form ρ(x, t) =

∑
n

cnψ*
n(x, t)ψn(x, t). As we will

show below we can find a transformation that enables us to introduce a phase
space distribution function F(x, p, t) which will enable us to calculate the cor-
rect quantum probabilities while x and p remain commuting variables. The key
point to note here is x and p are not operators. The enables us to include the t–ν
variables in the same mathematics. The message I am trying to get across here
is that there is another way to calculate quantum probabilities without having
to resort to non-commuting dynamical variables.

Indeed the Bohm approach also uses commuting x and p and again pro-
duces the correct quantum probabilities. Although x and p used in the Bohm
approach commute they are not the same x and p appearing in the Wigner-
Moyal distribution even though the are given the same symbols! Not surpris-
ingly there is a close connection between the two sets of symbols that has not
been brought out fully before. I have recently discussed the relation between
the two approaches in Hiley (2003).
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The reason why both these approaches are related and can be used in quan-
tum situations is because underlying both classical mechanics and quantum
mechanics is the same symmetry group, namely, the symplectic group. Indeed
this same symplectic group also underlies both classical wave theory and the
Schrödinger equation. For example in classical mechanics the infinitesimal
canonical transformations that keep Hamilton’s equation of motion invariant
are simply elements of the symplectic group (de Gosson 2001). Furthermore
and even perhaps more surprisingly the classic optics ray formula for a lens
system of focal length, f

1

u
+

1

v
=

1

f
,

can be derived directly from the symplectic group (see Guillemin & Sternberg
1984).

The wave properties in both cases arise by going to the covering group of
the symplectic group, namely, the metaplectic group. This group double covers
the symplectic group in the same way that the spin group, SU(2), double covers
the rotation group SO(3). In fact we can make an even stronger connection
in the case of quantum systems with Hamiltonians of up to quadratic powers
in x and p. In this case we can show that the Schrödinger equation is exact,
being a one parameter sub-group of the metaplectic group. This means that
the Schrödinger equation can be derived rigorously from classical mechanics
(see de Gosson 2001 for details).

The mathematics that lies behind all this work will probably be unfamiliar
to readers of this publication so let me try to summarise the implications of
these formal results in simple terms. We have a mathematical structure that is
basic to both classical mechanics and quantum mechanics. At this level there is
no basic difference between the dynamical equations of classical and quantum
mechanics. The difference arises once one asserts there is a minimum value for
this action and equates this value to Planck’s constant h. Thus as long as we
do not ask questions that are sensitive to the finite nature of this quantum of
action1 the similarity between classical and quantum mechanics is remarkable.

What this means is that certain results in this area may look as if they are
quantum in origin but in fact have nothing to do with quantum mechanics per
se but actually arise from the group structure that is common to both forms of
mechanics. For example the Fourier transformation is common to both classi-
cal and quantum situations. Indeed the Fourier transformation is at the heart
of Gabor’s discussion of information transfer. Thus any results that emerge
from an analysis of either the Wigner-Moyal approach or the Bohm approach
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may not necessarily be to do with quantum phenomena per se, and for that
reason I would like to call the emerging dynamics that I will discuss below
‘information dynamics’.

. The Wigner-Moyal approach

Let us consider a function, ψ(x, t), that contains information embedded in
it. This function may have nothing to do with quantum mechanics. To ab-
stract the information we must form the correlation function ρ (x1, x2, t) =
ψ*(x1, t)ψ(x2, t). Here we begin to see already the need for doubling that Vitiello
(2001) discusses.

Let us now write

ψ(x, t) = 1√
2π

∫
φ(p, t)eipx dp

so that

ρ(x1, x2, t) = 1
2π

∫ ∫
φ*(p1, t)φ(p2, t)e–i(p1x1 – p2x2)dp1dp2

Let us now regard the two points in phase space, (x1, p1) and (x2, p2) as defining
a square with sides η = x2 – x1 and π = p2 – p1, and centre X = (x2 + x1) /2 and
P =

(
p2 + p1

)
/2 so that

ρ(X, η, t) = 1
2π

∫ ∫
φ*(P – π/2, t)φ(P + π/2, t)ei

(
πX – ηP

)
dPdπ

Now we can write

F(X, P, t) = 1
2π

∫
φ*(P – π/2, t)φ(P + π/2, t)eiπX dπ

or by Fourier transformations we can write this as

F(X, P, t) = 1
2π

∫
ψ*(X – η/2, t)ψ(X + η/2, t)e–iPη dη (1)

This is known as the Wigner function, which has been used for information
processing in the brain by Schempp (1993) and Arecchi (2003).

The correlation function (density matrix) then becomes

ρ(X, η, t) =
∫

F(X, P, t)eiηP dP

so that expectation values of any variable A(X, P, t) can be written as〈
A(X, P, t)

〉
=

∫
F(X, P, t)A(X, P, t)dXdP (2)



Information, quantum theory and the brain 

Notice that no operators appear in these equations in spite of the fact that when
applied to quantum systems the expectation value for the operator Â(x̂, p̂, t)
agrees with the quantum expectation value provided we write

Â(x̂, p̂, t) =
(

1
2π

)2 ∫ ∫ ∫ ∫
dηdπdXdPA(X, P, t) exp

[
iη

(
p̂ – P

)
+ iπ

(
x̂ – X

)]
The expression (2) suggests that F(X, P, t) could be treated as a probability den-
sity in phase space for quantum systems. Indeed this was the original reason for
pursuing this approach. Although this quantity is real the problem is that it is
not necessarily positive. Indeed in those regions where quantum interference
is occurring this distribution becomes negative. Thus it is strictly not a proba-
bility distribution, although it is often referred to as a quasi-probability distri-
bution. These worries tended to detract from the validity of the Wigner-Moyal
method as an exact way to treat quantum mechanical problems. However it
should be noted that it exactly reproduces the expectation values of operators
in quantum mechanics.

. Gabor information and the radar ambiguity function

In this article we are not specifically interested in quantum mechanics per se.
We are interested in the nature of information, information transfer and how
that information can initiate physical processes in the brain. To this end we
should now show how the above discussion links up with Gabor’s approach,
which we outlined in Section 3.

Having removed the operator status of x – p in Section 4, it is not difficult
to adapt the arguments so that they apply to t – ν space (see Binz, Pods, &
Schempp 2003 for many details). Rather than repeating these details here, I find
it is more illuminating to consider an example originally discussed by Schempp
(1986) where he showed that these ideas could be explained in terms of radar
waves which are then used to abstract information from the returning signal.

Suppose a carrier wave is emitted towards, say an aircraft. Assume this takes
the form f (t)eiνt . The returning signal will take the form f (t + τ)ei(ν + y)t. Here
τ measures the delay time of the returning signal from which the distance the
aircraft can be calculated using d = cτ/2. From the change of frequency y, the
speed of the aircraft can be found using the Doppler shift formula

ν

ν0
= c
ν – ν0

ν
= c

y

ν
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The auto-correlation function formed by superimposing the returning signal
with the original signal is

H′(f , τ, y) =
∫

f *(t ′)e–iνt′ f (t ′ + τ)ei
(
ν + y

)
t′ dt ′

Changing variables, we find up to a constant exp[–iyτ/2]

H(f , τ, y) =
∫

f *(t – τ/2)f (t + τ/2)eiyt dt (3)

Thus we see the form of this expression is identical to that of the Wigner dis-
tribution except the variables are now time and frequency. It is this expression
that underlies Gabor’s (1946) signal theory and Schempp’s (1993) approach to
quantum brain dynamics.

. The Bohm approach to quantum mechanics
and information dynamics

Now I want to move on to consider how the information in such a wave can be
converted into an explicit physical process so as to abstract directly the meaning
of the information. The obvious way to decode the signal is to follow the proce-
dure used in radar engineering. But this simply displays the information so that
a human operator can interpret the meaning of the information in the signal.

What we are interested in is how the meaning of the information carried
by an audio signal is understood in the listener’s brain. Thus the key question is
whether there is some other way of transferring the meaning without the need
for an homunculus ultimately to interpret the meaning. Here I will describe a
very simple and crude model whose purpose is simply to indicate the principles
involved. For this we must turn to the Bohm interpretation that was outlined
in Bohm and Hiley (1993). There are two features of this approach that I want
to bring out.

1. I want to exploit the suggestion that the quantum potential that arises in
this approach should be considered as an information potential.

2. I want to exploit the fact that the Bohm approach is already implicitly
contained in the Wigner-Moyal approach (Hiley 2003).

Let me begin by reminding the reader how the Bohm picture emerges. We start
by writing the wave function in the form ψ(x, t) = R(x, t)eiS(x, t) (� = 1) so that
the real part of the Schrödinger equation becomes

∂S
∂ t

+ (∇S)2

2m
+ Q + V = 0 (4)
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where the information (quantum) potential takes the form Q = – 1
2m

∇2R
R

.
In Bohm and Hiley (1987, 1993) we discussed in detail why we were led to

consider this potential as an information potential. For example we found that
the potential was totally different from any classical potential that we know. It
has no external source in the sense that the electric field has its source in a dis-
tribution of charges. Thus it does not emerge from an interaction Hamiltonian
as does a classical force. In other words it does not act mechanically on the sys-
tem. In this sense it cannot be thought to act like an efficient cause. It is more
like a formative cause that shapes the development of the process. Indeed as we
explored its properties in many different physical systems it reminded me very
much of the morphogenetic field generated in biological systems as discussed
by Thom (1975). The information field is shaped by the environment in a way
that is very similar to the way the development of a plant is shaped by its en-
vironment. Thus we can think of the information as active from within giving
shape to the whole process and this shape depends on the environment in key
ways. In other words the meaning in the wave is expressed through the form
that develops.

That this potential carries information about the environment is clearly
brought out in the two-slit experiment. Here we see that the mathematical ex-
pression for the potential contains information for the nature of the slits, their
size, how far they are apart and on the momentum of the particle. In other
words it contains information about the whole experimental arrangement just
as Bohr insisted (Bohr 1961). Alter the experimental arrangement by, say, clos-
ing one of the slits and the quantum potential changes so that the interference
fringes change to those produced by a single slit. Thus we have a way of feeding
information into the system to actively change the behaviour of the system.

I want to exploit these ideas to account for information processing in the
brain. I want to propose that the information of an incoming signal acts as an
information potential changing directly the behaviour of the appropriate part
of the brain, say the dendritic fields. Thus the changes are not brought about by
decoding the signal mechanically as one would in a radio set. They are brought
about by a subtler means, namely, through the generation of an appropriate
informational potential carrying the meaning directly into the brain. This part
of the brain will then function in ways that directly react to the meaning of the
information.

Let me spell this out more clearly by first showing how the information po-
tential works in a simple system. Of course this system is far too simple to have
any direct relevance to the brain but is intended simply to illustrate the princi-
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ples involved. Suppose there is a particle that responds to different meanings in
different ways. We take the momentum of this particle to be pB = ∇S and use
equation (3). Here the momentum is clearly influenced by the information po-
tential Q. If Q is modified by some incoming information then the subsequent
behaviour of the particle is changed. In this case we say the information is ac-
tive in the process. If the system does not change the behaviour of the particle
we say the information is passive but we leave open the possibility that at some
later time this information may become active again. We also leave open the
possibility that the information will never become active such as information
communicated in a language that will never be known to the listener.

What is missing from this discussion so far is how we can relate this pro-
cess to the way Gabor deals with information and information capacity. To
bring out this relation we need to know how pB is related to the P appearing
in the Wigner distribution so that the information can be abstracted from the
correlation function F(X, P, t). Recall the P in the Wigner distribution is the
mean momentum of one of the cells in the phase space, the number of cells
enabling us to count the number of degrees of freedom carried by the signal.

Let us define P̄ through

ρ(X, t)P̄ =
∫

PF(X, P, t)dP (5)

Here ρ(X) =
∫

F(X, P)dP =
∣∣ψ(X)

∣∣2
. If we write the wave function in polar

form ψ(X, t) = R(X, t)eiS(X, t) in (4) we find P̄ = ∇S = pB, the Bohm momen-
tum. Thus the information is affecting the mean momentum of responding
particles and the response is clearly related to the information capacity of the
signal but now it responds directly to the active information contained in the
incoming signal.

We can take the connection even further since Moyal shows that this mo-
mentum P̄ = pB is transported through the system by equation (4). In other
words the momentum P̄ is transported through the system by the Schrödinger
equation confirming that it must be the same as the momentum used by Bohm.
Indeed this also ties in with the fact that the trajectories calculated from pB are
just the probability current streamlines.

In his original proposal Bohm simply made a further assumption that each
individual particle follows one of these streamlines. This assumption gives rise
to a simple interpretation, which gives a consistent explanation of quantum
phenomena.

What is important here is that the information that is encoded in F(X, P, t)
is translated into the behaviour of the particle of the physical system that has to
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interpret the message. In the proposals I am making here, this is done directly
through equation (4). This does not mean that that the process is quantum
in origin. It is merely exploiting a form of mathematics that it shares with
quantum mechanics.

. A more detailed discussion of information and meaning

Finally we must try to understand how the movement of a particle or a group
of particles generated by the information potential can create meaning directly.
For this discussion I will rely on the arguments presented in Bohm (1994).
There he proposes that meaning is in the process itself. To bring this notion
out we have to go to a deeper level and think of mind and matter as being
two aspects of one undivided process, as two poles of one indivisible process.
He wanted to think of this as a generalisation of Bohr’s indivisibility of the
quantum of action in ways that we bring out below.

To discuss this indivisibility he proposed that all processes have two sides.
The manifest, relatively stable side, which can initially be thought of as the ma-
terial side, and a subtle side, which is more mind-like. Here the notion of the
manifest is being used to describe the more robust, stable aspect of the process.
The notion of ‘subtle’ is being used in the sense of its Latin origins, sub-texere,
meaning ‘woven from underneath’ or ‘finely woven’. Thus it can give form to
the manifest. Both sides are always present even at the mechanical level where
the laws of classical physics suffice. Remember that quantum aspects of pro-
cesses are always present because without the quantum of action matter would
not be stable.

In the quantum world the manifest side is the classical material world of
measuring instruments in which the subtle quantum processes are displayed.
Physicists are happy to talk about the manifest world but would much rather
remain silent about the subtle side, at times implicitly denying its existence.
Hence they are quite content to talk simply about the result of measurement,
leaving the physical processes responsible for these effects as not describable,
justifying their position by appealing either to operationalism or appealing to
some dubious quasi-philosophical notion of reality, or rather lack of it. I feel
this approach, while being ‘safe’, leaves out the essential core of what physicists
should be concerned with.

When we turn to consider the question of mind we find the manifest side
involves a complex of electrochemical processes occurring in neurons, between
neurons and in other process in the brain. The more subtle side concerns the
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significance of these manifest processes. For example if we are walking down a
dark lane at night and we hear an unrecognisable sound behind us we can im-
mediate feel the rush of adrenaline and other chemical discharges throughout
our tensing body. We then see that there is the fox scurrying off in the distance
and realise what was responsible for the original sound. This new information
immediately effects the body returning it to a normal relaxed state. The noise
is an input of information whose meaning is not clear and could signify danger
so the appropriate chemical responses are activated. When new information ar-
rives the meaning of which is clear it activates a new set of chemical responses.
Thus information is active in producing physical responses. Thus the material
and mental sides are indivisibly linked by active information.

Thus in processes like these there is a constant interplay between the more
manifest side of a process and the more subtle side. As we penetrate into the
more subtle side we find that it too can be analysed into a more manifest
side comprising those ideas that are more stable and more robust, while in
the background we become aware of more subtle nuances, which can them-
selves be further analysed. There is no end to these processes as we penetrate to
deeper and deeper levels of understanding. We are never able to make a sharp
separation between mind and matter.

Thus ultimately there is no ‘mind’ that can be separated from ‘matter’ and
no ‘matter’ that can be separated from ‘mind’. There are merely many degrees of
enfoldment. As a given level under consideration changes, a particular content
of what is somatic (manifest) and what is significant (subtle) changes. Thus
what is somatic at one level may have significance at another level which is
then carried into the next more subtle level of soma which in turn has a deeper
level of significance and so on. We can call this process soma-significance.

There is also a process where significance can change the soma as in the
example of the fox given above. Here the realisation that there is no danger
immediately changes the soma towards a relaxed state. Thus there is also the
counter movement that establishes a signa-somatic relationship.

But all of this is not merely confined to the activity of humans. This en-
folding process permeates right down to the basic levels of what is generally
called ‘inanimate Nature’. There is no material bottom level in Nature from
which everything else follows. The search for the ultimate constituents of Na-
ture will not enable us to reconstruct the Universe as it appears to us. Both Bohr
(1961) and Heisenberg (1976) recognised the limitation imposed by quantum
mechanics. They did not set out to show how quantum theory could be used to
explain the classical world. Rather they realised that what was unambiguous in
the classical world, such as position and momentum, must become ambiguous
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in the quantum domain. Here ‘ambiguity’ signifies an incomplete definition
of meaning. This explanation must not be regarded as ‘cop-out’, but stems
from the fact that all meaning must have a certain degree of ambiguity. What
Bohr brings out is that ambiguity of meaning that we normally associate with
mind also has a crucial role to play in our understanding of the behaviour of
fundamental quantum processes.

The use of Bohr’s ideas in this discussion may seem inappropriate partic-
ularly in view of the common perception that Bohm’s approach to quantum
mechanics was an attempt to criticise the ‘Copenhagen’ interpretation. It is
true that an approach called ‘Bohmian mechanics’ has been advocated as a
counter to the ‘Copenhagen Hegemony’ (see Cushing 1994). However it should
be noted that this ‘mechanics’ that Cushing embraced only shares some of the
mathematical structure used by Bohm and Hiley (1993) but none of the ideas
that Bohm held to be the important are retained in this approach. Bohm cer-
tainly did not share Cushing’s view expressed in his book. Indeed in the article
I am extensively using here we find Bohm writing,

This can best be brought out in terms of Niels Bohr’s treatment of the sub-
ject (sic quantum theory), which is the most consistent interpretation that has
been given so far, and one that has been accepted by most physicists (though
it must be noted that few physicists have studied Bohr deeply enough to ap-
preciate fully the revolutionary implications of his extremely subtly expressed
arguments).

For me the approach to quantum theory that uses the quantum potential ac-
tually clarifies some of the more ambiguous statements made by Bohr (1961).
This is particularly so in his notion of the ‘wholeness of quantum phenomena’,
which he considers necessary to understand quantum phenomena. It is the
quantum (information) potential that welds subject and object together. This
feature of ‘wholeness’ also appears in Bohr’s answer to the Einstein, Podolsky
and Rosen objection. He points out that it is not a mechanical force that acts
between the two spatially separated entangled systems, but more an “influence
on the very conditions which define the possible types of predictions regarding
the future behaviour of the system.” In the Bohm approach it is the quantum
potential that carries the information of the experimental conditions in both
of these examples. My claim is that the approach I am proposing here actually
offers an explanation of why the quantum phenomena are the way they are
but to make sense of this explanation we must introduce the notion of active
information.
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But surely the Bohm picture was an attempt to return to reductionism.
Originally that may have been the motivation but such a position cannot be
maintained consistently. What the Bohm approach does is to separate logically
the system from the measuring apparatus but we find that the quantum (in-
formation) potential actually unites the two systems into an indivisible whole.
It does this not by mechanical interactions but by a pool of common infor-
mation that is shared by the particles finding themselves in entangled states. It
is only when this potential vanishes that the classical world appears. Thus the
quantum (information) potential gives rise to the meaning of the relation be-
tween the measuring apparatus and the system under investigation. Putting it
in a different language, we can say that the system (soma 2) has a significance
within the context defined by the apparatus (soma 1), the link between them
being the active information.

Finally I want to point out that we have concentrated on the organisation
of particles in the above discussion only for simplicity. The global processes
in the brain seem to be organised in terms of fields, action potentials and so
on. But note that field theories can also be treated in exactly the same way. We
find that the fields, both scalar and electromagnetic, are organised by informa-
tion (quantum) potentials (see Bohm et al. 1987; Holland 1988 and Kaloyerou
1994). Everything we have said using particles can therefore be generalised to
fields. Here it is the fields that are organised by a super-quantum potential, so
the generalisation is straightforward in principle. The problem now is to carry
this programme further by identifying suitable processes in the brain. This is a
very important problem but space does not allow me to discuss this problem
in more detail here.
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Note

. This is the origin of Bohr’s ‘indivisibility of the quantum of action’.
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Chapter 12

Brain and mathematics

Karl H. Pribram
Georgetown University / George Mason University, USA

In describing the results of mapping brain processes I became aware of the
fact that the same mathematical formulations apply to a variety of data bases.
Not only brain processes but information measurement, thermodynamics
and quantum physics share similar and often identical formulations. The
relationships between the formulations can be portrayed by recourse to the
Fourier transformation. When this is done insights into prespace-time, into
the mind/matter dependency and into the dual of information processing
and meaning emerge.

The fundamental connecting link between mathematics and theoretical
physics is the pattern recognition capabilities of the human brain.

George Chapline Physics Reports 315 (1999:95–105)

It sometimes appears that the resistance to accepting the evidence that cortical
cells are responding to the two dimensional Fourier components of stimuli [is
due] to a general unease about positing that a complex mathematical opera-
tion similar to Fourier analysis might take place in a biological structure like
cortical cells. It is almost as if this evoked for some, a specter of a little man
sitting in a corner of the cell huddled over a calculator. Nothing of the sort is
of course implied: the cells carry out their processing by summation and inhi-
bition and other physiological interactions within their receptive fields. There
is no more contradiction between a functional description of some electronic
component being a multiplier and its being made up of transistors and wired
in a certain fashion. The one level describes the process, the other states the
mechanism. DeValois & DeValois (1988:288)

The fact that the formalism describing the brain microprocess is identical with
the physical microprocess allows two interpretations: (a) The neural micro-
process is in fact based on relations among microphysical quantum events, and
(b) that the laws describing quantum physics are applicable to certain macro-
physical interactions when these attain some special characteristics (p. 270).
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The formalism referred to describes the receptive fields of sensory neurons in
the brain cortex. These were mapped in terms of Gabor wavelets or more gen-
erally, four dimensional information hyperspaces based on Jacobi functions
(Atick & Redlich 1989) or Wigner distributions (Wechsler 1991).

Pribram (1991) Epilogue

A personal road of discovery

The story of how, as a non-mathematician, my interest was engaged in Gabor-
like mathematics is worthwhile repeating. Why would I follow such a path,
when so many neurophysiologists and experimental psychologists shun, with
the exception of statistical analyses, mathematical expressions (one could say,
mathematical metaphors) in attempts to understand brain/mind transactions?

The story begins in the late 1930s, working in Ralph Gerard’s laboratory at
the University of Chicago. Gerard showed us that a cut separating two parts of
the brain cortex did not abolish transmission of an electrical stimulus across
the separation as long as the parts were in some sort of contact. Meanwhile,
I discussed these observations with my physics professor. I argued with both
Gerard and the physicist that such large scale phenomena could not account
for the brain processes that allowed us to perceive, think and act. Gerard, of
course, agreed but insisted that more than simple neuronal connections were
important in understanding brain function. My physics professor also agreed
but had nothing to offer. He may have mentioned quantum physics but was
not versed in it.

At about the same time, Walter Miles, Lloyd Beck and I were pondering
the neural substrate of vision. I was writing an undergraduate thesis on reti-
nal processing in color sensation under the supervision of Polyak, making the
point that beyond the receptors, the bipolar cells seemed to differentiate the
three color bands to which the receptors were sensitive into a greater number of
more restricted bandwidths. We bemoaned our inability to come up with some
similar understanding for form vision. I distinctly recall saying: “wouldn’t it be
wonderful if we had a spectral explanation for brain processing of black and
white patterns.”

By 1948 I had my own laboratory at Yale University and began a collab-
oration with Wolfgang Koehler who told me of his Direct Current hypothesis
as the basis for cortical processing in vision. He and demonstrated to me and
my laboratory PhD students, Mort Mishkin and Larry Weiskrantz just how the
anatomy of the auditory system would explain how the scalp auditory at the
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apex of the skull was transmitted by the brain’s tissue: no neural connections
needed. Shades of my experience with Gerard.

This time I set to work to test Koehler’s hypothesis. We worked together
with monkeys and humans displaying a white cardboard in front of their eyes
and recorded from their visual cortex. (It was easy in those days to do such ex-
periments with awake humans with their permission. Surgery had been done
for clinical purposes with local anesthesia of the scalp – touching the brain it-
self is not felt by the patient.) Indeed we found a Direct Current (DC) shift
during the display. One of my students and I then repeated the experiment us-
ing auditory stimulation in monkeys and obtained the same result in recording
from the auditory cortex. (See Pribram 1971 Lecture 6 for review.)

In addition, I created minute epileptogenic foci in the visual cortex of mon-
keys and tested for their ability to distinguish very fine horizontal from vertical
lines. Once electrical seizures commenced as shown by electrical recordings
from their visual cortex I expected their ability to distinguish the lines to be
impaired and even totally lost. The recordings showed large slow waves and
total disruption of the normally patterned electroencephalogram (EEG).

Contrary to expectation, the monkeys performed the task without any de-
ficiency. Koehler exclaimed: “Now that you have disproved not only my theory
of cortical function in perception but everyone else’s, as well, what are you go-
ing to do?” I answered: “I’ll keep my mouth shut”. In fact, I refused to teach a
course on brain mechanisms in sensation and perception when I transferred to
Stanford University (in 1958) shortly thereafter.

I did not come up empty-handed, however. What did occur was that the
epileptic seizures delayed the monkeys’ learning of the task some seven fold.
This led to another series of experiments in which we imposed a DC current
across the cortex from surface to depth and found that a cathodal current de-
layed learning while an anodal current enhanced it. There is more to this story
but that has to wait for another occasion.

Once at Stanford I turned to other experiments that demonstrated cortical
control of sensory input in the visual and auditory systems, feedback processes
that were important to the conceptions Miller, Galanter and I had put forward
in “Plans and the Structure of Behavior” (1960).

Some years into my tenure at Stanford, Ernest Hilgard and I were dis-
cussing an update of his introductory psychology text when he asked me about
the status of our knowledge regarding brain physiology in perception. I an-
swered that I was dissatisfied with what we knew: I and others had disproved
Koehler’s (1958) suggestion that perception could be ascribed to direct current
brain electrical fields shaped like (isomorphic with) envisioned patterns. Hubel
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and Wiesel (1968) had just shown that elongated stimuli such as lines and edges
were the best shapes to stimulate neurons in the primary visual receiving cor-
tex – and that perception followed from putting together something like stick
figures from these elementary sensitivities. As much of our perception depends
on shadings and texture, the stick figure approach failed for this and other rea-
sons to be a satisfactory. I was stumped. Hilgard, ordinarily a very kind and
patient person seemed peeved and declared on a second encounter, that he did
not have the luxury of procrastination as he had to have something to say in
the text. So he asked once again to come up with some viable alternative to the
ones I had so summarily dismissed.

I took the problem to my laboratory group and told them about Hilgard’s
problem and my dissatisfaction with the two extant proposals. I added that
there was one other suggestion that had been offered which had the advantage
that neither I nor anyone else knew how it might work either neurologically
or with regard to perception: Lashley (1942) had proposed that interference
patterns among wave fronts in brain electrical activity could serve as the sub-
strate of perception and memory as well. This suited my earlier intuitions, but
Lashley and I had discussed this alternative repeatedly, without coming up with
any idea what wave fronts would look like in the brain. Nor could we figure
out how, if they were there, how they could account for anything at the be-
havioral level. These discussions taking place between 1946 and 1948 became
somewhat uncomfortable in regard to Don Hebb’s book (1948) that he was
writing at the time we were all together in the Yerkes Laboratory for Primate
Biology in Florida. Lashley didn’t like Hebb’s formulation but could not ex-
press his reasons for this opinion: “Hebb is correct in all his details but he’s just
oh so wrong”.

Within a few days of my second encounter with Hilgard, Nico Spinelli a
postdoctoral fellow in my laboratory, brought in a paper written by John Eccles
(Scientific American, 1958) in which he stated that although we could only
examine synapses one by one, presynaptic branching axons set up synaptic
wavefronts. Functionally it is these wavefronts that must be taken into con-
sideration. I immediately realized (see Fig. 1–14, Languages of the Brain 1971)
that axons entering the synaptic domain from different directions would set
up interference patterns. (It was one of these occasions when one feels an utter
fool. The answer to Lashly’s and my first question as to where were the waves
in the brain, had been staring us in the face and we did not have the wit to see
it during all those years of discussion.)

Within another few days I received my current edition of Scientific Amer-
ican in which Emmet Leith and J. Upatnicks (1965) describe how recording of



Brain and mathematics 

interference patterns on film tremendously enhanced storage and processing
capability. Images could readily be recovered from the store by appropriate pro-
cedures that had been described by Dennis Gabor (1946) almost two decades
earlier. Gabor called his mathematical formulation a hologram.

Using the mathematical holographic process as a metaphor seemed like a
miraculous answer to Hilgard’s question. Shading, detail, texture, everything
in a pattern that we perceive can be accomplished with ease. Russell and Karen
DeValois (1988) book on “Spatial Vision” and my (1991) book “Brain and
Perception” provide detailed reviews of experimental results that support the
conjecture that holography is a useful metaphor in coming to understand the
brain/mind relation with regard to perception. Here I want to explore some
further thoughts engendered by this use of a mathematical formulation to
understand the brain/mind relation.

Some years later, in Paris, during a conference sponsored by UNESCO
where both Gabor and I were speakers, we had a wonderful dinner together.
I told him about the holographic metaphor for brain processing and we dis-
cussed its Fourier basis. Gabor was pleased in general but stated that “brain
processing [of the kind we were discussing] was Fourier-like but not exactly
Fourier.” I asked, what then might such a relation look like and Gabor had
no answer. Rather we got onto a step-wise process that could compose the
Fourier – an explanation that I later used to trace the development of the brain
process from retina to cortex. Gabor never then nor later told me about his
1946 contribution to communication theory and practice: that he had devel-
oped a formalism to determine the maximum compressibility of a telephone
message that renders it still intelligible. He used the same mathematics that
Heisenberg had used to describe processes in quantum physics and therefore
called his “unit” a quantum of information. It took me several years to lo-
cate this contribution which is referred to in Likleiter’s article on acoustics in
Stevens (1951) Handbook of Experimental Psychology.

Does this application indicate that the formalism of quantum physics ap-
plies more generally to other scales of inquiry? Alternatively, for brain func-
tion, at what scale do actual quantum physical processing take place? At what
anatomical scale(s) do we find quantum coherence and at what scale does
decoherence occur? What relevance does this scale have for our experience
and behavior?

To summarize: The formalisms that describe the holographic process and
those that describe quanta of information apparently DO extend to scales other
than the quantum. Today we use quantum holography to produce images with
the technique of functional Magnetic Resonance (fMRI). The quantities de-
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scribed by terms of the formalisms such as Planck’s constant will, of course,
vary but the formulations will to a large extent be self-similar. The impor-
tant philosophical implications for the brain/mind issue have been addressed
in depth by Henry Stapp on several occasions (e.g. 2003, “The Mindful Uni-
verse”) as well as by many others including myself (e.g. Pribram 1997, What is
mind that the brain may order it?).

Scale

Deep and surface processing scales

Brain, being material, has at some scale a quantum physical composition. The
issue is whether the grain of this scale is pertinent to providing insights into
those brain processes that organize experience and behavior. In my book “Lan-
guages of the Brain” (1971) I identify two very different scales at which brain
systems operate. One such scale, familiar to most students of the nervous sys-
tem, is composed of circuits made up of large fibers usually called axons. These
circuits operate by virtue of nerve impulses that are propagated along the fibers
by neighborhood depolarization of their membranes.

But other, less well popularized, operations take place in the fine branches
of neurons. The connections between neurons (synapses) take place for the
most part within these fine fibers. Pre-synaptically, the fine fibers are the termi-
nal branches of axons that used to be called teledendrons. Both their existence
and their name have more recently been largely ignored. Postsynaptically, the
fine fibers are dendrites that compose a feltwork within which connections
(synapses and electrical ephapses) are made in every direction. This feltwork
acts as a processing web.

The mathematical descriptions of processing in the brain’s circuits needs
to be different from the descriptions that describe processing in fine fibers. The
problem that needs to be addressed with regards to circuits is that the connect-
ing fibers are of different lengths and diameters that can distort the conduction
of a pattern. The problem that needs addressing with regards to fine fiber pro-
cessing is that, practically speaking, there are no propagated impulses within
them so conduction has to be accomplished passively. Roberto Llinas (2000;
Pellionitz & Llinas 1979, 1985) has provided a tensor theory that addresses
the propagation in circuits and my holonomic (quantum holographic) theory
models processing in the fine fibered web.
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For me it has been useful to compare Llinas theory with mine to be able
to detail their complementarity. The primary difference between the theories
rests on the difference between the neural basis each refers to: Llinas is model-
ing neural circuits, what I (Pribram 1997; Pribram & Bradley 1998) have called
a surface processing structure. Holonomic theory models what is going on in
the fine fibered parts of these circuits, what I have referred to as deep process-
ing. (The terms were borrowed from Noam Chomsky’s analysis of linguistic
structure and may, perhaps be able to provide a neurological account of these
aspects of linguistic processing.)

Despite the different scales of these anatomical substrates, both Llinas and
I emphasize that the processing spacetime in the brain is not the same as the
spacetime within which we ordinarily get about. Llinas developed a tensor the-
ory that begins, as does holonomic theory with oscillators made up of groups
of neurons or their fine fibered parts. Next both theories delineate frames of
reference that can be described in terms of vectors. Llinas uses the covari-
ance (and contravarience) among vectors to describe tensor matrices where
the holonomic theory uses vectors in Hilbert phase space to express the co-
variance. Llinas’ tensor metric is not limited to orthogonal coordinates as is
holonomic theory. (Llinas indicates that if the frame of reference is thought
to be orthogonal, proof must be provided. I have provided such evidence in
“Brain and Perception” and indicated when orthogonality must be abandoned
in favor of non-linearity.)

In keeping with his caveat, Llinas does use the Fourier transform to de-
scribe covariation for the input, that is the sensory driven vectors: “[There
are] two different kinds of vectorial expressions both assigned to one and the
same physical location P, an invariant. The components v/i of the input vector
are covariant (they are obtained by the orthogonal projection method) while
the components v\j of the output vector are contravariant (obtained by the
parallelogram method)” (Pellionitz & Llinas 1985:2953). As in the holonomic
theory, the tensor theory needs to establish entities and targets and it does this
(as in the holonomic theory (see Pribram 1991, Lectures 5 and 6) by using
the motor output to create contravariant vectors. The covariant-contravariant
relationship is combined into a higher level invariant tensor metric.

Thus Llinas states that “sensory systems in the CNS are using expressions of
covariant type while motor systems use components of a contravariant type”
(p. 2953). This is similar to the use of motor systems in “Brain and Percep-
tion” to form Lie groups to produce the perception of invariants basic to object
perception. Llinas’ theory is more specific in that it spells out contravariant
properties of the motor process. On the other hand, Holonomic theory is
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more specific in specifying the neural substrate produced by nystagmoid and
other such oscillating movements (that result in co-ordination of pixels moving
together against a background of more randomly moving pixels).

Another advantage of the holonomic theory is that it can explain the fact
that the processes that form the experiencing of objects, project them away
from the processing medium. “Projection” can be experienced by viewing a
transmission hologram. Georg von Bekesy (1967) demonstrated this attribute
of visual and auditory processing by arranging a set of vibrators on the skin
of the forearm. Changing the phase relations among the vibrators resulted in
feeling a point stimulus moving up and down the skin. Bekesy then placed
two such arrays of vibrators, one on each forearm. Now, with appropriate ad-
justments of phase, the sensation obtained was a point in space in front of
and between the arms. A similar phenomenon occurs in stereophonic sound:
adjusting the phase of the sound coming out of the two or more speakers
projects the sound away from the speakers (and, of course the receiver where
the processing is actually occurring).

There is more to the rich yield obtained by comparing the Tensor theory to
the Holonomic theory. For instance, Pellionisz and Llinas develop a look-ahead
module via Taylor-assemblies that are practically the same as the anticipatory
functions based on Fourier series (Pribram 1997).

The two theories also converge as Tensor Theory is based on “a coinci-
dence of events in which both the target and interceptor merge into a single
event point. This is an invariant known in physical sciences as a four dimen-
sional Minkowski-point or world-point” (Pellionitz & Llinas, p. 2950). Holo-
nomic Theory also requires a high-dimensional position-time manifold. “As
originally implied by Hoffman (1996) and elaborated by Caelli et al. (1978),
the perceptual representation of motion should be subject to laws resembling
the Lorenz transformations of relativity theory.” This means that the Poincare
group (Dirac 1930; Wigner 1939) is relevant, requiring a manifold of as many
as ten dimensions. In the context of modeling the brain process involved in the
perception of Shepard figures, what needs to be accomplished “is replacing the
Euclidian group [that ordinarily describes geodesics] with the Poincare group
of space time isometries, the relativistic analogues of geodesics –” (Pribram
1991:117).

Both theories handle the fundamental issue as to “how can coordinates be
assigned to an entity which is, by its nature, invariant to coordinate systems”
(Pellionez & Llinas, p. 2950). The very term “holonomy” was chosen to portray
this issue.
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It is fitting that surface structure tensor circuit theory uses insights from
relativity theory while deep structure holonomy regards quantum-like process-
ing. As physicists struggle to tie together relativity and quantum field theory in
terms of quantum gravity, perhaps further insights will be obtained for under-
standing brain processing (Hameroff & Penrose 1995; Smolin 2004; Ostriker &
Steinhardt 2001).

The main practical difference between the theories is that in the Tensor
Theory, time synchrony among brain systems (which means correlation of
their amplitudes) is all that is required. Holonomic theory indicates that a
richer yield is obtained when phase coherence is manifest. Principle compo-
nent analysis will get you correlations but it takes Independent Component
Analysis (equivalent to 4th order statistics) to capture the detail (e.g. texture)
represented in the phase of a signal (King, Xie, Zheng, & Pribram 2000).

Some of the relationships between the theories are being implemented in
the production of functional Magnetic Resonance Imaging (fMRI). Heisen-
berg matrices (representations of the Heisenberg group) are used and combine
in what is called quantum holography (that is, holonomy) with the tensor
geometry of relativity (Schempp 2000).

Llinas, in a book called the “i of the vortex” (2001) spells out in detail
the primacy of the Motor Systems not only in generating behavior but also in
thinking (conceptualized as internal movement) and the experience of the self.
This is an important perspective for the psychological and neurosciences (see
e.g. Pribram in press) but addresses issues beyond the scope of this essay.

Quantum Brain Dynamics

Henry Stapp in two excellent articles (Stapp 1997a and b) reviews the devel-
opment of quantum theory and outlines how it is essential to understanding
the mind/brain relationship. Stapp sets up the issue as follows. “Brain pro-
cess is essentially a search process: the brain, conditioned by earlier experience,
searches for a satisfactory response to the new situation that the organism faces.
It is reasonable to suppose that a satisfactory response will be programmed by
a template for action that will be implemented by a carefully tuned pattern of
firings of some collection of neurons. The executive pattern would be a quasi-
stable vibration that would commandeer certain energy resources, and then
dissipate its energy into the initiation of the action that it represents.” Patterns
of firings and quasi-stable vibrations are, what I have termed the surface and
deep structures of processing that are represented by Llinas’ Tensor and my
Holonomic Theories respectively.
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Stapp goes on to note that “If the programmed action is complex and re-
fined then this executive pattern must contain a great deal of information and
must, accordingly, be confined to a small region of phase space.” Holonomic
theory indicates that spread functions such as those that compose holography,
do indeed make it possible to contain a great deal of information within a small
region (patches of dendritic receptive fields) of phase space. Stapp further notes
that “the relative timing of the impulses moving along the various neurons, or
groups of neurons, will have to conform to certain ideals to within very fine lev-
els of tolerance. How does the hot, wet brain, which is being buffeted around by
all sorts of thermal and chaotic disturbances find its way to such a tiny region
in a timely manner?” Llinas’ Tensor Theory deals with the timing issue.

Further: “How in 3n dimensional space (where n represents some huge
number of degrees of freedom of the brain) does a point that is moving in a
potential well that blocks out those brain states that are not good solutions to
the problem – but does not block the way to good solutions find its way in a
short time to a good solution under chaotic initial conditions?” Stapp notes
that classical solutions to this problem won’t work and that “the quantum sys-
tem [will work as it] has the advantage of being able to explore simultaneously
(because the quantum state corresponds to a superposition of) all allowed pos-
sibilities.” Stapp provides a viable metaphor in a glob or cloud of water acting
together rather than as a collection of independently moving droplets. “The
motion of each point in the cloud is influenced by its neighbors.”

However, classical holography will also do just this. But the advantage of
holonomy, that is quantum holography, is that it windows the holographic
space providing a “cellular” phase space structure, in patches of dendritic fields
thus enhancing the alternatives and speed with which the process can operate.
In short, though the information within a patch is entangled, cooperative pro-
cessing between patches can continue to cohere or de-coherence can “localize”
the process.

With regard to evidence regarding the scale at which quantum processes
are actually occurring, a number of publications have reported that quantum
coherence characterizes the oscillations of ions within neural tissue channels.
(e.g. see Stapp 1997; and Jibu et al. 1994; Jibu & Yasue in this volume). The
question immediately arises as to whether decoherence occurs when the chan-
nels communicate with each other and if so, how. Stapp notes that “phase
relationships, which are essential to interference phenomena, get diffused into
the environment, and are difficult to retrieve. These decoherence effects will
have a tendency to reduce, in a system such as the brain, the distances over
which the idea of a simple quantum system holds.”
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Hameroff and Penrose (1995) have also dealt with the limited range over
which quantum coherence can operate. These authors suggest that excitation at
the microtubular scale follows quantum principles but that decoherence self-
organizes towards the end of an axon or dendrite. Davydov (see Jibu this vol.)
Ross Adey (1987) and I (1991) have independently proposed that microtubular
quantum coherence provides saltatory coupling between dendritic spines and
saltatory conduction in between nodes of Ranvier in axons via soliton waves
(see also, Jibu & Yasue this volume). Soliton waves would thus provide a longer
range over which coherence can be maintained.

An additional mechanism for coherent channel interaction has been pro-
posed by Jibu, Pribram and Yasue (1996). This proposal focuses on the phos-
pholipd bilayer that composes the membrane within which the channels occur.
The phosphate parts of the molecule are hydrophilic capturing water as in a
swamp. The water in such a region can become ordered into a super-liquid
form that, by way of boson condensation, can act as a superconductor. Chan-
nels become connected over a limited distance by a transitional process that is
quantum-like at a somewhat larger scale than the channels per se.

Thus, at the neural systems scale, there are two quantum-like fields, one
pre-synaptic composed by the fine branching of axons as they approach the
synapse; the other post-synaptic composed of the fine branches of dendrites.
Hiroomi Umezawa and his collaborators (Stuart, Takahashi, & Umezawa 1979)
pointed out that not only quantum but “classical” processing can be derived
from quantum field theory. The relevance of all this to the brain/mind issue is
that both Umezawa and Giuseppe Vitiello (2004) have, on the basis of math-
ematical insights, proposed that interactions among these two quantum brain
fields is necessary for self-reflective consciousness to occur. Hiley notes: “this
is part of a bigger mathematical structure of bi-algebras that Umezawa and Vi-
tiello are exploring. The doubling arises from a natural duality.” I add, could
this doubling arise from the nature of the Fourier relationship? The Fourier
transformation results in a complex number that represents both a real and a
virtual line, a built-in duality.

My question is not an idle one. Our optical system performs a Fourier
transform that results in the dual of real and virtual. One of these must be
repressed in getting about in the space-time world. But the repression is in-
complete. Experiments using glasses that invert the optical image to make the
world look upside down, have shown that actively moving about re-inverts the
image so that the world again looks “normal”. Re-reversal takes place over time
when the glasses are removed. Vitiello’s “double” is thus twice unveiled.
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To return to the topic of “scale”: In the brain, at what scale does deco-
herence initially occur? There are two types of processes that are excellent
candidates. The local chemical activities, constituted of neuro-transmitters,
neuro-modulators and neuro-regulators appear, at present, not to share prop-
erties that are best described in quantum terms. Their operation transforms the
entangled quantum processes into larger scale influences on neural circuitry
especially at synaptic sites. A second locus for decoherence is the region of the
axon hillock. It is here that the passive conduction of dendritic activity influ-
ences the spontaneous generation of the discrete impulses that transmit the
results of processing at one location to another location via neural circuitry.

Formalisms

The quantum formalism

The initial quotation introducing this essay is from the ending of an excellent
paper by George Chapline (1999) entitled “Is theoretical physics the same thing
as mathematics”. Chapline’s provocative title employs a bit of poetic license.
Nonetheless the paper provides considerable insight as to the applicability of
the quantum formalism to other scales of inquiry. Chapline shows that quan-
tum theory “can be interpreted as a canonical method for solving pattern
recognition problems” (p. 95). In the paper he relates pattern recognition to
the Wigner-Moyal formulation of quantum theory stating that this “would be
a good place to start looking for a far reaching interpretation of quantum me-
chanics as a theory of pattern recognition” (p. 97). In a generalization of the
Wigner- Moyal phase space he gives the physical dimensions as the Weyl quan-
tization of a complete holographic representation of the surface. He replaces
the classical variable of position within an electromagnetic field with ordinary
creation and annihilation operators. He shows that “representing a Riemann
surface holographically amounts to a pedestrian version of a mathematically
elegant characterization of a Riemann surface in terms of its Jacobian variety
and associated theta functions” (p. 98). This representation is equivalent “to
using the well known generalized coherent states for an SU(n) Lie algebra”
(p. 98). This is the formalism employed in “Brain and Percption” (Pribram
1991) to handle the formation of invariances that describe entities and objects.

There is much more in Chaplin’s paper that resonates with the holonomic,
quantum holographic formulations that describe the data presented in “Brain
and Perception”. These formulations are based on quantum-like wavelets, Ga-
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bor and Wigner phase spaces. Whether these particular formulations will be
found to be the most accurate is not the issue: rather it is that such for-
malisms can be attempted due to the fact that the “fundamental connecting
link between mathematics and physics is the pattern recognition of the human
brain” (p. 104).

As an example of the utility of these insights, Chapline indicates how we
might map the co-ordination of processing in the central nervous system. He
notes that “the general idea [is] that a quantum mechanical theory of informa-
tion flow can be looked upon as a model for the type of distributed information
processing carried out in the brain.” He continues, “one of the fundamental
heuristics of distributed information processing networks is that minimization
of energy consumption requires the use of time division multiplexing for com-
munication between processors, and it would be natural to identify the local
internal time in such networks as quantum phase” (p. 104). The caveat is, as
noted, that quantum phase is fragile in extent and must be supplemented by
the processes described in comparing holonomic (quantum holographic) the-
ory with the tensor theory of Llinas (which applies to neural circuitry rather
than to the fine fibered quantum holographic processing per se).

Bohm and Hiley (1981) had also undertaken a topological approach to
quantum mechanics based on a Wigner-Moyal cellular structure of phase
space. In the current volume, Hiley (this volume) carries the approach further
by relating it to Gabor’s handling of signal transmission (communication) with
what we now call a Gabor function (he called it a quantum of information)
which is the centerpiece of the Holonomic Brain theory presented in “Brain
and Perception” (1991). Hiley is able to introduce a phase space distribution
function that allows calculation of quantum probabilities without having to
resort to non-commuting dynamic variables. This makes easier the transition
to the commuting aspects of groups.

It thus shows the intimate connection with the Heisenberg group as used
by Schempp in describing the fMRI process.

Hiley goes on to note that underlying the Wigner-Moyal distribution is the
simplectic group. (Note that Chapline has focused on an SU(n) Lie group. The
simplectic group is mathematically the more general.) “The simplectic group is
in turn covered by a metaplectic group that underlies Schroedinger’s equation,
as well as Hamilton’s equation of motion and the classical ray formulation of
optics. The metaplectic ‘double’ covers the symplectic group in the same way
that the spin group SU(2) double covers the rotation group SU(3).

The importance of these insights is that “we have a mathematical struc-
ture that is basic to both classical mechanics and quantum mechanics. At this
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level there is no basic difference between the dynamical equations of classical
and quantum mechanics. The difference arises once one asserts there is a mini-
mum value for this action and equates this value to Planck’s constant h” (Hiley
this volume).

What this means is that certain results – may look as if they are quantum in
origin but in fact have nothing to do with quantum mechanics per se but arise
from the group structure that is common to both forms of mechanics. For ex-
ample the Fourier transformation is common to both classical and quantum
situations. Indeed the Fourier transformation is at the heart of of Gabor’s dis-
cussion of information transfer. Thus any results that emerge from an analysis
of either the Wigner-Moyal approach or the Bohm approach may not nec-
essarily have to do with quantum phenomena per se, and for that reason I
would like to call the emerging dynamics that I will discuss below ‘information
dynamics’. (Hiley this volume)

Observables, observations, and measurement
Just what is the specific role of the brain in helping to organize our conscious
relatedness? A historical approach helps sort out the issues. The Matter/Mind
relationship has been formulated in terms of cuts. In the 17th century the initial
cut was made by Renee Descartes (1662/1972) who argued for a basic difference
in kind between the material substance composing the body and its brain and
conscious processes such as thinking. With the advent of quantum physics in
the 20th century Descartes’ cut became untenable. Werner Heisenberg (1930)
noted a limitation in simultaneously measuring the moment (rotational mo-
mentum) and location of a (material) mass. Dennis Gabor (1946) found a
similar limit to our understanding of communication, that is, minding, be-
cause of a limitation in simultaneously measuring the spectral composition
of the communication and its duration.

These indeterminacies place limits to our observations of both matter and
mind and thus the location of the matter/mind cut. Heisenberg (1930) and also
Wigner (1972) argued that the cut should come between our conscious obser-
vations and the elusive “matter” we are trying to observe. Niels Bohr (1961)
argued more practically that the cut should come between the instruments of
observations and the data that result from their use.

In keeping with Bohr’s view, these differences in interpretion come about
as a consequence of differences in focus provided by instrumentation (tele-
scopes, microscopes, atom smashers, and chemical analyzers). Measurements
made with these instruments render a synopsis of aspects of our experience as
we observe the world we live in.
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The Fourier relationship

The formalisms found to be important in quantum measurement as it relates
to the brain/mind issue is the Fourier (1802) relationship. This relationship
states that any space-time pattern can be transformed into the spectral do-
main characterized by a set of waveforms that encode amplitude, frequency and
phase. Inverting the transform realizes the original space-time configuration.
The transform domain is “spectral” not just “frequency” because the Fourier
transformation encodes both the cosine and sine of a waveform allowing the
interference between the 90 degree phase separation to be encoded discretely
as coefficients.

The advantage gained by transforming into the spectral domain is that a
great variety of transformed patterns can be readily convolved (multiplied)
so that by performing the inverse transform the patterns have become corre-
lated. This advantage is enhanced in quantum holography (which I have called
Holonomy). Chapline (2002) in a paper entitled: “Entangled states, hologra-
phy, and quantum surfaces” argues that the simplest way to encode “funda-
mental objects – may be as multi-qubit entangled states” (p. 809). I suggest
that, impractical as it may currently seem, it would be more productive to en-
code “qulets”, wavelet transformations, to preserve phase. As noted, Lie group
theory can be used to describe how, by way of co-variation, various perspec-
tives (images) of an object can form an invariant entity (Pribram 1991). Image
processing as in tomography such as PET scans and fMRI are prime examples
of the utility of such encoding.

The diagram below provides one summary of what these measurements
indicate both at the quantum and cosmic scale. The diagram is based on a pre-
sentation made by Jeff Chew at a conference sponsored by a Buddhist enclave
in the San Francisco Bay area. I had known about the Fourier transformation in
terms of its role in holography. But I had never appreciated the Fourier-based
fundamental conceptualizations portrayed below. I asked Chew where I might
find more about this and he noted that he’d got it from his colleague Henry
Stapp who in turn had obtained it from Dirac. (Eloise Carlton a mathemati-
cian working with me and I had had monthly meetings with Chew and Stapp
for almost a decade and I am indebted to them and to David Bohm and Basil
Hiley for guiding me through the labyrinth of quantum thinking.)

The diagram has two axes, a top-down and a right-left. The top-down axis
distinguishes change from inertia. Change is defined in terms of energy and en-
tropy. Energy is measured as the amount of actual or potential work necessary
to change a structured system and entropy is a measure of how efficiently that
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Figure 1. The wave/particle dichotomy is orthogonal to the above distinction

Figure 2. Logons, Gabor elementary functions: Quanta of information
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change is brought about. Structure is classically described in numbers and their
relations to one another. Inertia is defined as moment, the rotational analogue
of mass. Location is indicated by its spatial coordinates, i.e. by the geometry of
the shape of that location.

The right-left axis distinguishes between measurements made in the spec-
tral domain and those made in spacetime. Spectra are composed of interference
patterns where fluctuations intersect to reinforce or cancel. Holograms are
examples of the spectral domain. I have called this pre-spacetime domain a po-
tential reality because we navigate the actually experienced reality in spacetime.

The up-down axis relates mind to matter by way of sampling theory
(Barrett 1993). Choices need to be made as to what aspect of matter we are
to “attend”. The brain systems coordinate with sampling have been delineated
and brain systems that impose contextual constraints on sampling have been
identified (Pribram 1959, 1971). The down-up axis indicates the emergence of
in-formation from patterns of brain processes.

My claim is that the basis function from which both matter and mind are
“formed” is the potential reality, the flux (or holo-flux, see Hiley 1996). This
flux provides the ontological roots from which conscious experiences regarding
matter as well as mind (psychological processes) become actualized in space-
time. To Illuminate this claim, let me begin with a story I experienced: Once,
Eugene Wigner remarked that in quantum physics we no longer have observ-
ables, (invariants) but only observations. Tongue in cheek I asked whether that
meant that quantum physics is really psychology, expecting a gruff reply to my
sassiness. Instead, Wigner beamed a happy smile of understanding and replied,
“yes, yes, that’s exactly correct”. If indeed one wants to take the reductive path,
one ends up with psychology, not particles. In fact, it is a psychological pro-
cess, mathematics, that describes the relationships that organize matter. In a
non-trivial sense current physics is rooted in both matter and mind (Chapline
2000, “Is physics and mathematics the same thing?”).

Conversely, communication ordinarily occurs by way of a material medium
Bertrand Russell (1948) addressed the issue that the form of the medium is
largely irrelevant to the form of the communication. In terms of today’s func-
tionalism it is the communicated sample of a pattern that is of concern, not
whether it is conveyed by a cell phone, a computer or a brain and human body.
But not to be ignored is the fact that communication depends on being embod-
ied, instantiated in some sort of material medium. This convergence of matter
on mind, and of mind on matter, gives credence to their common ontological
root (Pribram 1986, 1998). My claim is that this root, though constrained by
measures in spacetime, needs a more fundamental order, a potential that un-
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derlies and transcends spacetime. The spectral basis of the quantal nature of
both matter and of communication portray this claim.

Of matter and mind

One way of interpreting the “Fourier” diagram is that it indicates matter to
be an “ex-formation”, an externalized (extruded, palpable, concentrated) form of
flux. By contrast, thinking and its communication (minding) are the consequence
of an “internalized” (neg-entropic) forming of flux, its in-formation.

Hiley (this volume) comes to a similar perspective in that he stresses the
formative aspect of in-formation. As noted, in discussing Bohm’s quantum
potential, Hiley begins with the Wigner-Moyal approach to the Schroedinger
wave function. The real part of the equation describes what, in my formula-
tion, is ex-formation. The virtual part of the equation describes the quantum
potential: “it has no external source in the sense that the electric field has its
source in a distribution of charges. Thus it does not emerge from an interac-
tion Hamiltonian as does classical force. . . . In this sense it cannot be thought
to act as an efficient cause. It is more like a formative cause that shapes the de-
velopment of the process. . . . Thus we can think of the information as active
from within giving shape to the whole process and this shape depends on the
environment [the material context] in key ways.” In the Fourier diagram this
formative cause is labeled action (after Feinman).

Flux, measured as spectral density, is here defined (see Pribram & Bradley
1998) as change or lack thereof, basic to both energy (the amount of actual or
potential work involved in altering structural patterns) and inertia (measured
as the rotational momentum of mass). David Bohm (1973) had a concept sim-
ilar to flux in mind which he called a holomovement. He felt that my use of
the term “flux” had connotations for him that he did not want to buy into. I,
on the other hand, felt holomovement to be vague in the sense of asking “what
is moving?” We are dealing with fluctuations, and in the nervous system with
oscillating hyper- and depolarizations characterized by the field potentials we
can map from the fine fibered parts of the system.

Quantum physics is a science of matter. In quantum physics the Fourier
transformation is primarily applied in relating the position in space of a mass
to its rotational momentum (spin). Much has been written regarding the inde-
terminacy of this relationship at the lower limit of measurement, that is, that
at the limit it is impossible to accurately measure both position and moment.
This is also known as Heisenberg’s uncertainty principle.
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In the physics of matter the terms moment and position refer to a stable
status: “moment” to the inertia of a mass and “position” to its location. By con-
trast, “energy” and “entropy” in thermodynamics refer to change measured as
a quantitative amount of work necessary to effect the change and the efficiency
with which the change is carried out. Both moment (rotational momentum)
and energy are measured in terms of frequency (or spectral density) (times
Planck’s constant). Position is measured with respect to location, entropy as it
evolves over duration for instance as power, the amount of work per unit time).

The Fourier relation envisions the waveforms involved in measuring fre-
quency not as a linear continuum but rather as a clock-face-like circle – thus
one can triangulate and obtain the cosine and sine of the waveform to pro-
duce their interference and measure phase in the spectral domain. This was
Fourier’s definitive insight (or was it that of the mathematicians in Egypt with
whom he discoursed during Napoleon’s expedition?) that has made his the-
orem “probably the most far reaching principle of mathematical physics” as
Feynman has declared it. Thus, the Fourier energy-time relation becomes, in a
sense, “spatialized”.

In quantum physics very little has been made of the uncertainty involved
in relating energy and time. Dirac and especially Wigner (1972) called atten-
tion to this indeterminacy in discussing the delta function, but for the most
part quantum physicists (e.g. Bohr) have focused on the relationship between
energy and mass as in Einstein’s equation: E = mc*. By squaring c, the constant
representing the speed of light, a linear measure of time becomes “spatialized”
into an area-like concept, Minkowsky’s space-time. I will return to a discussion
of this version of time when considering brain processes. In short, much of
the thinking that has permeated theories describing matter has been grounded
in space-time, not the spectral aspects addressed by the Fourier transforma-
tion. For quantum physicists interested in the composition of matter, the
Einstein/Minkowsky spatialization of time and energy comes naturally.

For brain function, Dirac’s and Wigner’s indeterminacy in the relation be-
tween energy and time is the more cogent. As noted, during the 1970s and
1980s the maps of dendritic receptive fields of neurons in the primary visual
and other sensory cortexes were described by a space-time constrained Fourier
relation, the Gabor elementary function, a windowed Fourier transform, es-
sentially a sinc function, a kind of wavelet in phase (Hilbert) space. Gabor had
used the same mathematics that Heisenberg had used; he therefore called his
unit a “quantum of information” warning that by this he meant only to indicate
the formal identity of the formulation, not a substantive one.
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Gabor had undertaken his mathematical enterprise to determine the mini-
mum uncertainty, the maximum compressibility, with which a telephone mes-
sage could be transmitted across the Atlantic cable without any loss in intelligi-
bility. He later (1954) related this minimum uncertainty to Shannon’s BIT, the
measure of a reduction of uncertainty. In turn, Shannon had related his mea-
sure of uncertainty to Gibbs’ and Boltzman’s measure of entropy. The stage was
set for the issues of current concern in this part of the essay: a set of identical
formalisms that refer to widely different substantive and theoretical bodies of
knowledge.

Thermodynamics
Contrast the referents of the formulations in classical, relativity and quantum
physics to those in thermodynamics: First there are no references to the mo-
mentum and position of a mass. Second, the emphasis is on energy as measured
not as a pseudo-spatial quantity but as dynamic, often “free” energy. The utility
of energy for structured work (as in a steam engine) is of concern in thermody-
namics; its efficiency in structured use or rather, its inefficiency as dissipation
into unstructured heat is measured as entropy. In the diagram of the Fourier
relation, thermodynamics focuses on the upper part of the relationship (the
dynamics of energy and time) just as physics focuses on the lower part (the
statics of momentum and location of a mass or particle).

The distinction devolves on the conception of time. As noted, time in rel-
ativistic and quantum physics has been spatialized as clock time, the Kronos
of the ancient Greeks. Time in thermodynamics is a measure of process, how
quickly energy is expended. This amount of time, its duration, may vary with
circumstance. It is the “Duree” of Bergson, the Kairos of an “Algebraic Defor-
mation in Inequivalent Vacuum States” (Correlations, ed. K. G. Bowden, Proc.
ANPA, 23, 104–134, 2001).

Brain processes partake of both aspects of time. In the posterior parts of
the brain, the processes described by the Fourier transform domain, by virtue
of movement, form symmetry groups that describe invariance, that is, objects
in space and in Kronos, clock time. Alternatively, in the frontal and limbic por-
tions of the brain the processes described result in the experience of Kairos, the
duration of an episode. The evidence for these statements is reviewed in detail
in Lecture 10, “Brain and Perception”.

Meaning
Shannon (1948; Shannon & Weaver 1949) insisted that his measure of the
amount of information as the amount of reduction of uncertainty did not pro-
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vide a measure of meaning: “One has the vague feeling that information and
meaning may prove to be something like a pair of conjugate variables in quan-
tum theory, they being subject to some joint restriction that condemns a person
to the sacrifice of the one as he insists on having much of the other”. Looking at
the Fourier diagram, we can ask, which of the conjugate relationships are ap-
propriate to serving Shannon’s intuition with regard to meaning? My answer
is that it is the relationship between Shannon’s and Gabor’s measures of infor-
mation as negentropy and the location (the placement, the sampling) of a mass
on the right side of the diagram.

Meaning is, in a nontrivial sense, the instantiation in matter of informa-
tion. We might say, meaning matters. Bohm noted that his “active information”
did something, had an influence on the course of the quantum material rela-
tionship. Charles Pearce stated: “What I mean by meaning is what I mean to
do.” Doing acts on the material world we live in.

This returns us to the statements made by Stapp: “Brain process is essen-
tially a search process – the brain searches for a satisfactory response – and
then dissipates [increases the entropy of] its energy in the initiation of the ac-
tion that it represents”. Llinas also emphasizes the primacy of the motor systems
in implementing thought and in the experiencing of the self. A “satisfactory”
response is a meaningful one. “Implementation” involves acting on the world
we live in.

With regard to language, meaning is the semantic relationship between lin-
guistic “informative” patterns that ultimately lead to the deictic, “the pointing
to the lived-in material world” to which that pattern refers (Pribram 1975).

But there is another meaning to meaning, the meaning in music and in the
pragmatics (the rhetoric) of language (Pribram 1982). This meaning of mean-
ing does not involve doing. Rather it is evocative, it engages not the striped
muscular system of the body but the smooth muscles and endocrines. What is
needed to account for this form of meaning is an addition to Pearce’s “what I
mean to do”. This addition is: “What I mean by meaning is what I mean to expe-
rience.” When I walk into a concert hall I am prepared to experience a familiar
or not so familiar rendition of a repertoire. When Marc Antony addressed the
crowd at Caesar’s funeral he proclaimed: “I come to bury Caesar, not to praise
him”. The prosodics of this declamation as well as the semantics play into the
expected experience of the audience. Prosody is a right hemisphere, semantics
a left hemisphere process.

The time is ripe for untangling patterns of information from patterns of
meaning. The proposal presented here stems directly from the other analyses
undertaken. I continue to be amazed and awed by the power of mathemat-
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ical conceptualizations in understanding the roots of brain function. These
roots grow in the soil of the pattern processing of the brain, patterns we call
information and meaning.

To summarize: The formal, mathematical descriptions of our subjective ex-
periences (our theories) of observations in the quantum, thermodynamic and
communications domains are non-trivially coordinate with each other. They
are also coordinate with brain processes that, by way of projection, unify the ex-
periential with the physical. By this I mean that the experiences of observations
(measurements) in quantum physics, in thermodynamics and in communica-
tion appear to us to be “real”, that is, extra-personal. Adaptation to living in the
world makes it likely that this coordination of mathematical descriptions thus
represents the useful reality within which we operate.
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Chapter 13

Searching for the biophysics
of an elementary system

Martin Fleischmann
Salisbury, UK

In this contribution I describe research on the passage of ions through pores
in an extremely thin membrane consisting of a black lipid bilayer. Such
systems are in vitro realisations of some of the in vivo processes in living
organisms. Indeed, developments of the research might well provide a means
of exploring living matter. The analysis shows that we need to answer the
question whether the purely atomistic view is sufficient for the description of
Nature, or this requires collective dynamics (field dynamics in the physical
jargon) for the analysis of the seemingly individual phenomena (in the
present case, the passage of ions through pores). We believe that such a
change in paradigm is a necessary precondition for building a “Quantum”
bridge between matter and mind.

Research carried out during the last century has established the consensus that
Quantum Theory is the correct framework for exploring the world of atoms
and molecules. We would expect therefore that this should be equally true for
any attempt to gain an understanding of the emergence of mind from mat-
ter. This topic would appear to be a promising field for future research at the
present time. It is true, however, that Quantum Theory is still perceived as a
peculiar recipe for the description of microscopic objects each considered as
an individual, separate species. This view is shared both by biologists as well as
by philosophers and research workers engaged in the complexities of the un-
derstanding of mind. Such a prejudice forbids the emergence of a truly holistic
description which does not involve localised events but, instead, emerges from
the totality of the organism.

It will be apparent also from the papers in this volume that, during the
second half of the last century, scientists became increasingly aware that the
description provided by Quantum Mechanics is incomplete and that the be-
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Figure 1. The transmembrane ion conduction across pores in black lipid bilayers;
violation of the Second Law of Thermodynamics

haviour of condensed matter has to be understood and modelled in terms
of Field Theory (or Quantum Electrodynamics, Q.E.D., for the case of ordi-
nary matter) e.g. see Preparata (1995). Notwithstanding the rather self -evident
truth of this statement, scientists have been singularly resistant to the intro-
duction of this particular paradigm shift. Thus the validity of the applications
of Q.E.D. are challenged even though such objections have been shown to be
incorrect; the publications outlining these objections do not cite the relevant
literature so that the subject area (the discussion of the applicable paradigms)
does not advance.

In this contribution I will describe research on one particular topic, the
passage of ions through pores in an extremely thin membrane consisting of a
black lipid bilayer. Figure 1 gives the approximate dimensions of such a pore
and it will be clear that such systems allow us to select a small number of
ions (in the limit of just one ion). It will also be clear that such systems are
in vitro realisations of some of the in vivo processes in living organisms. In-
deed, developments of the research might well provide a means of exploring
living matter.
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DESCRIPTION REQUIRES
Q.E.D.

DESIGN OF EXPERIMENT

EXPERIMENTAL DATA

INTERPRETATION IN
TERMS OF C.M. OR Q.M.

PROPERTIES OF THE
SYSTEM

WE ACCEPT THE SYSTEM
AS DESCRIBED

Figure 2. The “hidden agendas” of the research projects

Research on this particular topic was part of a programme of work aimed
at exploring the validity of the Q.E.D. paradigm. However, this programme had
a somewhat different aim to that of the development of a complete mathemati-
cal theory1 namely, the question of whether one can devise experiments which
cannot be adequately explained by means of the Classical or Quantum Me-
chanical Paradigms but which could find complete interpretations within the
framework of Q.E.D. However, in view of the many objections to the Q.E.D.
of condensed phase systems, we conducted these programmes within hidden
agendas illustrated by Figure 2.

Thus, using such agendas, the systems were investigated within the ac-
cepted models of Classical and Quantum Mechanics: the influence of many-
body effects and of Q.E.D. had to emerge from the interpretation of the results.
It will be evident that this particular strategy had the advantage of avoiding the
presupposition of the importance of Q.E.D.: for example, it might well have
turned out that the effects were unimportant or not measurable. This strategy
also had the advantage of avoiding the premature criticisms of the multitude
of scientists opposed to the application of Q.E.D. to condensed phase systems.2

The overall aim has been the illustration of the development of inconsistencies
arising from the purely atomistic view of Quantum Physics. We need to answer
the question whether the description of Nature requires collective dynamics
(field dynamics in the physical jargon) for the analysis of the seemingly indi-
vidual phenomena (in the present case, the passage of ions through pores). We
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believe that such a change in paradigm is a necessary precondition for building
a “Quantum” bridge between matter and mind.

As has already been noted, the experiment design, Figure 1, selects the be-
haviour and properties of a small number of ions or molecules (ideally, just
one species, the Elementary System of the object being investigated). It will be
apparent from the papers presented at this Meeting that Consciousness must
be a consequence of the fact that Field Theory applies to the operation of the
assembly of Elementary Systems (i.e. the Compound System). It is, therefore,
an article of faith that such ideas should apply also to the operation of the ele-
mentary systems.3 However, if this hypothesis is correct, then it will always be
much more simple to derive the properties of the elementary systems (espe-
cially of the dynamics) by direct observations rather than to attempt to do this
by deconvoluting the properties of the Compound System.

In this paper we focus attention on the Biophysics of a single system, the
voltage-gated insertion of the polypeptide pore former alamethicin into black
lipid bilayers (Fleischmann 1980), illustrated in Figure 1. It has been known for
some time (Mueller 1967; Gordon 1976) that this voltage-gated insertion leads
to the creation of pores in the lipid bilayer and that the processes of the aggre-
gation and deaggregation of the pore by the polypeptide pore former leads to
steps in the transmembrane ion current, e.g. see Figure 3, taken from our own
data (Fleischmann 1980) (the system has been studied by numerous research
groups following the initial measurements (Mueller 1967; Gordon 1976)). It
will be evident that this in vitro system is a reasonable model for switch-
ing processes taking place in in vivo systems on the biomembranes of living
organisms.

It will also be apparent that observations on such an elementary system
provide ideal opportunities for investigating both the energetics and dynam-
ics of the aggregation/deaggregation processes. Thus the number of transitions
between adjacent states give direct access to the kinetics at the molecular level
while the dwell-times in each level give the energetics of that state (via the
Maxwell-Boltzmann distribution). The application of the usual equations of
electrochemical kinetics (relating the rates of the processes to the free energy
difference between the initial and final states) lead to the model for pore for-
mation/removal illustrated in Figure 4. The details of these particular processes
are not of any special interest with regard to the material presented in this pa-
per; on the other hand, the form of the energy versus number state diagram,
Figure 5, has such a special importance.

We can see that the parabolic relationship shows that the free energy is
positive at all number states (the deviations at high number states are due to the
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Figure 3. Section of a current (I) – time (t) record of the voltage gated transmembrane
ion current induced by alamethicin in a black lipid membrane

MODEL

INTERMEDIATE

Figure 4. The model for the formation/removal of a pore in the black lipid layers

contributions of several pores, see below). The form of the relationship must be
contrasted with the usual form for two-dimensional nucleation shown in the
lower part of Figure 5. In this case a positive edge energy must be combined
with a negative bulk energy leading to a maximum in the total free energy. In
consequence this maximum in the free energy acts as a free energy of activation
for the two-dimensional nucleation processes; the negative values of the free
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Figure 5. Comparison of the energetics of pore formation with the usual behaviour for
two-dimensional nucleation

energy at high number states show that two-dimensional nucleation is subject
to an upper absorbing state leading to eventual spontaneous growth. On the
other hand, pore formation in the lipid bilayer is subject to an upper reflecting
state so that the pore must again close at sufficiently long times (see Figure 3).
It is clear that we can only have this behaviour if the process of pore formation
is subject to negative edge and positive bulk free energies. It is of some interest
that the signs of these free energy terms could have been predicted from the
very fact that membranes observed in vivo are stable!

We naturally have to ask also: how can it be that the bulk free energy of
the electrolyte filling the pore is positive with respect to the free energy of the
macroscopic electrolyte? It is this fact which requires interpretation in terms
of the Q.E.D. of water (Arani 1995) and of electrolyte solutions (Del Giudice
2000). This interpretation shows that water is divided into highly structured
“Coherence Domains” and into “Incoherent Regions” which have a positive
free energy with respect to the bulk of the liquid; electrolyte is expelled from
the Coherent into the Incoherent Regions where it forms a Second Coherent
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COHERENCE
DOMAINS

INCOHERENT REGIONS

Figure 6. The model of electrolyte solutions based on the principle of Q.E.D. Coher-
ence (Arani 1995; Del Giudice 2000)

system. We can now see the reason for the positive free energy of the “bulk”
liquid in the pores within the membrane: these pores are filled by an Incoherent
Region of the electrolyte solution which has a positive free energy with respect
to the bulk of the solution.4

We can see that the phenomenology of the voltage-gated transmembrane
ion currents can be quite adequately explained in the context of the left-hand-
side of Figure 1 but that it is the detailed description of the system which
requires us to invoke the consequences of Q.E.D. We note also that we need
to invoke Q.E.D. to explain the very existence of the black lipid bilayers. Thus,
we can apply the Phase Rule (an expression of the Second Law of Thermody-
namics) to the existence of the bilayers. We can see that the complete system is
divided into three geometrically distinct phases, i.e. P = 3, by two components
(the bulk phases and the lipid) i.e. C = 2. We would expect, therefore, that the
system should conform to the usual demands of the Phase Rule:

P + F = C + 2
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where the system has two degrees of freedom. However, the description given
above shows that

3 + 2 	= 2 + 2

so that we evidently need a further actor, the consequences of Q.E.D. (compare
Del Giudice 1995). We see that the structure of the system is dictated by the
demands of this paradigm just as is the case for the structure of electrolyte
solutions.

We can see that the detailed discussion of the behaviour of the Elementary
System indicates that this consists of a single domain of the Incoherent Region
of the electrolyte. We would expect, therefore, that the dynamics of the sys-
tem should also reflect this aspect. We note that the investigation outlined in
Fleischmann (1980) showed that the system conforms strictly to a Birth-and-
Death process, i.e. that transitions only take place between adjacent states. At
the same time we note that the volume of the pores is so small that the pores
must be free of electrolyte for an appreciable fraction of the experiment time.5

If we therefore attempt to model the system in terms of the left-hand-side of
Figure 1, we would need to conclude that the conductivity of the pore has to
drop to zero when the pore does not contain electrolyte (as the current has to
drop to zero during these periods). The behaviour should therefore be as indi-
cated in the lower half of Figure 7, showing that the system cannot conform to
a “Birth-and-Death” process.

This leads us to the question; “how can it be that the system conforms to
a Birth-and Death process yet we can show that it cannot be so?” The answer
is that the “noise level” in the system is too low if we attempt to explain it’s
behaviour according to the left-hand-side of Figure 2, a phenomenon also in-
dicated by other characteristics of the system which will not be discussed here.
Evidently, we therefore have a system characterised by quantum noise or, at
least, dominated by quantum noise,6 see Figure 8.

It should be noted that we have not produced a complete mathemati-
cal description of the behaviour of the system. Such a complete description
would require the theory of stochastic processes subject to quantum noise,
a topic which was expected to raise profound difficulties (the existing the-
ory of stochastic processes is semi-classical: Quantum Mechanics is only taken
into account to the extent of recognising the existence of individual Quantum
States). Our interpretation rests instead on the application of “hidden agendas”,
Figure 2. These “hidden agendas” indicate the nature of the reasoning required
to complete the interpretation: we find that the behaviour of the ions in the
pores must be governed by the dictates of Q.E.D.



Searching for the biophysics of an elementary system 

20

10

0

20

10

i/
10

 n
an

oa
m

ps
i/

10
 n

an
oa

m
ps

8

8

16

16

24

24

32

32

milliseconds

milliseconds

Figure 7. Comparison of the experimentally observed current-time series with that
predicted from elementary considerations of the ion transduction process. Schematic
diagram.

Towards the future

By the early 1980’s we had reached a watershed in the development of this
topic. It was clear that we had developed a methodology which could be de-
veloped much further for in vitro investigations7 and it was also clear that
we could take steps to apply the methodology in vivo. Unfortunately, we then
ran into the difficulties associated with a different research project (the topic
now known as “Cold Fusion”, a topic also predicated on the application of the
Q.E.D. paradigm). These difficulties have continued in the intervening years
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A SINGLE
QUANTUM SYSTEM

Figure 8. The model of the pore revealed by the hidden agenda

and we have been unable to develop further the topic of the voltage-gated
transmembrane ion currents.

It is important here to draw attention both to a limitation of the research
carried out and to the way in which this limitation might be overcome. We
believe that we had reached an adequate illustration of the fact that one ele-
mentary system of Biophysics has to be modelled in terms of Q.E.D. This in
turn leads us to two important questions; firstly, what other illustrations can
we find in Biophysics of the need to invoke this paradigm and, secondly, if we
stay within the confines of the voltage-gated transmembrane ion currents, then
how exactly is the Elementary System (the single pore) related to the behaviour
of the Macroscopic System (an assembly of pores). We will consider briefly this
second question.

We have drawn attention to the fact that the electrochemical free energy of
the system, Figure 5, shows that we have contributions from more than one
pore at high number states. The development of the mathematical analysis
(Fleischmann 1986a) allowed us to deconvolute the experimental current-time
series up to # 20 to give the behaviour of the single pores making up the
compound system (Fleischmann 1986b). This was a somewhat pyrrhic victory
because it answered a question which was unimportant in the further develop-
ment of the subject. The question we need to answer is how the behaviour of
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Figure 9. Current measurements with an array of wire microelectrode counterelec-
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Figure 10. Current measurements with an array of circular microelectrode counter-
electrodes

a single elementary system determines the development in space and time of
further elementary systems.8 Figures 9 and 10 show how we might attempt to
answer this question. In the device of Figure 9 we would look for coincidences
in the currents of the lines in the x and y directions. Although such a device
would be less costly than the array detector, Figure 10, we believed that it was
such an array detector which would be required and which would have exten-
sive applications in other fields of electrochemistry.9 Our work was confined to
the proof of concept using a multiplexed 8 × 8 array; see Figure 11; the full im-
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Figure 11. Image of a cross of Cu wires undergoing anodic dissolution in 0.5 M
CuSO4 + 0.1 M H2SO4 as seen by an 8 × 8 array of Cu microelectrodes. The output
from the array (after suitable discrimination) was used to apply a Z – modulation to
the beam of a CRT display.

plementation of the project using arrays in the range 100 × 100 to 1000 × 1000
was beyond our reach.10

It will be clear that the space-time correlations of the generation of a mul-
tiplicity of pores would give access to the Q.E.D. of this particular many-body
system (i.e. the compound system consisting of a multiplicity of elementary
systems). Devices of this type would therefore provide a means of exploring
the link between field theory and matter.

Notes

. The basis of the discussion of the appropriate paradigm rests on the development of a
complete mathematical theory.

. This description is not completely correct from an historical point of view. We adopted
this strategy following our first investigation of the kinetics of fast reactions in solution
at very short space-times (in the range 2 × 10–22cm.s to 3 × 10–12cm.s). The reactions to
our attempts to interpret the results in terms of memory propagators and the development
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of structures with a typical size ∼10–6cm were uniformly negative and, sometimes, quite
violently so. This convinced us that the effects of Q.E.D. had to be “hidden”.

. It should be observed that the operation of the Compound Systems might be governed by
Field Theory while the elementary systems are governed by Classical and/or Quantum Me-
chanics (and the converse is equally possible!). The hypothesis which we have advanced must
therefore be verified. The material presented in this paper shows that such a verification
should be relatively straightforward. See further below.

. The division of the electrolyte into Coherent and Incoherent regions also gives a natural
explanation of a number of other puzzling phenomena such as that of Reverse Osmosis. We
have to ask: “how can it be that the larger pores of reverse osmosis membranes only allow
the passage of the solvent?” The answer must be that the pores in these membranes select
the Coherent Regions of the Electrolyte (Del Giudice 2001).

. The emptying of the electrolyte from the pores will be enhanced by the extremely short
transit time of ions in the system (say 2–6ns)

. Quantum Systems do not generate the noise which we associate with semi-classical
behaviour; they only generate the noise due to quantum fluctuations.

. Such developments included improvements in the experiment design (especially the
enhancement of the frequency response of the current measurements) and the theory of pro-
cesses subject to quantum noise (see above). See also the main text for a further important
aspect.

. The technical description is that we need to find the Lagrangian for the development of
a multiplicity of pores.

. It has been customary in electrochemistry to study a working electrode when using a
single counter electrode. It has become apparent that a considerable amount of new infor-
mation on the space-time correlations of processes on working electrodes would become
available by using such arrays of counter electrodes.

. However, we should note that elementary quantum switches would not necessarily dic-
tate that the triggering of further switches would be governed by Q.E.D. In the in-vivo system
the elementary switch may merely be a response to phenomena which do not generate
transmembrane ion currents.
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Brain and physics of many-body
problems* **
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On the basis of a recent physical theory of many-body problems developed in
our Institute,1 a model of the brain is formulated, and it is shown how some
of its typical features, such as learning and memory processes, find therein a
natural and simple explanation. In the Appendix a short surview of the
necessary mathematical formalism is finally given.

. Introduction

Although nowadays the study of natural and artificial brain plays the main role
among those researches which were indicated by N. Wiener as Cybernetics, it
seems that a very few concrete results have been obtained, in the sense that
the question how the brain works out the information received from the outside,
and which is the logic on which the operations performed by the brain are based
is still far from a satisfactory solution. Several mathematical models of brains
have been formulated (McCulloch & Pitts 1943; Caianiello 1961; Harth 1966),
and all of them, although apparently more or less different, are based upon
the same assumption, partially demonstrated by electrophysiological evidence,
that significant parameters in the description of the brain are the activity or
inactivity states of its neurons, the values of their thresholds, and the magni-
tude of their coupling coefficients. Neurons are looked on as binary elements,
whose output can be described by a two-valued function which, after obvious
normalization, is usually represented by the Heaviside unit step-function. In
this way, it is possible (Caianiello 1961) to write a system of N nonlinear alge-
braic equations (where N is the number of neurons) which once solved after
specification of couplings and thresholds, furnish the instantaneous behaviour
of the nerve net.
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Models of this type are particularly useful in order to design machines,
whose fundamental elements are artificial neurons, able to perform preas-
signed operations, as for instance pattern recognition; they also contain the
possibility of introducing learning processes, and of explaining memory as due
to the time variation of the coupling coefficients and to the formation of peri-
odical activity patterns in the firing of neurons (Caianiello 1961). It seems very
appropriate to indicate these models as simulators of neuronal networks. Being a
very drastic idealization of the reality, they represent a powerful tool of investi-
gation of the neuron dynamics, and moreover they offer undeniable advantages
in machine-designing problems, i.e. in designing active networks characterized
by certain specific features. However, in the case of natural brains, it might
be pure optimism to hope to determine the numerical values for the coupling
coefficients and the thresholds of all neurons by means of anatomical or phys-
iological methods. Moreover, as soon as one asks the question whether or not
these models can be looked on as models of the true brain, many questions
immediately arise. First of all, at which level should the brain be studied and
described? In other words, is it essential to know the behaviour in time of any
single neuron in order to understand the behaviour of natural brains? Proba-
bly the answer is negative. The behaviour of any single neuron should not be
significant for the functioning of the whole brain, otherwise higher and higher
degree of malfunctioning should be observed, unless to assume the existence
of “special” neurons, characterized by an exceptionally long half life: or to pos-
tulate a huge redundancy in the circuitry of the brain. However, up to our
knowledge, there have been no evidences which show the existence of such
“special” neurons, and to invoke the redundancy is not the best way to answer
the question.

Another possibility is the following one: the activity of any single neuron
is not significant, but rather the patterns of activity of clusters of them; what
is important is only a “quantity” somehow related to the activity of the whole
cluster, which does not change appreciably as function of the number of alive
neurons belonging to that cluster. However, apart from the difficulties offered
by the latter hypothesis, it is easily seen that it also contains the same difficulty
as the one present in the former. Moreover, any effort to support any hypothesis
of this type by means of anatomo-physiological evidence, for the time being,
does not seem to be successful.

Another remark which seems rather important is that neurons do not seem
to be the only fundamental units of the brain; or, at least, together with them
some other elements, as for instance glia cells, may play important role (Arbib
1963; Schmitt 1966).
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From all the previous considerations, it again emerges that the proposed
simulators of brain may be useful only in order to design “thinking machines”
able to perform preassigned tasks, and although all of them stemmed from
some anatomical and physiological evidence, they cannot be looked on as
describing the true dynamics of the brain.

Then, another possible approach to the brain-dynamics naturally arises.
The point of departure is that even though the elementary entities like neurons
and others could be the most fundamental, their dynamical behaviour may be
so complicated that many of their original features may become hidden un-
der the macroscopic dynamics of the brain as a whole. This hypothesis has
been recently supported by some beautiful experimental results obtained by
John (1966); he clearly demonstrated that the existence of similar and almost
simultaneous responses in several regions of the brain (a kind of long range cor-
relation) to a particular stimulation technique does not find any explanation in
terms of activity of the single nerve cells: new non-classical mechanisms have to
be looked for. It then arises naturally a possibility: since one usually ignores the
mechanism according to which the brain performs intelligent operations, but
only hypothesis (even though interesting and sometimes useful ) can be formu-
lated, one could try to give a more general description of the brain dynamics;
as we shall see later, from a phenomenological point of view it is strongly sug-
gestive of a quantum model. In other terms, one can try to look for specific
dynamical mechanisms (already known in physics of many degrees of free-
dom) which can satisfy the essential requirements of the observed functioning
of the brain.

In the following, we shall first examine which are the essential require-
ments to be satisfied by a model of the brain, and we shall later see how an
already existing physical theory can be used in order to give a quantum de-
scription of the brain, such to take into account well recognized features of the
living beings, as the capacity of learning and of remembering; moreover, the
existence of long range correlations automatically finds an explanation in the
theory itself.

. Some necessary requirements to be satisfied by a model of brain

One of the most typical features of the brain is the capacity of remembering,
that is of storing information patterns for a more or less long time interval.
More precisely, there seems a great deal of evidences for the existence of essen-
tially two types of memories, i.e., a long-term and a short-term memory (Arbib
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1964; Schmitt 1966), and it appears that we have to retain an idea for quite a
while in a short term memory before it is transferred into long-term memory.

How can we account for memory? The brain is estimated to contain 1010

neurons and ten times that many glia cells, which closely invest the neurons
and the blood vessels. Many neurons receive hundreds or thousands of fiber
connections from other neurons (Braitenberg et al. 1965). The resulting neu-
ronal nets are too complicated to be explored with the microscope, and experts
estimate that only a few per cent of the connections have actually been traced
(Schmitt 1966), and these myriad “nets-within-net” are particularly complex
and numerous in the brain cortex, the region most intimately associated with
higher mental functioning.

Especially long term memory, learning and other higher nervous functions
have been thought to result from impulses traversing such complex neuronal
nets, and individual long term memories could have their physical explana-
tion in ceaseless reverberatory passage of impulses, each in its particular net
(Schmitt 1966).

However, there seems to be some serious objections. Bioelectrical waves
in the brain can be stopped by treatment with cold, electric shock, or drugs,
without loss of memory after recovery, and moreover, memory is not lost after
many ablation experiments or when a brain is sliced in many directions so that
certainly some pre-existent networks are destroyed.

These facts suggest that memories are not “wired” into individual neuronal
nets, but are instead diffused in the brain (Schmitt 1966). The first net that
corresponds to an incoming message has its information transferred to other
nets often far from the original location of the stimuli carrying the message.

In this framework, it automatically emerges the possibility of observing
some kind of correlations between the activities of neurons (at present neurons
are much more easily observed than other systems or “entities”) even though
they are situated in places far from each other, and this has been supported by
experimental evidence (Braitenberg 1965; Ricciardi 1967).

Another remark has finally to be made: it seems that no conscious simul-
taneous recall of several memorized informations is possible; more precisely,
there are good reasons to believe that the stored information can be recalled
according to serial processes rather than in parallel, and, as it is well known,
often it happens that as soon as something has been remembered, further and
sometimes unrelated informations are recalled, too. Also this last remark, as it
will soon be seen, finds its natural explanation in the model that we are going
to propose.



Brain and physics of many-body problems 

. Outline of the model

In this section we will be concerned with the essential requirements to be satis-
fied by a model which describes the brain as a collection of very many mutually
interacting units. As it will clearly appear in the following, the model is firmly
based on the experimental evidence which was mentioned in the previous sec-
tions. In the foregoing, while exposing the logical steps to be done in order
to construct our model, we will see how naturally our argument follows the
line of an already well founded physical theory; from the latter, in order to
give a deeper development of our model, the necessary mathematical tools can
be derived.

Let us look at the brain as a system in interaction with the external world;
from the latter it receives stimuli, and as a consequence of it the system is put
into particular states. A first requirement is that these stimuli should be in some
way coded and their effects should be represented into the brain also after they
have ceased; this implies that the brain, as effect of the received stimulations,
changes its state; the states may be described by a suitable set of variables, which
in the following according to the physical terminology we will call “dynamical
variables”. In the usual models of brain these variables may be for instance iden-
tified with the binary variables describing the activity or inactivity states of the
neurons. However, for the previously mentioned reasons, here we do not in-
tend to consider necessarily the neurons as the fundamental units in the brain;
therefore, our variables should be thought as related to a certain (very large)
number of entities, essential for producing the different states of the brain;
their nature does not here need to be analysed. To be precise, our variables
must be such to describe the stationary or quasi-stationary states of the isolated
brain. According to the usual terminology of Quantum Mechanics, such states
can be classified in terms of quantum numbers associated with the invariance
of the system under certain transformations.2 We can then assume the specifi-
cation of the quantum number as the code itself; moreover only those variables
which do not change under invariant transformations will be responsible for
the storing of the information represented by the corresponding code.

These variables must be classified into sets (henceforth called independent
sets) which transform independently under a given invariant transformation;
these sets, in turn, can be labelled by the quantum numbers.3 Moreover the
classification of the independent sets depends on the choice of the invari-
ant transformations, since in general there may exist several non-commutative
invariant transformations.4
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According to different stimuli, these variables are changed to create excited
states of the quantum numbers associated to them; already at this stage the in-
formation coming to the system from the outside is coded into the brain. Since
the first requirement for memory processes is the stability, the code should be
later on transferred to the ground state of the system. This can be achieved
by means of condensation into the ground state of the coded information al-
ready held by the excited states. Such a condensation can then give account of
learning processes.

The previously invoked condensation finds its explanation in the Bose-
Einstein condensation phenomenon, well known in the physics of many-body
problems. More in detail, the condensation of Bose particles with a specific
quantum number transfers to the ground state the quantum number itself (for
instance, the Bose condensation of spin wave in the case of ferromagnetism
creates the polarized ground state). This argument requires the existence in the
brain of variables obeying the Bose-statistics. Such variables should also posses
long range property in order to supply the code to the brain system itself and to
maintain it. In other words, the interaction of such a complex system consist-
ing of a huge number of entities, has as its effect the creation of the long range
Boson correlation which regulates the brain dynamics.

In the terminology of physics, what the present model proposes is that
the brain function is a manifestation of spontaneous break-down of various
symmetries in brain dynamics and the long range Bosons mentioned above
correspond to the so called Goldstone quanta.

By means of the previous description, long term memory is related to the
ground state; short-term memories can instead be related to the existence of
meta-stable excited states.

The description of the brain as a system of an enormous number of inter-
acting entities, offers also another advantage: the gross properties of the system
should not change appreciably under destruction of a considerable number of
units, which, instead, as we mentioned before, has a catastrophic effect for the
usual brain simulators.

A final remark is that from our argument one should expect correlations
also among the neurons’ activity, which, as we said before, recently has been
already observed.
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. Concluding remarks

Although the outlined model only represents the start point of further theo-
retical researches, already at this stage some additional remarks, which sponta-
neously emerge from the previously sketched theory, are to be done.

The existence of long range correlation, by means of which fundamental
properties of the brain, as memory processes, find an explanation, seems to be
supported by experimental evidence (John 1966).5 Moreover, it also suggests
the existence of different types of short-term memory processes. In the previ-
ous section, indeed, we interpreted short term memory as related to transitions
between excited states. Such an interpretation has the advantage of giving rea-
son for the so often observed “association of ideas”; moreover, the fact that
memory is associated with the states of the brain system, leads us to predict
that several codes cannot be transferred to the brain at the same time, and it
would be useful to recall here that psychological experiments seem to show that
several memory processes may not take place simultaneously.

Also another possibility is offered, indeed, for the explanation of the short
term memory. As a matter of fact, we may consider the brain as consisting of
several regions; our previous argument may then be applied to each of these
regions, considered as physically disjoined. However, because of the existence
of long range correlation in our model, these regions should not be functionally
separated, and therefore the code held by one of them may be destroyed or
modified because of the influence of the other regions.

Another remark is the following: as we said in Section 3, the classification
of the independent sets depends on the choice of the invariant transforma-
tions, because of the possible existence of several non commutative invariant
transformations. This situation, which is an obvious property of some descrip-
tions of many-body problems, provides in this context an explanation for the
often observed “many-to-one” type response of living beings under given stim-
ulations, and at the same time it accounts for the destructive or associative
correlations in memory processes.

To conclude, we wish to remark that our present knowledge of the brain
and of the microscopic processes therein involved does not yet permit us to
guess which types of invariance may be present, even though a high num-
ber of them should certainly exist; therefore, for the moment we prefer not
to anticipate anything. However we want to point out that often in many-body
problems the possible types of invariance are suggested just by inspection of
the properties of the long range correlation; and also in the case of the brain
we feel that following this way we will eventually obtain encouraging results.
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Appendix6

Let us consider a set {Xi (�x, t)} of dynamical variables describing stationary
or quasi-stationary oscillations; by �x and t we denote the position and the
time respectively. According to the terminology of Quantum Mechanics, sta-
tionary oscillations can be described by harmonic oscillators, while the quasi-
stationary oscillations are represented by damped oscillators. These oscillators
are described by the set of real variables {Xi (�x, t)} already introduced, together
with their canonical conjugates

{
χi (�x, t)

}
; index i may in general assume both

discrete and continuous values.
Let us now indicate by ni (ni = 0, 1, 2, . . . ) the principal quantum number;

the corresponding energy Ei is then of the form:

Ei = niωi (ni = 0, 1, 2, . . .)

where ωi denotes the energy of the oscillation. Since we are concerned only
with long half-life quasi-stationary oscillations, we will consider them, in a first
approximation, as stationary oscillations.

Let us now consider the variables Xi as obeying the Bose Statistics;7 this
implies that the following commutation relations hold:[

χi (�x, t) , Xj

(�y, t
)]

= –i�δijδ
(�x – �y) .

Let us now construct the new variables ξi defined as:8

Xi =
Xj + iχj

2
.

Their hermitic conjugate ξ+j are then given by

ξ†
j

=
Xj – iχj

2

and between the ξi ’s and ξ†
j

’s the following commutation relations hold:
[
ξi (�x, t) , ξ†j

(�y, t
)]

= i�δijδ
(�x – �y). (1)

As it is well known, the principal quantum number nj is eigenvalue of the
operator∫

d3xξ†j ξj

and ξi depends on t only through an exponential factor of the form

exp
[
–iωjt

]
.
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Denoting now by Φ0 the ground state, whose energy is regarded as zero, the
states ξ†jΦ0 represent excited states whose correspondent energies are zωj. Pro-
ceeding in this way we may construct all the excited states.

The Bose-Einstein condensation appears provided there exist certain vari-
ables ξ̃j such that their ground state expectation values are non-zero, that is〈

ξ̃j

〉
= ηj 	= 0 (2)

These variables ξ̃j can then always be written in the form

ξ̃j = ξj + ηj (3)

where ξj are the already introduced operators.

Let us note that since ξj ’s obey the Bose statistics, the variables ξ̃j satisfy
the commutation relations (1), and therefore they also are canonical.

The dynamical variables may now be classified into independent sets which
independently transform under given invariant transformations, and each of
which is specified by its quantum number. Let us recall that the invariant trans-
formations are those under which the dynamical system does not change at all.

Let us now focus our attention on the independent set containing the vari-
ables ξ̃j which satisfy (2). Now, since ξ̃j carries a quantum number, because
of (3) also ηj does, and finally in virtue of (2) this quantum number is given
to the ground state. Intuitively speaking, the condensation of bosons carrying
a quantum number gives origin to a ground state which maintains the same
quantum number.

The quantum number transmitted to the ground state has to be identified
with the code introduced in Section 3.

It is obvious that any ground state of non-trivial quantum number is not
a state which is invariant under the invariant transformations. Still, such a
ground state can appear without conflicting with the invariant nature of the
system, when the energy spectra (ωi) of the bosons (ξi) are gapless.9 Here an
energy spectrum is said to be gapless when its minimum value coincides with
the energy of the ground state. The condensation of bosons can take place
without any external energy supply when the boson energy spectra are gap-
less. Since any invariant transformation can be performed without any energy
supply, the condensation in the ground state can be regulated by the invariant
transformations. It must be noted that the gapless nature of the boson energy
spectra is the origin of the long range property of the boson effects (i.e. long range
correlation).10
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The excited states ξ†iΦ0 , ξ†i ξ
†
j Φ0, etc. appear under the effect of external

stimuli, and since ξj carries a quantum number, the excited states carry addi-
tional quantum numbers: these represent the code of the short-term memory.

Let us note that the excited states may decay into lower states either because
of their intrinsic instability or because of the interaction of a particular sub-
system with the neighbouring regions.

Let us finally recall that the invariance of the considered dynamics un-
der any continuous transformation gives origin to locally conserving currents
carrying specific quantum numbers, and this is the origin if the long range cor-
relation. Noteworthy is the fact that the communication of the code (i.e. of the
quantum number) is performed only by conserving currents, and this circum-
stance automatically ensures the conservation of the code, in the sense that it
cannot spontaneously disappear.
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. Umezawa (1965, 1966); Leplae, Sen, and Umezawa (1967).

. The reader is reminded, for instance, of the angular momentum associated with spherical
symmetry.

. For example the spin doublet has 1/2 spin quantum number, associated with the spin
rotation.
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. For instance, this happens in the case of rotations in many-fold spaces.

. An extremely stable type of memory, as it is well known, seems to be linked with the
genetic code contained in the structure of DNA-molecules. The proposed model can be
utilized also in order to describe the genetic mechanisms, and again one may account for
stability by means of the condensation of the long range correlation.

. In this Appendix we present a very brief sketch of the mathematics on which our model
is based. The interested reader, however, will find a complete treatment of the theories of
the type utilized in the text in Umezawa (1966) (which is easy readable also by the non-
specialists), Leplae et al. (1967) and Umezawa (1965). Detailed mathematical considerations
on the Bose condensation will be found in Araki and Woods (1963) and Ezawa (1965).
Finally, a simple presentation of the many-body problems in terms of our framework can be
found, for instance, in Henley and Thirring (1962).

. By this we do not mean that the Bosons represent original constituents of the brain, but
rather we assume the existence of a mapping between the original variables and the Xi here
introduced. Moreover, let us stress that Bosons do not represent a pure speculative fiction;
in fact from their observed properties we must be able to identify them as realistic entities.
In this respect a very urgent and significant problem is to measure the energy spectrum of
the long range correlation.

. When no risk of ambiguity arises, for simplicity we will drop the argument (�x, t).

. Remember, for example, the crystals and ferromagnets. In the crystals the interactions
are invariant under spatial translations even though they create the lattice structure. In the
polarized magnets the interactions are invariant under the spin-rotation. In both cases there
exist certain gapless bosons.

. When there exists a long range potential of the Coulomb type, the boson energy spectra
need not to be gapless. In such a case the long range property of the boson effects comes
from that of the potential.
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Quantum Brain Dynamics and Quantum
Field Theory
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An introductory exposition of Quantum Brain Dynamics (QBD) is
presented in which the fundamental physical process of the brain can be
described within the realm of quantum field theory. QBD is nothing else but
Quantum Electrodynamics (QED) of the electric dipole field of dipolar
solitons and water molecules with a symmetry property under the dipole
rotation. The highly systematized functioning of the brain is found to be
realized by the spontaneous symmetry breaking phenomena. Memory
printing, recall and decay processes are represented by the fundamental
physical processes standing for the phase transition process, the symmetry
restoring process and the quantum tunneling process, respectively.

. Motivation

The problem of understanding the mechanism of memory in terms of funda-
mental physical processes providing the brain tissue with a highly systematized
functioning (i.e., cybernetics) has been of particular interest from both physi-
cal and physiological points of view. Since only a restricted number of modern
physicists have been interested in the problem, the conventional approach to
it has remained of phenomenological and macroscopic nature. Indeed, the
usual way for physicists and physiologists to understand the memory mecha-
nism has been at most to consider the so-called neuronal network dynamics of
transmembrane ionic transfer phenomena. The Waldeyer-Sherrington neuron
doctrine has been believed widely without recourse to any further deep consid-
eration. There, emphasis has been put on a belief that pathway conduction of
neural impulses is the sole basis for signal transfer and information processing
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in the brain. Neural impulses are macroscopic membrane potential differences
arising from the transmembrane ionic transfer phenomena.

Such a macroscopic and phenomenological approach to the problem has
been shown increasingly to fail in several directions, and a further theoretical
approach from microscopic point of view has been expected. In a series of pa-
pers Umezawa and coworkers (Ricciardi & Umezawa 1967; Stuart et al. 1978,
1979) proposed a completely new framework of brain dynamics within the
realm of quantum field theory. They considered the brain as a mixed phys-
ical system composed of the macroscopic neuron system and an additional
microscopic system. The former consists of pathway conduction of neural im-
pulses. The latter is assumed to be a quantum mechanical many-body system
interacting with the macroscopic neuron system. There, they emphasized the
importance to notice a fact that the long-range correlation of Goldstone mode
type plays an essential role in making brain dynamics highly ordered or sys-
tematized. Indeed, they developed a quantum field theoretical model of unlo-
calized memory in the brain in which memory storage is nothing but a vacuum
state of spontaneous symmetry breaking type. Such a vacuum state is realized
as a spatial domain in which all the ingredients manifest a strongly correlated
homogeneous configuration up to the quantum fluctuation. In other words, a
memory is stored in an unlocalized domain of a quantum field theoretical vac-
uum state just as the Bose-Einstein condensate in the superconducting media.
It manifests, therefore, long-range correlation and long-term stability. These
very characteristics of the quantum vacuum state well explain both nonlocal
presence and long-term stability of the memory.

The theory of the mixed physical system proposed by Umezawa and
coworkers seems to be the first approach to develop a physical framework de-
scribing the fundamental process of the brain information processing on the
basis of conventional physical principles in quantum field theory. Therefore, it
may be allowed to call the theory “Quantum Brain Dynamics” and abbreviate
it by “QBD.”

QBD is nothing but a quantum dynamics of a macroscopic many-body
system of two different types of ingredients interacting with the macroscopic
neuron system. The first ingredient is called a “corticon” and assumed to be the
fundamental dynamical element of the microscopic system. Corticons are not
spatially confined within each neuron. They are distributing both inside and
outside of neuronal membrane and constitute rather a fuzzy region of dynam-
ical exchange points. In other words, corticons manifest a global distribution
in the whole cell assembly of the brain tissue. The second ingredient is an ex-
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change boson. Corticons show a global distribution in the whole cell assembly
of the brain tissue.

Umezawa and coworkers have presented an interesting model of memory
printing and recalling processes in terms of a long-range ordered vacuum state
of the microscopic system of corticons and exchange bosons. Roughly speak-
ing, the memory printing process is nothing but a phase transition process
of the QBD vacuum state which is assumed to be of spontaneous symmetry
breaking type. The recalling process is, then, merely a creation process of Gold-
stone mode (or equivalently Goldstone bosons), that is, long-range correlation
waves with zero energy requirement.

Within the realm of QBD, it is also shown that the memory stored as a vac-
uum state of spontaneous symmetry breaking type is rendered unstable due
to the quantum tunnel effect. The decay process of the memory is then de-
scribed by the notion of the instanton just as the recall process is by that of
Goldstone boson.

The purpose of the present article is to provide the researcher in medical,
biological and computer sciences with an introductory exposition of QBD. We
avoid, therefore, the use of mathematical notations and equations, and try to
make the conceptual aspect of QBD clearer.

. Why Quantum Field Theory?

Any matter in macroscopic scale is made of as many atomic ingredients as the
Avogadro constant. It is, therefore, difficult to perform straightforward physical
analyses starting from the most fundamental principle of dynamics for atomic
ingredients, that is, quantum mechanics. Simpler systems like the harmonic
oscillator, the hydrogen atom and the helium plus ion can be solved completely
by means of the direct use of quantum mechanics. However, complex systems
with more atomic ingredients cannot be solved. Of course, this does not mean
incompleteness of quantum mechanics any more. Rather, it is our problem that
we cannot find a proper mathematical way to solve the fundamental equation
of quantum mechanics, that is, Schroedinger equation or Dirac equation for
complex systems.

This difficulty in question has forced physicists to find appropriate ap-
proximations so that certain physical aspects of macroscopic matter may be
well understood qualitatively. Knowing or guessing a typical physical aspect of
macroscopic matter, physicists look for an approximative way to solve the fun-
damental equation of quantum mechanics or to describe the typical physical
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aspect of macroscopic matter by certain phenomenological or heuristic equa-
tions which are easy to handle. For example, most of the non-living matter in
macroscopic scale have a common physical aspect to be described phenomeno-
logically by good old thermodynamics. This typical physical aspect is said to be
thermal equilibrium. Then, a systematic approximation adequate for describ-
ing or analyzing complex systems of atomic ingredients in thermal equilibrium
has been obtained. It is called “quantum statistical mechanics” or “equilib-
rium quantum statistical mechanics.” Most of the theoretical results on physical
analyses of non-living matter in macroscopic scale are given within the realm
of quantum statistical mechanics. In other words, quantum statistical mechan-
ics has been highly successful in understanding the typical physical aspect of
non-living matter in macroscopic scale.

It seems important to notice here what the success of quantum statistical
mechanics means. The basic assumption of quantum statistical mechanics is to
incorporate an approximative viewpoint that typical physical characteristics of
macroscopic matter in thermal equilibrium are same as those of less complex
systems of ideal disordered atomic ingredients without mutual correlation. The
fact that quantum statistical mechanics has had much success in understand-
ing the typical physical aspect of non-living matter in macroscopic scale claims
simply the absence of mutual correlation in such matter in actual circumstance.
In other words, macroscopic matter in thermal equilibrium can be thought
of as a complex system of atomic ingredients manifesting completely disor-
dered (i.e., uncorrelated or thermalized) dynamics so that quantum statistical
mechanics happens to give appropriate approximations.

Encouraged by the success, quantum statistical mechanics has been a lit-
tle enlarged so that it may cover complex systems out of but near thermal
equilibrium. Then, chemical and biochemical reactions of atomic ingredients
have come to fall into the competition of modern physical analysis from which
recent molecular biology has been developed extensively. Namely, nowadays
medical and biological sciences find their physical and theoretical foundation
in quantum statistical mechanics, and provide us with detailed microscopic
understanding of certain biochemical processes taking part in living matter.
Since few physicists mention explicitly that quantum statistical mechanics is
an approximative framework limiting its validity to complex systems of atomic
ingredients without mutual correlation, the researcher in medical and biologi-
cal sciences believes it to be the most fundamental physical law and also reliable
in the analysis of living matter from the microscopic point of view of quantum
mechanics.
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When the famous mathematician von Neumann saw scientists investigat-
ing dynamics of water by using the Euler equation for a perfect fluid without
viscosity, he laughed and said it was dynamics of “dry” water. Similarly, we
should keep it in mind that the picture of living matter investigated by molec-
ular biology and biochemistry in terms of quantum statistical mechanics is not
a real one but that of “dry” living matter. The meaning of this warning is that
living matter is not a complex system of atomic ingredients without mutual
correlation but those with strong mutual correlation. As it has been pointed
out by Schroedinger in his famous monumental lecture (Schroedinger 1944),
living matter is characterized by production of negentropy without recourse
to incoming information gain. In other words, living matter decreases entropy
and increases order even under the supply of energy in completely thermalized
and disordered form, whereas non-living matter in thermal equilibrium is with
maximum entropy (i.e., disorder). To investigate the correct physical aspect of
living matter, therefore, another approximative framework is needed in which
complex systems of atomic ingredients with strong mutual correlation can be
well described from the fundamental point of view of quantum mechanics. It
may be opposite, in a sense, to quantum statistical mechanics in which mutual
correlation of atomic ingredients is completely neglected.

The above quite important fact was first emphasized by a physicist H.
Umezawa in the early 1960’s. He claimed the necessity of emergence of quan-
tum field theory in describing and investigating the typical physical aspect of
living matter, because complex systems of atomic ingredients with strong mu-
tual correlation like living matter can not be treated by quantum statistical
mechanics but only by quantum field theory. In 1967 he published a monu-
mental paper with one of his Italian colleagues, L. M. Ricciardi in Kybernetik
(Ricciardi & Umezawa 1967). There, focusing on the highly systematized func-
tioning of the brain tissue as the most elaborated example of typical aspects
of living matter, emphasis is put on the role of collective mode and Goldstone
mode in quantum field theory of complex systems of atomic ingredients with
strong mutual correlation. Just as the thermal equilibrium is the key concept
in approximative physical analyses of complex systems of atomic ingredients
with vanishing mutual correlation by means of quantum statistical mechanics,
collective mode and Goldstone mode are the key concepts in those with strong
mutual correlation.



 Mari Jibu and Kunio Yasue

. A brief history of QBD

Before proceeding to the conceptual exposition of QBD in the succeeding sec-
tions, we give here a little bit of history after the original proposal of Umezawa
(Ricciardi & Umezawa 1967). Slightly later, another physicist H. Froehlich
pointed out also that collective mode or long-range coherent dynamics of
atomic ingredients in macroscopic scale may play an essential role in energy
storage of biological systems (Froehlich 1968). Coherent dipolar wave propa-
gation is shown to exist in the cytoskeletal structure of the biological cell and
exchange energy with the external electromagnetic field. Such a coherent dipo-
lar wave propagation is nothing but a collective mode of many dipolar oscil-
lations maintained by nonlocalized electrons trapped in the one-dimensional
chains of protein molecules as well as hydrogen bonds recurring therein. Due to
Froehlich’s estimation, the coherent dipolar wave propagation realizes a branch
of longitudinal electric modes in a frequency region between 1011 and 1012

sec–1, called the “Froehlich frequency.” Then, it is concluded that energy larger
than Froehlich frequency times Planck’s constant supplied to the cytoskeletal
structure of biological cells is not completely thermalized but stored in a highly
ordered fashion. Notice that thermalized energy or heat is the form of energy
characteristic to complex systems of atomic ingredients with vanishing mutual
correlation.

In the 1970’s, Umezawa proceeded to developing his original idea to de-
scribe the typical physical aspect of living matter in terms of collective mode
and Goldstone mode in quantum field theory so that the memory printing and
recalling process in the brain can be well investigated with the use of known
facts in quantum field theory. In two succeeding papers with his colleagues,
C. I. J. M. Stuart and Y. Takahashi, he presented an interesting physical pic-
ture of fundamental processes of memory printing and recalling (Stuart et al.
1978, 1979).

Memory printing is maintained by a physical process of phase transition
from disordered dynamics to ordered one of the brain tissue (i.e., cortex) seen
as a complex system of atomic ingredients called “corticons.” Memory recalling
is maintained by a physical process of symmetry restoring typical in the ordered
dynamics which can be considered as a creation process of Goldstone mode or
Goldstone boson. Phase transition from disordered dynamics to an ordered
one as well as the symmetry restoring process are both central concepts to
understand the collective mode and Goldstone mode in quantum field theory.

Much inspired by those results of incorporating quantum field theoreti-
cal method of physical analysis into the investigation of living matter initiated
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by Umezawa and Froehlich in 1960’s, several physicists began to consider in
the 1980’s biological systems of living matter as complex systems of atomic
ingredients with strong mutual correlation in which energy transfer does not
suffer from Maxwell’s demon, that is, thermalization. They have continued to
apply quantum field theory to physical analyses of various fundamental pro-
cesses taking part in biological systems of living matter and ensured Umezawa’s
and Froehlich’s original ideas (Davydov 1982; Del Giudice et al. 1982, 1985,
1986, 1988, 1992; Sivakami & Srinivasan 1983; Jibu & Yasue 1993, 1995, 1997a,
1997b; Jibu 2001). Thanks to those extensive research activities, we are nowa-
days in the best position to understand various typical physical aspects of living
matter from the very fundamental point of view of quantum field theory. QBD
is one of many examples of understanding such aspects.

. Fundamental and metabolizing systems of living matter

Most of the living matter are known to manifest a specific form of existence,
that is, the biological cell. It may be understood as the most fundamental el-
ement of biological systems. In other words, most of the biological systems
including of course the human body are made of biological cells. For the pur-
pose of making our discussion as general as possible, we will consider a typical
form of biological system as a macroscopic assembly of biological cells and
call it a “cell assembly.” A biological cell is also a macroscopic structure of
living matter which can be considered as a complex system of quite a large
number (i.e., the Avogadro constant) of atomic ingredients with strong mutual
correlation.

From a macroscopic point of view, the biological cell can be regarded
essentially as living matter called “cytoplasm” confined within a spatial re-
gion of macroscopic scale by other living matter called the “cell membrane.”
Of course, there exist other macroscopic structures embedded in cytoplasm
such as the cell nucleus, Golgi apparatus and mitochondria. However, they
may be thought of as other biological cells cooperating inside the biological
cell in question. From a microscopic point of view, cytoplasm is a complex
system of water molecules and protein molecules, and cell membrane is that
of lipid molecules and protein molecules. The former manifests a dense and
dynamical three-dimensional network structure of protein filaments (i.e., one-
dimensional chain of protein molecules) called the “cytoskeletal structure,”
surrounded by water molecules, and the latter manifesting a double layered
two-dimensional surface structure of lipid molecules patched from both inside
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and outside by a dynamical two-dimensional network structure of protein fila-
ments. There are many protein molecules embedded in the lipid bilayer of the
cell membrane which plays the role of active gates for the ionic metabolism
of the biological cell. The functioning of those protein gates has been investi-
gated intensively in molecular biology. Nowadays, they are known to control
the diffusion process of various ions between the inside and outside of the
biological cell.

Such a diffusion process of ions is a typical example of completely ther-
malized (i.e., disordered or incoherent) dynamics of atomic ingredients well
described by quantum statistical mechanics. It has been supposed, therefore,
to be the most fundamental physical process of living matter in medical and
biological sciences. This may be the limit of conventional analyses of biochem-
istry and molecular biology. For further investigation of the typical physical
aspect of living matter such as the cell assembly, the truly most fundamental
physical process should be considered from the fundamental point of view of
quantum mechanics.

Since we are not interested in completely thermalized dynamics of the
ionic diffusion process as the fundamental physical process of living matter,
we look for another possibility starting from the original ideas of Umezawa and
Froehlich. Let us neglect all the atomic ingredients taking part in the completely
thermalized dynamics of cell assembly, that is, the lipid bilayer of cell mem-
brane and protein molecules embedded therein. Then, a living matter such as
the cell assembly comes to manifest a rather simpler microscopic structure of
a huge and dense three-dimensional network of protein filaments surrounded
by and interacting with water molecules. We call this structure the “fundamen-
tal system of living matter.” Comparatively, we call the molecular biologically
well-known structure maintaining the completely thermalized dynamics of cell
assembly the “metabolizing system of living matter.” Thus, the living matter is
a mixed system composed of the fundamental system and the metabolizing
system. The latter manifests completely thermalized (i.e., disordered and in-
coherent) dynamics of atomic ingredients playing the role of heat engine to
supply energy such as the ATP cyclic process, and well described by quantum
statistical mechanics. The former manifests conversely non-thermalized (i.e.,
ordered and coherent) dynamics of atomic ingredients with strong and long-
range mutual correlation, the role and characteristic of which is the scope of
quantum field theory. The idea that the living matter is from a fundamental
point of view of physics a mixed system of coherent dynamics and incoherent
dynamics is due to Umezawa (Ricciardi & Umezawa 1967; Stuart et al. 1978,
1979). There, the fundamental system of the brain tissue as typical living mat-
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ter is called the “microscopic system,” and the metabolizing system is called the
“macroscopic (physiologically nonclassical) neuron system.”

It seems worthwhile to notice here again that both fundamental and me-
tabolizing systems of living matter are made of as many atomic ingredients as
the Avogadro constant. In this sense, they are both macroscopic systems of ex-
tremely many microscopic (i.e., atomic) ingredients. The difference between
them appears only in their dynamical characteristics. Namely, the fundamen-
tal system manifests ordered dynamics of atomic ingredients with strong and
long-range mutual correlation which may be well described by quantum field
theory. The metabolizing system manifests disordered dynamics of atomic in-
gredients with vanishing mutual correlation such as ionic diffusions which has
been well investigated by quantum statistical mechanics.

. Physical picture of the fundamental system of living matter

Let us investigate the essential characteristic of the fundamental system of liv-
ing matter. First, we visualize relevant degrees of freedom of the fundamental
system of living matter, that is, a huge and dense three-dimensional network
of protein filaments surrounded by and interacting with water molecules. Al-
though the network of protein filaments changes its form and connectivity
due to spatial motion of protein filaments, such degrees of freedom belong
no longer to the fundamental system. This is simply because such a dynamical
change of the network structure is driven by disordered dynamics of protein
filaments and belongs to the metabolizing system of living matter. Indeed,
the dynamical change of the network structure of protein filaments (i.e., cy-
toskeletal structure) results in protoplasmic streaming. We may be allowed,
therefore, to regard the network structure of protein filaments as a mere back-
ground for the coherent and dynamics of the fundamental system. Thus, the
first degree of freedom we are looking for in the fundamental system of living
matter may be found as an internal degree of freedom of the background three-
dimensional network structure of protein filaments free from thermalization
(i.e., Maxwell’s demon).

In 1979 such a degree of freedom was found by Davydov as a coherent
dipolar solitary wave propagation along the one-dimensional chain of protein
molecules such as the protein filament (Davydov 1979). In quantum field the-
ory, a coherent solitary wave propagation is considered as a localized degree of
freedom maintaining and carrying energy without loss due to thermalization,
and it is called the “Davydov soliton” or “dipolar soliton.” Namely, energy in-
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coming from the metabolizing system of living matter through the ATP cyclic
process to the fundamental system of living matter induces first dipolar solitons
localized in each protein filament. As a specific character of soliton in quan-
tum field theory, energy stored in soliton form is kept free from thermalization
and belongs to the fundamental system of living matter, though creation of
soliton is triggered by incoherent and disordered interaction with the metabo-
lizing system. In other words, the creation and annihilation process of dipolar
solitons plays the role of a gateway between metabolizing and fundamental
systems. The dipolar soliton is a collective mode of many dipolar oscillations
maintained by nonlocalized electrons trapped in the one-dimensional chain
of protein molecules and may be regarded as the first degree of freedom of
the fundamental system of living matter. It is a quantum mechanical degree
of freedom representing electric dipole moment localized in each background
protein filament. In the case of brain tissue, Stuart et al. (1978, 1979) called it
the “corticon.” In the general case of cell assembly, we call it simply “dipolar
soliton.” Thus the first degree of freedom of the fundamental system of living
matter is found to be the dipolar soliton localized in each protein filament of
the background three-dimensional network structure. It may be well visualized
from physical point of view by a quantum mechanical variable representing
nonvanishing electric dipole moment localized in each protein filament.

Let us look for the second degree of freedom of the fundamental system
of living matter. From materialistic point of view, the fundamental system of
living matter is composed of a huge and dense three-dimensional network of
protein filaments and enormously large number (i.e., the Avogadro constant)
of water molecules surrounding it. The former has been thought of as a mere
background structure for the fundamental system and plays the role of sup-
porting the existence of the first quantum mechanical degree of freedom, that
is, dipolar solitons. The latter is of purely quantum mechanical nature and
an enormously large number of atomic ingredients, that is, water molecules,
forces us to rely on quantum field theory. The water molecule, H2O, is a typical
molecule simple in its form but rich in its physical characteristics. The origin
of richness can be found, however, in simpleness of its form. Namely, due to
the spatial geometric configuration of two hydrogen atoms relative to one oxy-
gen atom, the water molecule manifests nonvanishing electric dipole moment.
Thus, the totality of enormously large number of water molecules can be well
described from a physical point of view by a quantum mechanical degree of
freedom of electric dipole moment moving and rotating freely. This is the sec-
ond degree of freedom of the fundamental system of living matter. We call it
the “water dipole moment.”
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Finally, we have obtained a physical picture of the fundamental system of
living matter. It is essentially a quantum mechanical many-body system de-
scribed by two different degrees of freedom interacting with each other, that
is, dipolar solitons localized in the background three-dimensional network
structure of protein filaments and water dipole moments surrounding them.

. What is Quantum Brain Dynamics?

Having obtained a physical picture of the fundamental system of living matter,
we are now in the best position to make a conceptual exposition of quantum
brain dynamics, QBD. Identifying the corticon in Umezawa’s original view-
point with the dipolar soliton of the fundamental system of brain tissue as
typical living matter, we may visualize the most fundamental physical process
providing the brain tissue with a highly systematized functioning within the
realm of quantum field theory. Thus, QBD is a completely new theoretical
framework to describe the fundamental physical process of the brain dynamics
that makes man human on the basis of quantum field theoretical analysis of
the fundamental system of brain tissue.

Let us start from the physical picture of the fundamental system of brain
tissue with two different degrees of freedom standing for dipolar solitons lo-
calized in the background three-dimensional network structure of protein fil-
aments and dipole moments of surrounding water molecules. The first degree
of freedom, that is, the dipolar soliton arises from a coherent solitary wave
propagation of nonlocalized electron along each protein filament. The dipolar
soliton is created at the end of each protein filament by energy gain from the
metabolizing system through, for example, the ATP cyclic process.

If we focus on the mere electric dipole moment of the dipolar soliton, we
may consider an electric dipole field confined on each protein filament. Once
created, such a confined electric dipole field is kept conserved there as long as
there exists no other electric dipole moments nearby. However, in the funda-
mental system of brain tissue, we have the second degree of freedom, that is,
electric dipole moments of water molecules surrounding the protein filaments.
Then, it is most likely that the electric dipole field on each protein filament is
no longer kept conserved and confined thereon but propagates into the spatial
region occupied by water molecules.

This suggests to us the following fact: As long as we look at the fundamental
system of the brain tissue in terms of the electric dipole field, both dipolar soli-
tons and water dipole moments can no longer be different degrees of freedom.
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In other words, the fundamental system of brain tissue can be well described by
a single degree of freedom of electric dipole field spanning the spatial volume
of the brain tissue.

Astonishingly, QBD is now translated into QED (i.e., quantum electrody-
namics) of the electric dipole field which may be easily supposed to fall into the
competition of quantum field theory.

It is found that the principal degree of freedom of QBD, that is, the cor-
ticon is not merely the dipolar soliton as was expected at first sight but also
the water dipole moment surrounding the protein filaments. The corticon in
QBD is now fully described by the electric dipole field (of both dipolar solitons
and water dipole moments) spanning the spatial volume of the brain tissue.
In this sense, we may call the fundamental system of brain tissue simply as
the “system of corticons,” hereafter. Considering the physical background of
the electric dipole field as those of dipolar solitons and water dipole moments,
we may assume that the electric dipole field manifests symmetry under rota-
tion. Namely, even if the electric dipole field on each position is rotated by any
spatial angle, the total energy of the system of corticons is kept invariant. In
quantum field theory, the total energy of the system of any field quantity plays
an important role in specifying dynamics of the field, and it is usually called
the “Hamiltonian.” So, we refer to the total energy of the system of corticons
as the Hamiltonian of the system of corticons or equivalently the Hamiltonian
of QBD. Then, we obtain the following invariant or symmetry property: The
system of corticons in QBD manifests a symmetry under the rotation of the
electric dipole field in a sense that the Hamiltonian of QBD is invariant.

At this point it seems easy to answer the question “What is QBD?” ten-
tatively. QBD is nothing but QED of the electric dipole field with symmetry
under the dipole rotation.

. Collective mode and Goldstone mode

This section is devoted to an exposition of two basic concepts in quantum field
theory, that is, the collective mode and the Goldstone mode which play the
most important roles in understanding the fundamental physical process of
QBD providing the brain tissue with the highly systematized functioning.

Let us consider the system of corticons in QBD. Recall that it is nothing else
but the totality of as many atomic ingredients with electric dipole moments as
the Avogadro constant. Then, a naïve question may arise naturally:
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We may have certainly non-living matter made of as many atomic ingre-
dients with electric dipole moments as the Avogadro constant. It is essentially
living and thinking about the beginning of our universe?

The answer is, of course, negative. It is neither living nor thinking about. As
we have emphasized in the preceding Section 2, living matter such as brain tis-
sue is the totality of atomic ingredients with strong mutual correlation, whereas
the non-living matter is that with vanishing mutual correlation. In other words,
the non-living matter made of as many atomic ingredients with electric dipole
moments as the Avogadro constant has a typical physical aspect that it man-
ifests disordered dynamics well described by quantum statistical mechanics.
There, each atomic ingredient with electric dipole moment manifests a time
evolution irrespective of the precise time evolutions of neighboring ones but
only respective to the energy transfer between them. Thus, the neighboring
electric dipole moments cancel out mutually, obtaining no net electric dipole
field any more. Conversely, the living matter made of as many atomic ingre-
dients with electric dipole moments as the Avogadro constant has a different
typical physical aspect that it manifests ordered dynamics well described by
quantum field theory. There, each atomic ingredient with electric dipole mo-
ment manifests a time evolution strongly correlated to the precise time evolu-
tions of neighboring ones. In such a peculiar situation, the neighboring electric
dipole moments no longer cancel out, but accumulate to their collective value.
Such a collective value of strongly correlated neighboring electric dipole mo-
ments given in each position provides us with the electric dipole field which is
nothing but the principal degree of freedom of the system of corticons in QBD.
This is the very reason why we should rely on quantum field theory to under-
stand the fundamental physical process taking part in the fundamental system
of living matter such as the system of corticons.

Let us investigate the fundamental physical process of the system of cor-
ticons by means of the electric dipole field arising from the ordered collective
dynamics of atomic ingredients with electric dipole moments within the gen-
eral framework of quantum field theory. We refer to Stuart et al. (1979) and
Del Giudice et al. (1985), though the essential framework had been originally
developed by Ricciardi and Umezawa (1967).

In quantum field theory, the simplest way to describe the electric dipole
field is given by a spinor field. It is a two-component complex field usually
described by a two by one matrix form. The spinor field itself does not corre-
spond directly to the collective value of electric dipole moments. In the spinor
representation, dynamical variables providing us with the electric dipole mo-
ment are the Pauli spin matrices. The electric dipole moment of the electric
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dipole field is then given by first multiplying the spinor field by the Pauli spin
matrices and then multiplying the result by the conjugate spinor field. Thus
the spinor field does not stand for the electric dipole moment, but it repre-
sents physically the field of molecular vibrations of protein filaments and water
molecules in the brain tissue from which the electric dipole field arises (Del
Giudice et al. 1985). Therefore, the spinor field of molecular vibrational field is
more essential than the electric dipole moment itself.

The corticon in QBD described by the electric dipole field of both dipolar
solitons and water dipole moments is thus found to be essentially described
by the spinor field of molecular vibrations of both protein filaments and water
molecules spanning the spatial volume of the brain tissue. Therefore, we may
be allowed to call the spinor field the corticon field. Recall that any physical
quantity such as the electric dipole moment is given by an expectation of a cer-
tain function of field variables over possible field configurations characterized
by a certain proper value of the Hamiltonian (i.e., the total energy function)
in quantum field theory. In the present case of the corticon field, the electric
dipole moment is the expectation of a quantity given by first multiplying the
spinor field by the Pauli spin matrices and then multiplying the result by the
conjugate spinor field. Then, the invariant or symmetry property of the system
of corticons in QBD under the rotation of the electric dipole field may be trans-
lated into that of the corticon field. For this aim, we present in what follows the
quantum field theoretical framework of the system of corticons in terms of the
corticon field.

The system of corticons in QBD is represented by the corticon field. The
Hamiltonian, that is, the total energy of the system of corticons is then given
by a certain functional of the corticon field, possibly depending on both its
spatial and temporal derivative. The symmetry property of the system of cor-
ticons in QBD implies that the Hamiltonian is invariant under the group of
dipole rotation. In terms of the corticon field, such a rotation group can be
well represented by the SU(2) group of complex two by two unitary matrices
with determinants equal to unity. Since we are mainly interested in the symme-
try structure of the system of corticons in QBD, we will not specify the explicit
form of the Hamiltonian as a functional of the corticon field, but concentrate
on its invariant property under the SU(2) group. In other words, the present
investigation of QBD remains general and independent of the details of the dy-
namics. Those who are interested in the explicit form of the Hamiltonian are
invited to see the appendices of Stuart et al. (1979).

Let us see the typical physical aspect of the system of corticons in QBD
which may explain the highly systematized functioning of the brain tissue. For
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this aim, we focus on the dynamics of corticons corresponding to the minimum
proper value of the Hamiltonian. Dynamics of corticons with larger proper
value of the Hamiltonian will be easily investigated on the basis of that with the
minimum one. In quantum field theory, such a dynamical state of the system
is said to be the lowest energy state or the vacuum state. The vacuum state of
the system of corticons (i.e., the corticon field) in QBD violates its original dy-
namical symmetry structure under the SU(2) group of dipole rotations. Such
a vacuum state is said to be of spontaneous symmetry breaking type. There,
corticons are all fallen into a uniform configuration of their electric dipole mo-
ments up to the quantum fluctuation, and so the original dynamical symmetry
under dipole rotations is broken.

The vacuum state of the corticon field may be well characterized by the
presence of nonvanishing uniform electric dipole moment. We call this uni-
form electric dipole moment characteristic of the vacuum state of the corticon
field the “vacuum polarization.” It represents the mean value of the uniform
electric dipole moment of every dipolar soliton and water molecule aligned
along one and the same direction. In this sense, the system of corticons in the
vacuum state of spontaneous symmetry breaking type manifests a typical phys-
ical aspect that it creates a long-range (i.e., large-scale) order in its dynamics.
Namely, there exists a long-range order so that the corticon field is system-
atized globally to realize the uniform configuration of electric dipole moment.
Umezawa and coworkers used the expression “macroscopic ordered state” to
refer to large-scale phenomena of order creation whose occurrence cannot be
explained without recourse to the action of specific quantum field theoretical
mechanisms responsible for the spontaneous rearrangement of the symmetry
attributes of the system. Thus, the vacuum state of the corticon field in QBD is
a typical macroscopic ordered state.

It is known from the Goldstone theorem in quantum field theory that in
any macroscopic ordered state, cooperative excitations of the symmetry at-
tributes appear as long-range correlation waves and behave as bosons (i.e.,
quanta obeying the Bose-Einstein statistics) whose minimum energy is zero.
They are called “Goldstone bosons” or “Goldstone modes.” Since the Gold-
stone boson manifests a continuous energy spectrum above zero, it is also
called a “gapless mode” because there exists no energy gap in the spectrum.
It is nothing else but the action of the corticon field in the vacuum state ac-
counting for the rearrangement of symmetry attributes leading to the creation
of a macroscopic order with long-term stability and nonlocal presence.

Dynamics of the corticon field in the vacuum state of spontaneous sym-
metry breaking type is a typical example of peculiar physical aspect called the
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“collective mode” in quantum field theory. Namely, the corticon field manifests
highly ordered dynamics as aligning all the electric dipole moments of corti-
cons along one and the same direction up to the quantum fluctuation. It is a
static collective mode of the corticon field which does not change in time. In
general, the collective mode of a certain field stands for a cooperative dynam-
ics of the field variable which is highly systematized and synchronized. The
collective mode provides us with an appropriate approximative framework to
describe the typical physical aspect of a complex system of atomic ingredients
with strong mutual correlation such as living matter. Thus, the collective mode
of the corticon field is a typical dynamical aspect of the system of corticons
with strong mutual correlation in which every corticon manifests one and the
same dynamical configuration. If we translate by analogy this quantum field
theoretical concept of the collective mode into our familiar concept, it may be
compared with the synchronized swimming. Just as you find a collective move-
ment of a team of synchronized swimmers as a single large-scale ordered state
of the team, the collective mode of the corticon field behaves as a distinct phys-
ical entity and the precise dynamical factors of the atomic ingredients on which
its existence depends can be neglected.

In QBD the vacuum state of the corticon field violating the original SU(2)
symmetry of the dipole rotation appears as a macroscopic ordered state and
behaves itself as a distinct physical entity. It may be seen as a macroscopic spa-
tial domain of the brain tissue in which nonvanishing electric dipole moment
distributes uniformly up to the quantum fluctuation. Such a domain of the
vacuum state cannot be arbitrarily small because a considerable number of
atomic ingredients must take part in forming the macroscopic ordered state.
Any collective mode requires the strong mutual correlation of a large number
of atomic ingredients, and it cannot appear when the domain of organization
is too small. The minimum linear dimension (i.e., size) of the domain for re-
alizing the macroscopic ordered state such as the vacuum state is called the
“coherence length.”

It seems worthwhile to notice that consequently the vacuum state of QBD
can only appear in a spatial domain with linear dimension larger than the
coherence length. Umezawa emphasized this fact as saying that the order is in-
trinsically diffused. In other words, the fundamental system of the brain tissue
manifests a macroscopic dynamical structure made of nonoverlapping large-
scale spatial domains in which the nonvanishing vacuum polarizations exist.
Therefore, the fundamental physical process of the fundamental system of the
brain tissue may be well investigated by taking the dynamical action of the vac-
uum state of the corticon field against the energy supply into account. This is
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the very reason why the concept of Goldstone mode becomes so important in
QBD. The Goldstone mode is nothing but a wave of defects of the corticon
field from the vacuum polarization created by any amount of the energy sup-
ply from the metabolizing system of the brain tissue. It appears as a new degree
of freedom carrying the original symmetry property of the corticon field with
respect to the SU(2) group of dipolar rotations. Thus, taking the symmetry
property of Goldstone modes, the system of corticons in QBD insures again
the original symmetry even though its vacuum state remains of spontaneous
symmetry breaking type. The broken symmetry is now restored by the creation
of Goldstone bosons.

. Memory as vacuum state of the corticon system

Having seen the two basic concepts in quantum field theory, that is, the col-
lective mode and the Goldstone mode, we proceed to investigating the funda-
mental physical process of QBD which provides the brain tissue with the highly
systematized functioning. More precisely, we introduce an interesting scheme
of the information processing of the brain in terms of the phase transition from
a disordered state to an ordered one of the system of corticons in QBD.

A new mechanism for memory has been presented by Umezawa and
coworkers in which the two systems are necessarily coupled in order to achieve
memory printing and recall (Ricciardi & Umezawa 1967; Stuart et al. 1978,
1979). The coupling is given in QBD by the creation of dipolar solitons in the
microscopic protein filaments triggered by the energy supply from the ATP
cyclic process which protect memory in stable form against excitations with
the communication mode.

We consider in what follows how the mechanism proposed by Umezawa
can account for the highly systematized functioning of the brain associated
with memory:

Let us start with the fundamental system of the brain, that is, the system
of corticons where memory of a specific stimulus from the external world is
yet to be printed. The brain tissue is here exposed to stray signals including
unattached perception of external events as well as activity associated with
general physiological events such as motor activity and the like. Those stray
signals are organized and transmitted to the system of corticons through the
metabolizing system (i.e., the neuronal network). Namely, they can create cor-
ticons indirectly in the fundamental system, and various spatial domains of
the macroscopic ordered states are formed provided that the created corticons
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manifest a long-range correlation whose spatial extent is larger than the co-
herence length. Thus, there exist apparent thresholds for the incoming energy
from the metabolizing system to the fundamental one to create ordered do-
mains. The stray signals to the brain tissue transmitted with energy slightly
exceeding the threshold value are all tacitly coded in the dynamical domain
structure of macroscopic ordered states in the small domains. Notice that in
such a dynamical structure the direction of electric dipole moments of the
corticon field can randomly vary from domain to domain and there exists no
hierarchy among the coded signals.

The learning process can be identified with the phase transition of the
system of corticons from the less ordered state of many but small ordered do-
mains to the more ordered state of a few but large ordered domains. Such a
phase transition is induced by an external stimulus which supplies the system
of corticons with enough energy to break domain boundaries of many small or-
dered domains, thus aligning the electric dipole moments of the corticon field
in much larger domains. Of course, the notion of external stimulus denotes
an energy flow organized and transmitted through the metabolizing system.
We obtained quite an interesting point of view of the fundamental physical
process of QBD that may be understood as the learning process of a typical sig-
nal from the external world. It seems worthwhile to notice here that the phase
transition requires the onset of the aligning process of the electric dipole mo-
ments which goes through an interaction between the external stimulus and
the Goldstone boson. This implies a fact that the external stimulus can induce
the phase transition from the less ordered state to the more ordered one only
when it can interact with the Goldstone bosons and the interaction energy is
sufficiently large to break the domain boundaries. In other words, there exists
a filter such as the selection rule for the coupling of transmitted signals to the
system of corticons in which stray signals have been coded in the domain struc-
ture. Stuart et al. (1978) saw there inherent limitations on learnability for the
brain tissue.

By such a learning process, a typical external stimulus can be printed in
the system of corticons of the fundamental system as a stable macroscopic
ordered state. There, the external stimulus is coded into the vacuum state of
the corticon field manifesting a large-scale uniform alignment of the electric
dipole moments along one and the same direction. The stability of printed
memory comes from the very fact that it is coded into the vacuum state of the
corticon field the stability of which is a consequence of quantum field theory.
Apparently, printed memory manifests nonlocal (i.e., diffused) existence.
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Once memory of a typical external stimulus is printed in the macroscopic
ordered state of the system of corticons, it can be recalled quite easily thanks
to the Goldstone bosons. Namely, when the system of corticons receive even a
weak signal of a nature similar to that used in the learning process, it can ex-
cite the gapless Goldstone mode of the vacuum state corresponding to printed
memory. The recalling process is nothing but a creation process of Goldstone
bosons (i.e., long-range correlation waves) with almost no energy requirement.
They play the role of a replication signal of the original external signal. In this
way, the existence of printed memory can be taken into account by conscious-
ness. Consciousness in QBD means the quantum field theoretical dynamics of
the system of corticons itself. Thus, any weak external signal can recall printed
memory, and it take part in consciousness. It is implicit to this view that re-
call involves the stimulation of those parts of the metabolizing system of the
brain that were once excited to organize and transmit external signals during
the original learning process. It seems also worthwhile to point out that a weak
external stimulus might interact with two or more kinds of Goldstone bosons,
thereby recalling more than one stored code. This may explain association in
the recall process.

. Quantum decay process of memory

The most important concept in QBD is the vacuum state of spontaneous sym-
metry breaking type as we have seen in the preceding section. In quantum field
theory, a system with the Hamiltonian which is invariant under some con-
tinuous transformation group like the system of corticons is known to have
infinitely many vacuum states. Furthermore, those vacuum states are not the
true vacuum state which must be the unique proper state of the Hamiltonian
with the lowest proper value of energy. Each of them is an approximative vac-
uum state of the system in which the field variable manifests the smallest devia-
tion from a classical minimum energy solution. In the terminology of quantum
field theory, they are coherent states around classical field configurations cor-
responding to different energy minima. Each vacuum state can be transformed
into another by the symmetry transformation. Therefore, those vacuum states
are in general not invariant under the original symmetry transformation of the
Hamiltonian. They are of spontaneous symmetry breaking type.

As Umezawa and coworkers have shown, each vacuum state of the system
of corticons plays the role of memory storage in QBD. It is important to see the
fact that the vacuum state of spontaneous symmetry breaking type is capable
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of creating Goldstone bosons with zero energy requirement. This means that
the stored memory code can be easily excited during the recall process and it
contributes to other fundamental physical processes of the fundamental system
of the brain tissue by means of Goldstone bosons. In this way the existence of a
memory can be “consciously” taken into account in the information process-
ing of the brain. The fact that the system of corticons in QBD has infinitely
many vacuum states of spontaneous symmetry breaking type implies an infi-
nite capacity of memory coded and stored in the brain. The whole fundamental
system of the brain tissue is divided into extremely many ordered domains of
vacuum states, and Goldstone bosons corresponding to those vacuum sates
take part in the quantum field theoretical dynamics of the corticon field, that
is, consciousness. Thus memory coded in the vacuum state always affects the
further development of consciousness because of its long-term stability. It may
be concluded, therefore, that the memory codes stored in the vacuum sates of
the system of corticons will never be lost, which seems not the case in the ac-
tual functioning of the brain. However, the symmetry property of the system
of corticons in QBD does provide us with a more realistic feature of the mem-
ory codes as being rendered unstable due to the quantum tunnel effect. The
memory code is no longer stable completely if we take the vacuum tunneling
phenomena of the corticon field into account. Let us see this by restricting our
discussion to a typical spatial domain of the vacuum state.

Suppose that after a certain learning process the system of corticons in this
domain has fallen into a vacuum state, say vacuum state A, that breaks the
original symmetry of the system spontaneously. It is a memory code which
can be easily recalled by the creation process of Goldstone bosons. As we have
mentioned before, it is not a true vacuum state of the corticon field from the
strict point of view of quantum field theory, but an approximative one standing
for a classical field configuration with minimum energy. This means that the
vacuum state A is no longer invariant under the time evolution of the system of
corticons driven by the Hamiltonian. As time passes, the vacuum state A is put
into another state, say state B, which differs from the vacuum state A. Only the
exact vacuum state remains always the same vacuum state as the time passes.
Then, the probability that the actual state B of the system of corticons is found
to be in another vacuum state, say vacuum state C, is given by the absolute
square of the inner product of the state B and the vacuum state C in quantum
field theory. Since the actual state B is not the vacuum state, the inner product
in question does not vanish. Namely, the system of corticons in this domain
may happen to be in another vacuum state C with nonvanishing probability.
This is the quantum tunnel effect. It is also a decay process of a vacuum state
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storing a memory code into another which stores a meaningless code having
nothing in common with the original memory code. In quantum field theory,
such a quantum decay process of vacuum state due to the quantum tunnel
effect can be thought of as the onset of a new quantum field theoretical mode
called the “instanton.” We may conclude in QBD that the memory codes stored
in the ordered domain structure of vacuum states of the system of corticons
are rendered unstable due to the tunnel effect and the decay process of printed
memory is described by the creation process of instantons just as the recall
process is by that of Goldstone bosons.

It may be of certain interest, though speculative at this moment, to in-
terpret the virtual dynamics of instantons as the fundamental physical process
corresponding to the dream. A dream is a virtual action of consciousness based
on the actual memory codes but resulting in irrelevant memory codes which
cannot be reached by the normal action of consciousness. The dream is not a
causal event at all. This empirical fact on the typical aspect of the dream may
be compared with that of virtual dynamics of instantons. Namely, dynamics
of instantons is a virtual physical process starting from the actual vacuum state
but ending with an irrelevant vacuum state by the quantum tunnel effect which
cannot be transformed by the normal and causal physical process of QBD. In
this sense, the quantum decay process of the vacuum state is said to be a virtual
physical process. The virtual dynamics of instantons triggered by the quantum
tunnel effect is not a causal event at all.

. Outlook

It seems of much importance now to let the neuro- and cognitive scientists
know the truth: it is necessary to rely on quantum theory even if physical phe-
nomena of matter and light in the macroscopic scale are concerned. Of course,
the brain is not the exception, and intensive researches from the very funda-
mental point of view of quantum theory will be respectable (Pribram 1991;
Jibu & Yasue 1995; Jibu et al. 1996, 1997; Jibu 2001). It has been widely be-
lieved in neuro- and cognitive sciences that the brain can be understood as a
macroscopic object governed not by quantum physics but by classical physics
or at most by molecular and chemical biologies.

Recently, several ambitious theories have been proposed which aim at ex-
plaining such basic features of consciousness as “unity (binding problem),”
“qualia,” “non-algorithmic processing,” “synchrony” and “free will” in terms
of quantum theoretical concepts (Penrose 1989, 1994; Hameroff 1987; Eccles
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1986). In most cases, quantum theoretical concepts are quoted from quantum
mechanics, and the famous conceptual difficulties of quantum mechanics such
as “nonlocality,” “superposition of states,” “uncertainty principle,” “reduction
or collapse of wave function (state),” “EPR-paradox,” “non-separability,” “Bell’s
theorem” and “measurement by abstract ego” are put into heavy use.

However, it must be warned strongly that quantum mechanical concepts
are necessarily restricted to the highly idealistic cases of microscopic objects
imperceptible directly by our consciousness. As most of neuro- and cogni-
tive scientists believe, the brain is a macroscopic object open to its noisy
thermal surroundings, and a naïve application of those quantum mechanical
concepts to the brain might be hardly accepted. Neverthless, in the present
paper, it is emphasized that incorporation of quantum theory into the inves-
tigation of brain functioning is an inevitable turning point of the conscious-
ness research. Here, unlike those recent ambitious theories, quantum theory
means not quantum mechanics but quantum field theory that provides us
with the first principle of modern physics (Umezawa 1993; Jibu & Yasue 1995;
Vitiello 2001).

It may be true that consciousness would not fall yet into the competition
of modern scientific activity because of difficulty to elucidate any defining as-
pects. Among a few defining aspects of consciousness frequently focused on
in neuro- and cognitive sciences, we may restrict our discussion to “unity” or
“binding problem.” This is because unity is the most consistently identified
defining aspect of consciousness capable of being approached from the funda-
mental scientific framework of theoretical physics. The long-standing difficulty
of understanding the origin and mechanism of unity of consciousness (as a
unified self) has been called the “binding problem” in neurophysiology: What
is it that controls and unifies all the physico-chemical processes taking part in
the stratified society of brain cells?

We may suppose in QBD that quantum electromagnetic phenomena play
essential roles in realizing unity of the stratified society of brain cells spanning
hierarchically from molecular biology of neural networks to chemical biology
of cytoskeletal networks and extracellular matrices. The binding problem must
be solved not by introducing the idealistic quantum mechanical nonlocality but
by investigating the usually neglected quantum electromagnetic phenomena
taking place in the dynamically ordered regions (i.e., perimembranous regions)
of intracellular and extracellular water. There, each brain cell is enfolded within
a common field of macroscopic condensation of evanescent photons and all the
physico-chemical processes taking part in the stratified society of brain cells are
subject to the control and unification by quantum electrodynamics. Unity of
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consciousness thus arises from the existence of the global field of condensed
evanescent photons overlapping the whole brain tissue in the cranium. The
origin and mechanism of EEG (i.e., electroencephalogram, brain wave) may
be explained within the same quantum electrodynamical framework of QBD
(Jibu et al. 1997).

References

Davydov, A. S. (1979). Solitons in molecular systems. Physica Scripta, 20, 387–394.
Del Giudice, E., Doglia, S., & Milani, M. (1982). A collective dynamics in metabolically

active cells. Physics Letters, 90A, 104–106.
Del Giudice, E., Doglia, S., Milani, M., & Vitiello, G. (1985). A quantum field theoretical

approach to the collective behaviour of biological systems. Nuclear Physics, B251, 375–
400.

Del Giudice, E., Doglia, S., Milani, M., & Vitiello, G. (1986). Electromagnetic and spon-
taneous symmetry breaking in biological matter. Nuclear Physics, B275, 185–199.

Del Giudice, E., Preparata, E., & Vitiello, G. (1988). Water as a free electric dipole laser.
Physical Review Letters, 61, 1085–1088.

Del Giudice, E., Doglia, S., Milani, M., & Vitiello, G. (1992). A dynamical mechanism for
cytoskeleton structures. In M. Bender (Ed.), Interfacial phenomena in biological systems.
New York: Marcel Dekker.

Eccles, J. C. (1986). Do mental events cause neural events analogously to the probability
fields of quantum mechanics? Proceedings of the Royal Society of London, B277, 411–428.

Froehlich, H. (1968). Long-range coherence and energy storage in biological systems.
International Journal of Quantum Chemistry, 2, 641–649.

Hameroff, S. R. (1987). Ultimate computing: Biomolecular Consciousness and NanoTech-
nology. Amsterdam: North Holland.

Jibu, M. (2001). Theory of cell membrane organizers and pressure reversal of anesthesia.
Medical Hypotheses, 56, 26–32.

Jibu, M. & Yasue, K. (1993). Intracellular quantum signal transfer in Umezawa’s quantum
brain dynamics. Cybernetics and Systems: An International Journal, 24, 1–7.

Jibu, M. & Yasue, K. (1995). Quantum brain dynamics – An introduction. Amsterdam: John
Benjamins.

Jibu, M. & Yasue, K. (1997a). What is mind? – Quantum field theory of evanescent photons
in brain as quantum theory of consciousness. Informatica, 21, 471–490.

Jibu, M. & Yasue, K. (1997b). Magic without magic: Meaning of quantum brain dynamics.
Journal of Mind and Behavior, 18, 205–228.

Jibu, M., Hagan, S., Hameroff, S. R., Pribram, K. H., & Yasue, K. (1994). Quantum optical
coherence in cytoskeletal microtubules: Implications for brain function. BioSystems, 32,
195–209.

Jibu, M., Pribram, K. H., & Yasue, K. (1996). From conscious experience to memory
storage and retrieval: the role of quantum brain dynamics and boson condensation
of evanescent photons. International Journal of Modern Physics, B10, 1745–1754.



 Mari Jibu and Kunio Yasue

Jibu, M., Yasue, K., & Hagan, S. (1997). Evanescent (tunneling) photon and cellular ‘vision’.
BioSystems, 42, 65–73.

Penrose, R. (1989). The Emperer’s new mind. London: Oxford University Press.
Penrose, R. (1994). Shadows of the mind. London: Oxford University Press.
Pribram, K. H. (1991). Brain and perception. New Jersey: Lawrence Erlbaum.
Ricciardi, L. M. & Umezawa, H. (1967). Brain and physics of many-body problem.

Kybernetik, 4, 44.
Schroedinger, E. (1944). What is life? Cambridge: Cambridge University Press.
Sivakami, S. & Srinivasan, V. (1983). A model for memory. Journal of Theoretical Biology,

102, 287–294.
Stuart, C. I. J. M., Takahashi, Y., & Umezawa, H. (1978). On the stability and non-local

properties of memory. Journal of Theoretical Biology, 71, 605–618.
Stuart, C. I. J. M., Takahashi, Y., & Umezawa, H. (1979). Mixed-system brain dynamics:

neural memory as a macroscopic ordered state. Foundation of Physics, 9, 301–327.
Umezawa, H. (1993). Advanced field theory: micro, macro and thermal physics. New York:

American Institute of Physics.
Vitiello, G. (2001). My double unveiled. Amsterdam: John Benjamins.



Chapter 16

Brain and Quantum Field Theory

Notes on monumental discussions presenting
quantum field models of brain

Yasushi Takahashi and Mari Jibu
University of Alberta, Canada / Notredame Seishin University, Japan

The theory of Quantum Brain Dynamics (QBD) is presented in its original
form developed intensively by Stuart, Takahashi and Umezawa three decades
ago in Edmonton.

. Introduction

In 1967 Ricciardi and Umezawa predicted that certain physical ordering phe-
nomena arising from spontaneous symmetry breakings play an essential role
in the fundamental process of neurons (Ricciardi & Umezawa 1967). From
September 12, 1975, a series of workshops were organized by Iain Stuart on
Friday afternoon in the Department of Physics, University of Alberta. There,
the Ricciardi-Umezawa conjecture was discussed intensively by the physicists
from the Department as well as biologists and medical doctors from other
Departments. Following to the lectures on the Ricciardi-Umezawa conjecture
and its underlying fundamentals by Umezawa, one of the authors (YT) pre-
sented some theoretical calculations on the quantum fields inside and outside
the neuron on November 10th based on the concrete form of the Hamiltonian
he had proposed. This model Hamiltonian was aimed at clarifying the essential
property of physical fundamental processes of memory storage and retrieval in
terms of interactions between two kinds of quanta called corticon and stuar-
ton, and resulted in a model playing the same role as the Lee model played in
the early development of quantum field theory.

Those workshops resulted in the two papers published in 1978 and 1979
(Stuart et al. 1978, 1979). Then, YT shifted his research activity to the theoreti-
cal development of Thermo Field Dynamics (Takahashi & Umezawa 1975) and
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had no chance to go back to the quantum field model of brain. Fortunately, it
was found that the physical model in which corticons are regarded as quanta
of the electric dipole field of water inside and outside neurons and stuartons as
photons, quanta of the electromagnetic field, has the same Hamiltonian as YT
proposed (Pribram 1991; Jibu et al. 1994), and the model has been developed
into a systematic theoretical framework of quantum brain dynamics – a quan-
tum field theory of fundamental processes of the brain functioning (Jibu &
Yasue 1995). Furthermore, an international conference was held in 1999 at the
United Nations University in Tokyo aiming at introduction of quantum brain
dynamics to the wider research communities in neurosciences, and a more spe-
cialized workshop was held in 2002 at Villa Gualino of the ISI Foundation in
Turin to which the authors would like to contribute by presenting the record
of the monumental workshops held in 1967.

. On the physical-biological discontinuity

. Cooperative phenomena in quantum physics and biology

As with biological organization generally, numerous features of brain organi-
zation are qualitatively reminiscent of the correlation effects called cooperative
phenomena in quantum physics. In the latter field, such effects are associated
with the so-called exchange force interactions which are not seen as forces like
those of classical physics.

Such quasi forces are illustrated by considering two independent electrons
of a single atom. A state function for independent elements would be in the
form of the product of probabilities for the individual elements. The form of
such a function is symmetric since the product pair is commutable. It turns
out, however, that an antisymmetric form is required in order to account for
the behavior of electrons in terms of their conformity to the Pauli exclusion
principle. Particularly, if the probability functions for each element are equal,
then the antisymmetric equation has 0 as its solution. Thus, in its simplest
form, the exclusion principle says that the probability is zero for a composite
state to be constructed from identical individual states.

The point at issue here is that in this instance we encounter a form of sym-
metry breaking which can not be explained in terms of ordinary dynamics;
the phenomenon is cooperative rather than being mechanistically determined.
Although the details are clearly different, it seems apparent that biological
organizations, in general, cannot be understood outside the epistemology of
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cooperative effects. As a straight-forward example, we note the case where
a large population of neurons with variable action potential frequencies will
synchronize their firing rates to that of the fastest rate in the population. A
probabilistic state function for such populations would be antisymmetric in
form although on a priori considerations it should be symmetric. It does not
seem useful to consider such forms of symmetry breaking as being explicable
in terms of ordinary neurodynamics.

As a further illustration of apparent parallels between quantum physics and
brain organization, we may consider the physical situation in which operators
are associated with state observables. The operators are considered to generate
eigenvalues and associated eigen functions. In this context we can represent by
ψ(x) the amplitude of the biochemical gradients associated with the develop-
ment of the neuronal action potential. The growth of ψ(x) may be considered
as being continuous until a critical value is reached, this value generating the
full action potential. We may ask if the amplitude now drops out of consider-
ation. But at this point it seems natural to introduce considerations related to
the action potential frequency. To this end we introduce an iterative operator,
Q, with values 0, 1, · · · , q, · · · , n. Writing q for an eigenvalue associated with
Q, we can then write Qψ(x) = qψ(x) to express the repeat rate of the action
potential. This seems a quite natural way to connect the amplitude of the bio-
chemical gradients and the action potential frequency. In particular, it makes
apparent the need to determine the local events which specify Q in relation to
events which specify ψ(x).

It would of course be extravagant to think that the apparatus of quantum
physics will apply wholesale to brain dynamics. In this regard, the disposition
adopted here may be expressed along the following lines. Fundamental proper-
ties of biological organization, such as self-replication, self-repair and adaptive
control, betoken cooperative phenomena precisely in the sense, though not
necessarily in the specific forms, of quantum physics. That is to say, we have
not been successful in explaining them in terms of principles and laws known
to classical physics. This amounts to our facing the possibility of a fundamental
discontinuity in nature. If we consider quantum physics as being characteriz-
able as the physics of cooperative phenomena, then the presumed continuity of
nature might appear the more discernible if biological cooperations are treated
in quantum terms. The brain is an especially useful starting point for such
attempts. In one direction it connects biological material with mental phenom-
ena. In the opposite direction it invites us to ask whether a language, that of
quantum physics, which applies to the fundamental substrate of all materials,
the atom, will apply also to the brain considered as one of the most extreme
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forms of specialization among the biological materials. Metaphorically speak-
ing, the issue is whether the grammar of the brain has important similarities
with the grammar of the atom.

. Biological union and partitioning

It is obviously useless to talk about qualitative parallels. Moving in the direc-
tion of quantities, we are struck by the characterization of biological materials
as yielding instances of many-body problems. It has been estimated, for ex-
ample, that a typical cell involves stable patterns of organization among some
1015 molecular species. The brain, with some 1010 neurons, and vast numbers
of non-neuron bodies, involves a collective of molecular species of incredible
magnitude. In view of the many-body character of the brain, and the associ-
ated dynamics, it would seem useful to approach specific problems of brain
dynamics in terms of the numbers of elements involved in collective behavior
and to regard individual elements as dropping out of consideration in favor of
numerous occupied equivalence classes.

Equivalence classes provide a natural basis for discussing two operations
that are fundamental to biological materials. These are the operations of union
and partitioning. Union may be considered as equivalent to biological com-
bination, and partitioning as equivalent to the processes by which individual
classes of entities, including interactions, are established. Examples of union
are provided in syngamy and neurological synapses; partitioning is expresses in
phenomena like meiosis and mitosis as well as in the “decomposition” of chro-
mosomes into gene loci and the “decomposition” of the brain into correlated
populations of neurons. From this point on the discussion will be restricted to
the topic of partitioning with the understanding that union is the inverse of
partitioning.

. Choice of partitioning functions

If we have a set of state variables and an aggregate whose elements can assume
any of the possible values of the state variables, then the possible values define
the equivalence classes of the aggregate. The number of possible arrangements
of the N elements in the aggregate over the : equivalences classes is :N and the
probability for any particular arrangement is :–N . Expressed in combinatorial
terms, the probability function becomes
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ΩMB =
N!

n1!n2! · · · ni!
:–N (1)

This is the classical Maxwell-Boltzmann phase space as applied, e.g., to an ideal
gas; all values of the state variables are equiprobable.

In a fairly obvious sense, biological stability depends on the union of many
aggregates being determined by the internal composition of the aggregates
themselves. Biological variation, on the other hand is dependent on the pos-
sibility that an aggregate may be partitioned in more than one way. It is clear
that there are no absolute isolates in a biological organism and in that sense
statements about organization reduce to statements about interactions. The
individual elements in the system need not be distinguishable, all we need to
know statistically is how many elements are in the equivalence class :i. The be-
havior of the aggregate is then identifiable with the behavior of the equivalence
classes. This amounts to saying that interactions among the states represented
by equivalence classes will be the source of behavior in the total system.

Thus, a description of state for a given system under consideration will re-
fer to the number of states or equivalence classes and it will assign a descriptive
character to each state; in addition, it will characterize (possibly on the basis of
estimates) the density of the state in terms of the number of elements occupy-
ing it, and it will also describe the interactions between the individual states.
In a clear sense, the more organized a system, the more definite will be re-
strictions on the distribution of elements into the various states or equivalence
classes. It is in this sense that “disorder” is understood when ΩMB is described
as a disorder parameter. Thus, if we have a set of state variables appropriate for
describing the behavior of elements in a large aggregate, we would say that the
behavior is disorderly if it fits the Maxwell-Boltzmann distribution. All values
of the state variables would be equally likely at any given moment of observa-
tion. We might wish to say that from the point of view of an observer, who has
no basis for knowing the states of a system like the brain immediately before
his observation nor for controlling the sensory input into the brain, all possi-
ble values of the state variables are indeed equally probable. But, as indicated
above, what we are interested in is the probabilistic character of the internal
organization of the system. From this point of view, ΩMB represents a freedom
from definite restrictions which would be difficult to reconcile with the concept
of an organized system.

The disorder we have associated with a Maxwell-Boltzmann system can be
expressed in terms related to the notion of symmetry discussed earlier. Sup-
pose we have a large space occupied by an aggregate of elements each with a
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particular momentum. We suppose the various momenta to induce a parti-
tioning of the aggregate into equivalence classes each defined by a particular
momentum. Each class :i will then be occupied by a particular number ni

of elements, so we can say that the total aggregate of N elements will be ex-
pressed by an array of occupancy numbers n1 + n2 + · · · + nm = N. Such
an array results from the placement of elements into the different classes, but
nothing is said about the number of possible placements :N . Suppose all place-
ments are equally probable, as in the Maxwell-Boltzmann system. Then an
observer who has a translatable observation post will not be able to distin-
guish the configuration seen at an arbitrary observation point, 1, from that
seen at a different point, 2. More generally, the system will be invariant with
respect to an infinity of spatially translated observations. So long as the system
remains in equilibrium, this invariance will apply also to observations taken
at different instants in time. The various translations of the observation post
amount to operations performed on the observed system. It is generally un-
derstood that a symmetry operation is one which sends a geometric body back
into itself. That is to say, an entity is symmetrical with respect to a given op-
eration if subjecting it to that operation does not change its appearance. The
Maxwell-Boltzmann configuration is then seen to be symmetrical with respect
to translatory observation.

It is also noteworthy that the notion of invariance is entailed by symmetry
considerations. In the most general terms, we can say that for every symme-
try there is an associated invariance. From this we can see that in physical
situations the invariant could well be a quantity obtained from measurement
procedures. The physical entity which corresponds to this quantity would thus
be conserved. If an existing symmetry is broken by some spontaneous natural
process, then a previously conserved quantity would no longer be conserved.

If we set ΩMB as our standard disorder parameter, then a quantitative re-
duction in disorder will be obtained if we reduce the number of alternative
possibilities for constructing the array of occupancy numbers. This would arise
if we had a shift fromΩMB to someΩi in which the expression

ΩMB

Ωi
= x > 0 (2)

is a true statement. The above expression would represent an instance of sym-
metry breaking and so we might expect that in consequence some quantity
observed under the ΩMB situation is no longer conserved; we should expect
that quantity now to be reduced. If we take ΩMB as the disorder parameter in
Boltzmann’s statistical mechanics equation S = k logΩMB, where S is the en-
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tropy, we see that dividing both sides by our Ωi necessarily forces a reduction
in the entropy S. This is the same thing as saying that where the relationship
given in (2) obtains then we have an entropy Si associated with Ωi, an original
entropy SMB, and a reduction in the latter defined as

Sj = SMB – Si. (3)

We now have to account for the appearance of the quantity x > 0 in the equa-
tion (2). The quantity x represents a growth of some kind precisely in the sense
that it made its appearance when we divided ΩMB by Ωi. This growth balances
the reduction expressed in (3) by the arithmetic subtraction. But ifΩMB is a dis-
order parameter, then the quantity which grows, as the magnitude ofΩ lessens,
will be order itself. That is to say, ordering can be no less viable as a purely
physical quantity than the entropy. In particular, ordering is the reciprocal of
the entropy. If we use the word ‘information’ to stand for the word ‘ordering’
as defined above, then writing I for information, we have

I = S–1 (4)

This expression indicates that there is a definite and measurable quantity, in-
formation, whose magnitude is always the reciprocal of the entropy: IS = 1,
and this relationship is universally constant.

The Second Law of thermodynamics is generally understood as expressing
the principle of the growth of entropy. Because of this, it is often thought that
biological organizations represent local and temporary suspensions of the Sec-
ond Law. The expression (4), however can be understood to mean that entropy
is translated whenever I increases. From a somewhat different point of view, it
seems natural to regard an increase in information, ∆I, as a discrete quantity
in the sense that the differential dI would have no obvious meaning. Suppose
we sum all the ∆I’s until we have Σ∆I = K and Σ∆–1S = 0. The second law
can then be interpreted as saying that the situation where Σ∆–1S = 0 can never
be obtained, which is the same thing as saying that a completely ordered or
informed universe cannot exist.

In quantum physics we find two additional phase spaces which depart in
opposite directions from the classical Maxwell-Boltzmann distributions. The
latter may be regarded as the limiting case for the former distributions. Fermi-
Dirac statistics describe probabilities which increase in favor of those distribu-
tions in which each equivalence class has at least one element in it but where no
class is packed. This kind of distribution provides a natural form of expression
for the exclusion principle. Related principles appear to operate in the singu-
larity of antigen-antibody coupling, species mating exclusion, and neuronal
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lateral inhibition. In general the Fermi-Dirac distributions may be considered
as representing a situation like those described in the Maxwell-Boltzmann sys-
tems but where in addition some form of exclusion phenomenon operates. In
a similar vein, the second non-classical statistics, the Bose-Einstein, represents
situations where a Maxwell-Boltzmann system is acted on or influenced by
condensation phenomena. Here the probabilities increase for distributions in
which some states, or equivalence classes, are packed and other possible states
are either empty or nearly so. This form of condensation may be fundamental
to the specification of nucleotide occupancy patterns in genetic material, and
it seems to provide a natural form of representation, at least qualitatively, for
neuron recruitment and action potential rate shifts. Umezawa has proposed
this model for a neurodynamics account of memory (Ricciardi & Umezawa
1967).

Thus, if the “grammars” of biological organization are to be considered as
having “rules” comparable to those of the atom, then it would seem that we
must assume two restraints from the outset. The first is that we are concerned
with “grammars” for many-body problems. The second is that Fermi-Dirac
and Bose-Einstein “grammars” are more likely to describe biological systems,
when these are considered as aggregates with state equivalence classes, than is
the Maxwell-Boltzmann “grammar” of unrestricted disorder.

Clearly, in comparison with ΩMB, the corresponding Fermi-Dirac and
Bose-Einstein quantities, ΩFD and ΩBE, represent symmetry breaking situa-
tions. Each of them, in comparison with the ΩMB systems, reduces the num-
ber of alternative possibilities for the assignment of occupancy numbers and
thereby increases the probability of a particular arrangement of the numbers.
With this increase in probability we have a corresponding ∆I.

To illustrate the increase in probability, we can consider a situation in
which we have : = 5 classes and N = 3 elements. The number of alternative
assignments under the Bose-Einstein model is

ΩBE =
(: + N – 1)!

(: – 1)!N!
(5)

The corresponding expression for the Fermi-Dirac model is

ΩFD =
:!

N!(: – N)!
(6)

with the stipulation that each class occupancy number equals 1 or 0.
For the values : = 5, N = 3, we then obtain the probabilities Ω–1

MB = 0.05,
Ω–1

BE = 0.03,Ω–1
FD = 0.1. The corresponding∆I’s are obtained from 0.05÷0.03 =

1.67 for the Bose-Einstein case, and 0.05 ÷ 0.1 = 0.50 for the Fermi-Dirac case.
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We now want to see if we can find reasonably clear a-priori grounds for
believing that the brain, considered as an aggregate of neurons, might have
informational characteristics which can be represented by Bose-Einstein or
Fermi-Dirac quantities. The subsequent discussion is limited to the case of
Bose-Einstein quantities.

. Some assumptions about the brain

The neuron is an assembly of dynamics exchange points of types p and s, the
p-points being associated with intraneuron action potential dynamics and the
s-points with intraneuron synapsing dynamics.

There is no definite spatial boundary for the neuron since the point types p
and s are of a transmembrane character. Representationally, the neuron is thus
depictable as a somewhat fuzzy circle of dots.

The number of s-points on a single neuron may be very large with some
points having excitatory function +s and some with inhibitory function –s. The
total number of combinatorial sets of neurons is thus very much larger than the
total number, N , of neurons.

N is approximately constant across the individuals of a given species, and
in the normally functioning individual the loss rate of neurons is negligible in
relation to the size of N .

Genetic mechanisms partition N into morphologically distinct equivalence
classes. The neuron occupancy numbers for these classes, then arranged in
order of their size, are described by a step function. In addition, genetic mech-
anisms determine the arrangement of neurons into distinct tracts which are
anatomically characteristic for the species. In these tracts we find restrictions
on the number of possible connections between neurons.

Relatively transient concatenations of neurons are induced as a conse-
quence of the individual’s exchanges with the environment. These are con-
sidered as non-genetically determined patterns of inter-neural excitation and
inhibition.

Concatenation may be considered as a binary operation in which a left
member joins a right member to form a sequence of neurons coupled by dy-
namic excitations. If neurons x1 and x2 are in concatenation, then the pair
(x1x2) may concatenate with neuron x3 to form the sequence (x1x2)x3. Pro-
vided the excitation order of the elements is unchanged, concatenation thus
permits the identity (x1x2)x3 = x1(x2x3). That is to say, the operation of excited
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coupling is a binary composition which satisfies the algebraic association law.
Thus, excited coupling of neurons has the properties of a semi-group structure.

However, we have noted that not all pairings are anatomically possible.
This leaves us with the possibility of finding not only many semi-groups but
also different types of semi-group in the brain. It also leaves us with the need
to extend our initial apparatus.

From now on, we shall use ‘joined’ to indicate that a set of neurons is phys-
ically arranged so as to permit excited or inhibitory coupling, as required by
the context. From the density of +s points available in the total neuronal pop-
ulation we may assume that each neuron may be joined to a variable k – 1
other neurons. This permits multiple coupling in more than one spatial direc-
tion instead of the simple concatenation already discussed. We also note that
the coupling is a time consuming event. It will be convenient to refer to such a
spatio-temporal coupling pattern of n neurons as a synergy.

For a given population of N joined neurons, the presence of multiple +s
points and –s points, when |s| � N, ensures :1, :2, · · · , :m synergies as distinct
possible entities. For exactly the same reasons, we can assume that the various
synergies will have variable occupancy numbers including zero. We might also
note that what was previously said about the semi-group structure still obtains
only the situation has become one of added complexity.

It will, however, be clear that a synergy, :, is here considered as an equiva-
lence class where we are concerned with the distribution of occupancy numbers
of neurons to a set :i of synergies possible in a joined population of N neurons.
We can represent the classes by spaces between bars, and the occupancy num-
bers by marks of some kind placed between bars. There will be : + 1 bars, the
sequence beginning and ending with a bar. The N marks for elements will be
placed between pairs of bars in arbitrary order and with a variable number of
such marks, including zero, between any pair of bars. Since the sequence must
begin and end with a bar, there are thus : – 1 bars which can be placed in
arbitrary order. The number of distinguishable distributions then equals the
number of ways of selecting N places out of : + N – 1. This yields :(: + N – 1)!.
But the number of permutations of classes and elements is :!n!, so for distin-
guishable arrangements we must divide by that quantity. The total number of
distinguishable arrangements is then

Ω = :+N–1CN =
:(: + N – 1)!

(: – 1)!N!
=

(: + N – 1)!

(: – 1)!N!
(7)

so that Ω = ΩBE.
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Thus, on the basis of the neurological assumptions presented, only some
of which bear on the final result Ω = ΩBE, we find grounds for assuming that
brain organization will exhibit characteristic states which are represented by
Bose-Einstein quantities.

Only static combinatorics have been considered so far, but dynamic impli-
cations will be obvious. We can see, for example, in the motor epileptic seizure
a breakdown in the cooperative information implied by ΩBE into a state which
more closely approximates a localized ΩMB condition. More generally, we can
assume that a given synergy will involve several action potential rates, including
zero. In which case the synergy can be represented as an arrangement of occu-
pancy numbers for classes representing the different frequencies f0, f1, · · · , fk.
The occupancy numbers would then correspond to the amplitude of each fre-
quency, yielding a coupling spectrum for the synergy. The life histories of these
spectra are especially important for our understanding of brain dynamics. In
particular, we have to account for the spectrum induced by an immediate sen-
sory perception becoming condensed into a highly stable spectrum necessary
for the memory of the external event. Memory is especially significant because
it is here that we find the basis for what we call mental phenomena. It is thus
particularly noteworthy that Umezawa’s account of memory, in terms of brain
dynamics, is in the grammar of Bose-Einstein condensation quantities.

. Purpose and theoretical meaning

Developing a model of fundamental processes of the brain (i.e., brain dynam-
ics) within the realm of quantum field theory has the following three purposes:

– Propose the zeroth order approximation to brain dynamics.
– Embody the Ricciardi-Umezawa conjecture.
– Provide a step for further refinement.

Physiological details are not held fast at this stage. For achieving these purposes,
we will build up a quantum field theoretic model of brain dynamics based on
the hypotheses:

– Only one kind of neurons exist.
– A neuron can be represented by the spin operator (called corticon).
– Neurons are capable of emitting or absorbing bosons (called stuartons).

By these hypotheses, a physical picture of an observed neuron can be illustrated
as a bare corticon surrounded by stuartons. Such a situation is characteristic to
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quantum field theory with interaction, and familiar in relation with the notion
of renormalization in the Lee model or quantum electrodynamics.

Just as quantum field theory describing the interaction between electrons
and photons in the universe is called quantum electrodynamics and abbrevi-
ated as QED, quantum field theory describing the interaction between corti-
cons and stuartons in the brain will be called quantum brain dynamics and
abbreviated as QBD.

. Quantum Brain Dynamics – QBD

We start QBD with the Hamiltonian

H ≡
?∑

k=1

Kk

{
A∗

k (t)Ak(t) + B∗
k (t)Bk(t)

}

+
N∑

i=1

?∑
k=1

V (i)
k

{
τ(i)

+ (t)
(
Ak(t) + B∗

k (t)
)

+ τ(i)
– (t)

(
A∗

k (t) + Bk(t)
)}

,(8)

where i = 1, 2, · · · , N ≈ 1010 denotes the numeric suffices to identify each
corticon, and k = 1, 2, · · · , ? denotes the numeric suffices to identify each mode
of information transfer carried by a stuarton. Ak, Bk stand for the annihilation
operators of a stuarton in the k-th mode, and conjugate operators A∗

k , B∗
k are

creation operators. Those operators satisfy the canonical commutation relation
for the Bose field, and for each k = 1, 2, · · · , ?, the eigenvalues of A∗

kAk and B∗
k Bk

are found to be 0, 1, 2, · · · , ∞.
τ(i)

+ , τ(i)
– are the creation and annihilation operators for i-th corticon (i.e.,

the spin variable of the i-th neuron), and satisfy the spin commutation relations[
τ(i)

+ , τ(j)
–

]
= 2δijτ

(i)
3 (9)[

τ(i)
3 , τ(j)

±
]

= ±δijτ
(i)
± . (10)

Furthermore, V (i)
k is a coupling constant representing the strength of the cou-

pling between the i-th corticon (i.e., neuron) and the k-th stuarton (i.e., in-
formation transfer mode). Just as the coupling constant between the electron
and the photon is called ‘electric charge’, this coupling constant may be called
‘neural charge’.

The Hamiltonian (8) happens to be invariant under the continuous
transformation of the creation and annihilation operators for corticons and
stuartons



Brain and Quantum Field Theory 

Ak → Akeiθ

Bk → Bke–iθ

}
(11)

τ(i)
+ → τ(i)

+ e–iθ

τ(i)
– → τ(i)

– eiθ

}
, (12)

and the generator of the transformation

L3 ≡
?∑

k=1

(
A∗

k Ak – B∗
k Bk

)
+

1

2

N∑
i=1

τ(i)
3 (13)

becomes a conserved quantity.

. Degenerate ground states and memory

In the Heisenberg picture of quantum field theory, the ground state (i.e.,
the minimum energy eigen state of the Hamiltonian) is given by the time-
independent solutions to the Heisenberg equation. In QBD they are

Ak = –
1

Kk

N∑
i=1

V (i)
k τ

(i)
– ≡ αk (14)

Bk = –
1

Kk

N∑
i=1

V (i)
k τ

(i)
+ ≡ βk (15)

τ(i)
± = e±iχ (16)

τ(i)
3 = 0. (17)

Since χ does not depend on the corticon suffix i, the spin variables of all the
neurons are pointing in one and the same direction. The total number of
stuartons in this ground state is given by

N =
?∑

k=1

(
A∗

k Ak + B∗
k Bk

)
=

?∑
k=1

(
α∗kαk + β∗kβk

)

= 2
?∑

k=1

N∑
i,j=1

1

K2
k

V (i)
k V (j)

k . (18)

As the number of stuartons surrounding the i-th corticon

n(i) = 2
?∑

k=1

1

K2
k

V (i)
k V (j)

k (19)
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denotes the number of information transfer modes available in the ground
state for the i-th neuron, we interpret it as the number of active synapses.

. Nambu-Goldstone bosons and memory retrieval

The ground state given by (14)–(17) is not invariant under the continuous
transformations (11) and (12) which make the Hamiltonian (1) unchanged.
This is the ordered state of neurons proposed by Ricciardi and Umezawa,
and the uniform directionality of all the spin variables represents the memory
storage (Ricciardi & Umezawa 1967).

The symmetry broken spontaneously in the ground state is restored by the
emergence of Nambu-Goldstone bosons, that is, by turning the direction of
each neuron’s spin variable in the plane perpendicular to the third axis. Small
oscillations of the spin variables around the ground state manifest a long-range
correlation wave. Such a creation of long-range correlation waves in the ground
state would correspond to the recall of memory in the Ricciardi-Umezawa
conjecture.

Since the ground state is of spontaneous symmetry breaking type, the exci-
tation energy levels of the system become double-structured in QBD described
by spin variables and stuartons. In the first group the energy level is an eigen
state of the radial oscillation in the plane perpendicular to the third axis with
a finite eigen frequency Ω, and the excitation of all the neuron variables di-
rected uniformly in the ordered state requires such a large amount of external
energy as NΩ. However, in the second group the energy level is an eigen state
of the rotational oscillation along the valley of the interaction potential en-
circling around the origin in the plane perpendicular to the third axis, and
its eigen frequency ω becomes infinitesimal. Therefore, the amount of exter-
nal energy to excite all the neuron variables remains infinitesimal. Quanta of
such oscillations modes distributing continuously around 0 are the Nambu-
Goldstone bosons. In this way the memory recall is continuously activated by
the incoming slight external energy (stimuli) in QBD.

. Further problems

Several issues have been pointed out as to be investigated further on the proto-
type of QBD explained so far above:
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– Refinement of the model.
– Determination of critical temperature of the ordered ground state.
– Identification of physiological entities with various quantities appearing in

the Hamiltonian (8).
– Detailed investigation of mechanism of memory, learning, recall etc.
– Experimental verification.

Among those issues one of the authors (YT) could refine the QBD model in
the intensive discussion with Umezawa and Stuart as is shown in the follow-
ing subsection. As for the determination of critical temperature of the ordered
ground state, important results have been obtained by Umezawa’s coworkers
in Italy (Del Giudice et al. 1986, 1988). It was the second author (MJ) who de-
rived the Hamiltonian (8) within the fundamental framework of QED applied
to the interaction between water and electromagnetic field inside and outside
the cell membranes, and developed the QBD based theory of memory, learn-
ing and consciousness mechanism (Jibu & Yasue 1995; Jibu et al. 1996). Since
those advancements are clearly exposed separately in this volume, we restrict
ourselves to the refinement of the QBD prototype model.

. Refined QBD model

Let �xj be the position of j-th neuron and A∗
α(j) = A∗

α(�xj), Aα(j) = Aα(�xj) be the
creation-annihilation operators representing the on-off of the α-th informa-
tion channel connected to the j-th neuron. In the prototype model of QBD we
have seen so far, α = 1, 2 and the channel 1 has the creation-annihilation op-
erator A∗, A and the channel 2 has B∗, B. For the general case of multi-channel,
we derive the creation-annihilation operators for the quanta (i.e., stuartons) of
the α-information transfer mode from those creation-annihilation operators
representing the on-off of the α-th information channel connected to the j-th
neuron by means of Fourier transformations

A∗
α(j) =

∫
d3kA∗

α(
�k)e–i�k·�xj (20)

Aα(j) =

∫
d3kAα(�k)ei�k·�xj (21)

As for the spin variable of the j-th neuron, τ(j)
± = τ±(j) = τ±(�xj) and τ(j)

3 =
τ3(j) = τ3(�xj) are used just as in the prototype model.
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Assuming the naturally generalized form of Hamiltonian from (8) the
Heisenberg equations become

i
d

dt
Aα(j) = KAα(j) + Vα(–∇2)τ–(j) (22)

i
d

dt
τ+(j) = 2τ3(j)

∑
α

Vα(–∇2)Aα(j) (23)

i
d

dt
τ3(j) = τ+(j)

∑
α

Vα(–∇2)Aα(j) – τ–(j)
∑
α

Vα(–∇2)A∗
α(j) (24)

where ∇2 = ∂2

∂x2
1

+ ∂2

∂x2
2

+ ∂2

∂x2
3

denotes the Laplacian operator, and Vα(–∇2) is

given by the Fourier transformation:

Vα(–∇2)Aα(j) =

∫
d3kVα(�k2)A∗

α(
�k)e–i�k·�xj (25)

Here �k is the wave vector of the “information wave” and Vα(�k2) denotes the
strength of coupling between the neuron and the information plane wave with
the wave vector �k. For example, if the realistic situation would show that no
information wave carries high �k, then Vα(�k2) should be such that Vα(�k2) → 0
for large �k.

. Analysis by change of variables

By the change of variables

A(j) ≡
∑
α

Vα(–∇2)Aα(j) (26)

V(–∇2) ≡
∑
α

Vα(–∇2)Vα(–∇2) (27)

Eqs. (22)–(24) can be rewritten:

i
d

dt
A(j) = KA(j) + V(–∇2)τ–(j) (28)

i
d

dt
τ+(j) = 2τ3(j)A(j) (29)

i
d

dt
τ3(j) = τ+(j)A(j) – τ–(j)A∗(j) (30)

In the new variables the continuous transformation (11), (12) becomes

A(j) → eiθA(j)
A∗(j) → e–iθA∗(j)

}
(31)
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τ+(j) → τ+(j)e–iθ

τ–(j) → τ–(j)eiθ

τ3(j) → τ3(j)


 (32)

and the Heisenberg equations (28)–(30) remain unchanged.
The variables A(j), τ–(j) may be useful to describe the behavior of each

neuron, but seem inadequate to describe the macroscopic (i.e., long-range)
behavior of all the neurons in the gross. We will make use of certain collective
variables. Since the macroscopic behavior of the whole ensemble of neurons
manifest most apparently in the ground state with the spontaneous symmetry
breaking, we focus on the collective variables in such a ground state.

Around the expectation values of the variables
〈
A(j)

〉
= U,

〈
τ+(j)

〉
=

v,
〈
τ3(j)

〉
= 0 in the ground state of spontaneous symmetry breaking type we

may introduce the following fluctuation variables in the ground state.

A(j) = U + a1(j) – ia2(j) (33)

τ+(j) = v + ρ1(j) + iρ2(j) (34)

τ3(j) = 0 + ρ3(j) = ρ3(j) (35)

Within the Hartree approximation in which the products of fluctuation vari-
ables are ignored, the Heisenberg equations (28)–(30) can be rewritten:

U = –
V(0)

K
v (36)

d

dt
a1(j) = –Ka2(j) – V(–∇2)ρ2(j) (37)

d

dt
a2(j) = Ka2(j) + V(–∇2)ρ1(j) + KU + vV(0) (38)

d

dt
ρ1(j) = 0 (39)

d

dt
ρ2(j) = –2Uρ3(j) (40)

d

dt
ρ3(j) = 2Uρ2(j) – 2va2(j) (41)

Furthermore, introducing Q(k2) by

Q(k2) ≡
√

(K2 +4U2)
2 –16Uv

{
V(k2)–V(0)

}
K(k2)

and ω1(k2),ω2(k2), :1(–∇2), :2(–∇2) by

ω1(k2) ≡ 1

2

{
K2 + 4U2 – Q(k2)

}
(42)
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ω2(k2) ≡ 1

2

{
K2 + 4U2 + Q(k2)

}
(43)

:1(–∇2) ≡ 4U2 – ω1(–∇2) (44)

:2(–∇2) ≡ 4U2 – ω2(–∇2) (45)

we finally obtain the collective variables.

α1(j) ≡ 1

v

–4Uva1(j) + :1(–∇2
j )ρ1(j)

ω2
2(–∇2

j ) – ω2
1(–∇2

j )
(46)

α2(j) ≡ 1

v

–4Uva2(j) + :1(–∇2
j )ρ2(j)

ω2
2(–∇2

j ) – ω2
1(–∇2

j )
(47)

The corresponding field variables α1(�x, t), α2(�x, t) are subject to the field equa-
tions

∂2

∂t2
α1 = –ω1(–∇2)α1 (48)

∂2

∂t2
α2 = –ω2(–∇2)α2 (49)

and the quanta of the variable α1 comes to be the Nambu-Goldstone bosons
because ω1(0) = 0. Namely, the minimum value of energy spectrum is 0, and
the long-range correlation wave is created only for lower frequencies. On the
other hand, the variable α2 is no longer the Nambu-Goldstone mode but a
quasi particle mode, because ω2(0) differs from 0.

We call the quanta of the variable α2 quasi neurons. Then, the variables
in the refined QBD model would be represented by the Nambu-Goldstone
variable α1 and the quasi neuron variable α2.

A(j) = FA [α2, ∂α1] eiα1(j) (50)

τ+(j) = F+ [α2, ∂α1] e–iα1(j) (51)

τ3(j) = F3 [α2, ∂α1] (52)

Here, ∂α1 stands for any combination of the derivatives of the Nambu-
Goldstone variable α1, and FA [α2, ∂α1] , F+ [α2, ∂α1] , F3 [α2, ∂α1] are certain
functions of α2, ∂α1.

. Nambu-Goldstone bosons and memory

It is worthwhile to notice that the Nambu-Goldstone variable enters in the
canonical transformation (50)–(52) only through the phase factor. The ground
state of spontaneous symmetry breaking type is an ordered state in which the
spin variables of all the neurons are pointing in one and the same direction, and
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Nambu-Goldstone bosons are generated to form a condensation. This con-
densation of Nambu-Goldstone bosons is characterized by the fact that the
expectation value of the total number of the Nambu-Goldstone bosons does
not vanish.〈

α∗
1α1

〉
= C2 	= 0 (53)

C in the right hand side is an order parameter, and understood to manifest only
tempered spatial and temporal changes when it describes the condensation as a
classical field. Therefore, we can assume ∂α1 = 0 holds approximately, and the
existence of the condensation of the Nambu-Goldstone bosons in the ordered
state is found to appear as the phase modulation in the neuron variables τ±, τ3

and the stuarton variables A. And Eq. (51) shows how the bare neurons are
surrounded by a cloud of Nambu-Goldstone bosons.

In the refined QBD model, memory code is binary: ‘yes’ for all spin vari-
ables aligned, and ‘no’ for not aligned. When we have an uncoded system, then
certain external stimulus, which is able to influence the Nambu-Goldstone
mode, can print the yes-code. A similar external stimulus can also recall the
memorized code. More precisely, a region in which all the spin variables of
neurons are aligned in one and the same direction forming the ground state of
spontaneous symmetry breaking type corresponds to a bit representing ‘yes’,
and that in which the spin variables of neurons are not aligned forming the
ground state with symmetry corresponds to a bit representing ‘no’. A physical
process which changes a region from the ‘no’ state into the ‘yes’ state triggered
by certain external stimulus achieves the memory printing of the external stim-
ulus. Similar external stimulus propagated to this coded region and the physical
process of creation of the Nambu-Goldstone bosons due to this energy pertur-
bation achieves the memory recall of the external stimulus already printed in
this region as a ‘yes’ code.

. Formulation as non-equilibrium states

Memory code is binary even in the refined QBD model: One ‘bit’ of infor-
mation corresponds to one phase transition in the region of ground state.
In this sense, the memory capacity in the QBD model would not be much
larger in order than that in the classical model of neural networks with mu-
tual synapse connections. Therefore, further theoretical development of QBD
will be needed to cover the huge memory capacity in the real brain system.
For example, such a development can be realized within the theoretical frame-
work in which the phase transition is described in terms of a time-dependent
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non-equilibrium state. Recently, Vitiello and coworkers proposed the dissipa-
tive QBD model within the realm of non-equilibrium thermofield dynamics
(TFD), and obtained an important result that the memory code in a region is
no longer binary but manifests infinitely many variety (Pessa & Vitiello 1999).

In our workshop in 1975, the development of the QBD model in the di-
rection to include the time-dependent dynamics of non-equilibrium states was
discussed, too. We will show it briefly.

In terms of the creation-annihilation operators of stuartons with the wave
vector �k for the α-th information transfer mode, the free Hamiltonian becomes

H0 =
∑
α

∫
d3kεα(�k)A∗

α(
�k)Aα(�k) (54)

As the interaction Hamiltonian describing the action of external stimulus to
the brain system, we assume the following form inspired by Hebb’s hypothesis
of self-organization through changing synaptic weight.

H1 =
∑
αβ

∫
d3kd3qδVαβ(�k, �q, t)

{
A∗
α(

�k)Aβ(�q) + A∗
β(�q)Aα(�k)

}
(55)

Response of the QBD non-equilibrium state to the time-dependent external
stimulus δVαβ(�k, �q, t) can be described in the standard framework of quantum
statistical mechanics by the density matrix

ρ(t) = ei(H0+H1)te
– 1

kBT H0 e–i(H0+H1)t (56)

Here, T denotes the temperature and kB the Boltzmann constant. With this
density matrix ρ(t) non-equilibrium oscillations of the response of the system
to the external stimulus can be represented as

ρα(t) =

∫
d3k

Tr
[

A∗
α(

�k)Aα(�k)ρ(t)
]

Trρ(t)
. (57)

From the technical point of view of theoretical physics, quantum statistical me-
chanics of non-equilibrium states of such a system with spontaneous symmetry
breaking as QBD requires the TFD formulation, not the conventional frame-
work with the density matrix (Umezawa 1993). The reader can find a detailed
exposition of such TFD formulation of QBD by Vitiello in this volume.
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. Outlook

We presented a brief exposition of the theoretical framework of QBD discussed
in the monumental workshops in 1975. After the intensive discussions on the
quantum field theoretical model over a few weeks, our colleague Kreuzer con-
ducted a seminar in which he revisited the QBD model from the point of view
of brain physiology, giving proper directions to develop further the QBD model
and pointed out the necessity of experimental verifications. Fortunately, re-
cent investigations on QBD seem to be quite along with the direction Kreuzer
showed, and it may be worthwhile to close the present paper by playing his
comments back.

The basic idea of QBD is that the formation of stable memory is associ-
ated with certain phase transition phenomena in the brain. Therefore, it will
be impossible to verify QBD experimentally unless we might develop a con-
crete model of QBD based on physics of the real fundamental constituents of
the brain tissue. For helping the future development in this direction, we point
out here some of the physical properties of the brain tissue which might be
tightly related to QBD.

As the fundamental constituents of the brain tissue, we have

– electric dipole layers: membranes
– permanent and induced electric dipoles: ions
– electric charges: ions
– electric currents: ionic currents
– visco-elastic medium with a degree of mechanical instability
– very complex molecular structure.

These are reminiscent of a ferro-electric medium. Ferro-electrica show a phase
transition below Curie temperature Tc, where electric dipoles (i.e., spin vari-
ables of the neuron in QBD) are aligned within small domains.

Due to complex molecular structures, many ferro-electrica show many
phase transitions showing up in the dielectric constant, for example. It may
be possible, therefore, to verify the existence of those many phase transitions
by measuring the dielectric constant of the brain tissue over small temperature
region. Such phase transitions of many ferro-electrica in the brain imply the
memory printing and recalling processes due to hysteresis:

Assume external stimulus results in local temperature drop in a given po-
larization domain sufficient to trigger a phase transition. This is the memory
printing in QBD. If hysteresis is large no small temperature increase can bring
the state back, and the polarization domain holds stable (long-term) memory.
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If hysteresis is very narrow memory can be wiped out by any small temperature
increase, and the polarization domain holds unstable (short-term) memory.

If those phase transition phenomena of the brain tissue as a ferro-electric
medium were essential in the realistic QBD model, accommodation of large
amounts of information would be possible, for example, in many phase tran-
sitions due to complex nature of brain matter, and in different polarization
domains within the brain tissue. The latter possibility may force us to look for
local phase transitions in the membrane structure that might be highly related
to the yet unknown mechanism of anesthesia (Jibu et al. 1998). An important
result in the theory of anesthesia has been obtained within the realm of QBD
(Jibu 2001).
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Chapter 17

The dissipative brain

Giuseppe Vitiello
Università di Salerno, Italy

I review the dissipative quantum model of brain and discuss its recent
developments related with the rôle of entanglement, quantum noise and
chaos. Some comments on consciousness in the frame of the dissipative
model are also presented. Dissipation seems to account for the medial
character of consciousness, for its being in the present (the Now), its
un-dividable unity, its intrinsic subjectivity (autonomy). Finally, essential
features of a conscious artificial device, if ever one can construct it, are briefly
commented upon, also in relation to a device able to exhibit mistakes in its
behavior. The name I give to such a hypothetical device is Spartacus.

. Introduction

I have been always attracted by the unitary conception of knowledge, which is
ever present in some streams of our cultural inheritance. Perhaps, one of the
most vivid expressions of such a comprehensive view of the world has been pro-
vided by Titus Lucretius Carus in his De rerum natura. There are no territories
forbidden to our search and there are no separate domains of knowledge,

. . . we must not only give a correct account of celestial
matter, explaining in what way the wandering of the sun
and moon occur and by what power things happen on earth.
We must also take special care and employ keen reasoning
to see where the soul and the nature of the mind come from,. . .

(Titus Lucretius Carus, 99–55 B.C.)

Therefore, searching in territories not traditionally explored by physicists
should not require special justifications.

In this paper I would like to review briefly the extension of the Ricciardi
and Umezawa (1967) quantum model of the brain to the dissipative dynamics.
For sake of brevity, I will mostly present results rather than their derivations.
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The interested reader may find formal details in the quoted literature. I will
comment on consciousness in the dissipative quantum model frame and finally
I will briefly discuss the essential features which an artificial conscious device
should have, if ever it will be possible to construct it, and its relation with a
device able to exhibit mistakes in its behavior. (For a recent review on quantum
theory and consciousness see Atmanspacher 2004.)

The extension of the quantum model to the dissipative dynamics is re-
quired in order to solve the overprinting problem, namely the fact that in the
Ricciardi and Umezawa model (Ricciardi & Umezawa 1967) the memory ca-
pacity is extremely small: any successive memory printing overwrites on the
previously recorded memory.

The proposed solution (Vitiello 1995) relies on two facts. One is that the
brain is a system permanently coupled with the environment (an “open” or
“dissipative” system). The other one is a crucial property of quantum field the-
ory (QFT), i.e. the existence of infinitely many states of minimal energy, the
so called vacuum states or ground states. On each of these vacua there can
be built a full set (a space) of other states of nonzero energy. We have thus in-
finitely many state spaces, which, in technical words, are called “representations
of the canonical commutation relations”. I will refer to the collection of all these
spaces or representations as the “memory space”. The vacuum of each of these
spaces is characterized by a specific ordering and is identified by its code, which
is the value of the “order parameter”, the macroscopic observable characteriz-
ing indeed the ordering present in that vacuum. Vacua (or the corresponding
spaces) identified by different codes are “distinct” vacua in the sense that one of
them cannot be reduced (transformed) into another one of them. In technical
words, they are “unitary inequivalent vacua” (or unitary inequivalent spaces or
representations).

In the dissipative quantum model of brain the vacuum code is taken to
be the memory code. A given memory is represented by a given degree of or-
dering. A huge number of memory records can be thus stored, each one in a
vacuum of given code. In the original model by Ricciardi and Umezawa only
one vacuum is available for memory printing. In the dissipative model all the
vacua are available for memory printing.

. Broken symmetry and order

In the quantum model a crucial role is played by the mechanism of “the spon-
taneous breakdown of symmetry” by which the invariance (the symmetry) of
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the field equations manifests itself into ordered patterns in the vacuum state.
The symmetry is said to be broken since the vacuum state does not possess the
full symmetry of the field equations (the dynamics). The “order” is indeed such
a “lack of symmetry”.

One can show that when symmetry is broken the invariance of the field
equations implies the existence of quanta, the so called Nambu-Goldstone
(NG) quanta, which, propagating through the whole system volume, are the
carrier of the ordering information, they are the long range correlation modes:
in the crystal, for example, the ordering information is the one specifying the
lattice arrangement.

The presence (the condensation) in the vacuum state of NG quanta thus
describes the ordering. When ordering is achieved, each of the elementary
components of the system is “trapped” in a specific space-time behavior (e.g. a
specific space position, a specific oscillation mode, etc.). Ordering implies thus
the freezing of some of the degrees of freedom of the elementary components.
Or, in other words, their coherent motion or behavior. It is such a coherent, col-
lective behavior that macroscopically manifests itself as the ordered pattern: the
microscopic quantum behavior thus provides macroscopic (collective) proper-
ties. We have a “change of scale”, from microscopic to macroscopic, and the
ordered state is called a macroscopic quantum state. NG quanta are therefore
also called collective modes. In the dissipative model of brain these NG quanta
are called “dipole wave quanta” (dwq) since they originate from the breakdown
of the electrical dipole rotational symmetry (Vitiello 1995; Del Giudice et al.
1985, 1986; Jibu & Yasue 1995).

In order for the NG quanta to be able to span the full system volume and
thus set up the ordered pattern, their mass has to be zero (or quasi-zero in
realistic conditions of finite system sizes). In their lowest momentum state NG
quanta thus do not carry energy. For this reason, the vacuum state where even
a very large number of them is condensed is a state of minimal energy. This
guaranties the stability of the ordered vacuum, namely of the memory record
in the quantum model of brain.

Incidentally, I observe that in this model the variables are basic quantum
field variables (the electrical dipole field). In the quantum model “we do not
intend”, Ricciardi and Umezawa say “to consider necessarily the neurons as the
fundamental units of the brain”. Moreover, Stuart, Takahashi and Umezawa
(1978) have also remarked that “it is difficult to consider neurons as quantum
objects”.

In principle, any of the ordered patterns compatible with the invariance of
the field equations can be realized in the process of symmetry breaking. This
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is why symmetry breaking is said to be “spontaneous”. The point is that the
ordered pattern which is actually realized is the output of the system inner dy-
namics. The process of symmetry breaking is triggered by some external input;
the “choice” of the specific symmetry pattern which is actually realized is, on
the contrary, “internal” to system. Therefore one speaks of self-organizing dy-
namics: ordering is an inner (spontaneous, indeed) dynamical process. This
feature of spontaneous symmetry breaking is common to solid state physics
and high energy physics, and it is of particular interest when modelling the
brain: in the brain, contrary to the computer case, ordering is not imported
from the outside, it is the outgrowth of an “internal” dynamical process of the
system.

The generation of ordered, coherent patterns is thus the dynamical result
of the system elementary component interactions.

. The brain is a dissipative system

In the quantum model of brain a specific memory is associated to a specific
degree of ordering (a specific value of the vacuum code). The overprinting
problem then reduces to the problem of making available all possible vacua,
or, in other words, to attach a specific label (the code value) to a given vacuum
under the trigger of a specific external input.

On the other hand, it is evident that in its continual interaction with the
environment the brain’s time evolution is irreversible, i.e., technically speak-
ing, it is non-unitary. Getting information from the outside world, which is a
feature characterizing the brain, makes the brain dynamics intrinsically irre-
versible. I have elsewhere depicted such a situation by mentioning the way of
saying ...Now you know it!..., which indeed means that once one gets some in-
formation, he/she is nevermore the same person as before. Getting information
introduces the Now in our experience, or, in different words, the feeling of the
past and of the future, of the arrow of time pointing forward in time. With-
out getting information there would be neither forward nor backward in time.
However, we cannot avoid getting information, being opened on the world (in-
cluding our inner world, ourself). The brain is an open, dissipative system. The
brain closed on the world is a dead brain, physiology tells us. Isolation of the
brain (closure to the world) produces serious pathologies. Thus, the extension
of the quantum model of brain to the dissipative dynamics appears to be a
necessity (Vitiello 1995).
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Then, the mathematical formalism for quantum dissipation (Celeghini,
Rasetti, & Vitiello 1992) requires the doubling of the brain degrees of freedom.
The doubled degrees of freedom, say Ã (the tilde quanta; the non-tilde quanta
A denoting the brain degrees of freedom), are meant to represent the environ-
ment to which the brain is coupled. The physical meaning of the doubling is
the one of ensuring the balance of the energy flux between the system and the
environment.

The environment thus represented by the doubled degrees of freedom ap-
pears described as the “time-reversed copy” (the Double) of the brain. The
environment is “modelled” on the brain. Time-reversed since the energy flux
outgoing from the brain is incoming into the environment, and vice versa.

In addition, the quantum dissipation formalism implies that the full oper-
ator describing the system time evolution includes the operator describing the
coupling between the non-tilde and the tilde quanta. At the same time, such a
coupling term acts as the mathematical tool to attach the label to the vacua (and
thus to distinguish among different memories). This label is time-dependent:
the system states are thus time-dependent states.

In this new light, the time evolution operator is readily recognized to be the
“free energy” operator, not just the Hamiltonian operator, as it would be in the
absence of dissipation. The free energy operator is made indeed by the Hamil-
tonian operator, which controls the reversible (unitary) part of time evolution,
plus the non-tilde/tilde coupling term, which is recognized to be proportional
to the entropy operator and controls indeed the non-unitary, irreversible part
of time evolution. In a thermodynamical language this last term describes the
heat term in the system energy.

The doubling of the degrees of freedom in the dissipative model thus arises
as a consequence of the irreversible time evolution.

Once thermal aspects in the dissipative model have been also recognized,
the memory state is found (Vitiello 1995) to be a non-equilibrium Thermo Field
Dynamics (TFD) state. TFD is the QFT formalism for thermal systems intro-
duced by Takahashi and Umezawa (Takahashi & Umezawa 1975; Umezawa
1993) which provides an explicit representation of the so called Gelfand-
Naimark-Segal (GNS) construction in the C*-algebra formalism (Ojima 1981).
TFD was not devised for the study of the brain, but for the study of solid state
physics, to which it has been successfully applied.

In equilibrium TFD the system time evolution is fully controlled by the
Hamiltonian. The operator necessary to attach the label to the thermal states
(the label is temperature in that case) is not a term of the time evolution
operator (as, on the contrary, in the dissipative model). Non-equilibrium tran-
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sitions (non-unitary time evolution) in thermal systems have been considered
later on in the time-dependent TFD formalism (Umezawa 1993; and references
therein quoted). The non-equilibrium character of the brain dynamics makes
the dissipative model substantially different from equilibrium TFD.

One can show that the dynamics now includes, when the system volume
is large but finite, the possibility of transitions through inequivalent (labelled
by different codes) vacua: in this way, at once, familiar phenomena such as
memory associations, memory confusion, even the possibility to forget some
memories, or else difficulties in recovering memory, are described by the dis-
sipative model. The dissipative character of the dynamics thus accounts for
many features of the brain behavior and for its huge memory capacity: now,
indeed, all the differently coded vacua become accessible to the memory print-
ing process. Their unitary inequivalence at large volume guaranties protection
from overprinting, not excluding, however, due to realistic boundary effects,
the processes of association, confusion, etc. just mentioned.

The general scheme of the dissipative quantum model can be summarized
as follows. The starting point is that the brain is permanently coupled to the
environment. Of course, the specific details of such a coupling may be very in-
tricate and changeable so that they are difficult to be measured and known. One
possible strategy is to average the effects of the coupling and represent them,
at some degree of accuracy, by means of some “effective” interaction. Another
possibility is to take into account the environmental influence on the brain by a
suitable choice of the brain vacuum state. Such a choice is triggered by the exter-
nal input (breakdown of the symmetry), and it actually is the end point of the
internal (spontaneous) dynamical process of the brain (self-organization). The
chosen vacuum thus carries the signature (memory) of the reciprocal brain-
environment influence at a given time under given boundary conditions. A
change in the brain-environment reciprocal influence then would correspond
to a change in the choice of the brain vacuum: the brain state evolution or
“story” is thus the story of the trade of the brain with the surrounding world.
The theory should then provide the equations describing the brain evolution
“through the vacua”, each vacuum for each instant of time of its history.

The brain evolution is thus similar to a time-ordered sequence of pho-
tograms: each photogram represents the “picture” of the brain at a given
instant of time. Putting together these photograms in “temporal order” one
gets a movie, i.e. the story (the evolution) of open brain, which includes the
brain-environment interaction effects.
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The evolution of a memory specified by a given code value, say N , can be
then represented as a trajectory of given initial condition running over time-
dependent vacumm states, denoted by |0(t) >N , each one minimizing the free
energy functional (Pessa & Vitiello 2003, 2004; Vitiello 2004). These trajecto-
ries are known (Manka, Kuczynski, & Vitiello 1986; Del Giudice et al. 1988;
Vitiello 2004) to be classical trajectories in the infinite volume limit: transi-
tion from one representation to another inequivalent one would be strictly
forbidden in a quantum dynamics.

. Entanglement, chaos and coherence

Since we have now two-modes (i.e. non-tilde and tilde modes), the mem-
ory state |0(t) >N turns out to be a two-mode coherent state. This is known
(Perelomov 1986; Vitiello 2004; Pessa & Vitiello 2003, 2004) to be an entangled
state, i.e. it cannot be factorized into two single-mode states, the non-tilde and
the tilde one. The physical meaning of such an entanglement between non-tilde
and tilde modes is in the fact that the brain dynamics is permanently a dis-
sipative dynamics. The entanglement, which is an unavoidable mathematical
result of dissipation, represents the impossibility of cutting the links between
the brain and the external world.

I remark that the entanglement is permanent in the large volume limit. Due
to boundary effects, however, a unitary transformation could disentangle the
tilde and non-tilde sectors: this may result in a pathological state for the brain.
It is known that forced isolation of a subject produces pathological states of
various kinds.

I also observe that the tilde mode is not just a mathematical fiction. It cor-
responds to a real excitation mode (quasiparticle) of the brain arising as an
effect of its interaction with the environment: the couples of non-tilde/tilde
dwq quanta represent the correlation modes dynamically created in the brain as
a response to the brain-environment reciprocal influence. It is the interaction
between tilde and non-tilde modes that controls the irreversible time evolu-
tion of the brain: these collective modes are confined to live in the brain. They
vanish as soon as the links between the brain and the environment are cut.

Here, it is interesting to recall (Vitiello 1998, 2001) that structure and func-
tion constitute an un-dividable unity in the frame of QFT: the dipole wave
quanta are at the same time structure (they are real particles confined to live
inside the system) and function, since they are the collective, macroscopic
correlations characterizing the brain functioning.
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The structure/function unity in the dissipative model thus accounts for
the observed strong “reciprocal dependence” existing between the formation of
neuronal correlates and nets and the functional activity of the brain, including
the brain’s plasticity and adaptiveness. The dissipative model implies that the
insurgence of some structural (physiological) pathologies of the brain may be
caused by the reduction and/or inhibition of its functions due to externally
imposed constraints in some severe conditions.

As mentioned, transitions among unitary inequivalent vacua may occur
(phase transitions) for large but finite volume, due to coupling with the en-
vironment. Due to dissipation the brain appears as “living over many vacuum
states” (continuously undergoing phase transitions). Even very weak (although
above a certain threshold) perturbations may drive the system through its
macroscopic configurations. In this way, occasional (random) weak perturba-
tions play an important rôle in the complex behavior of the brain activity. In
a recent paper (Pessa & Vitiello 2003, 2004) the tilde modes have been shown
to be strictly related to the quantum noise in the fluctuating random forces
coupling the brain with the environment.

It has been also found (Pessa & Vitiello 2003, 2004) that, under conve-
nient conditions, in the infinite volume limit, trajectories over the memory
space are classical chaotic trajectories (Hilborn 1994), namely: (i) they are
bounded and each trajectory does not intersect itself (trajectories are not peri-
odic); (ii) there are no intersections between trajectories specified by different
initial conditions; (iii) trajectories of different initial conditions are diverging
trajectories.

In this connection, it is interesting to mention that some experimental ob-
servations by Freeman (1990, 1996, 2000) show that noisy fluctuations at the
neuronal level may have a stabilizing effect on brain activity, noise preventing
to fall into some unwanted state (attractor) and being an essential ingredient
for the neural chaotic perceptual apparatus (especially in neural aggregates of
the olfactory system of laboratory animals).

In the dissipative model noise and chaos turn out to be natural ingredients
of the model. In particular, in the infinite volume limit the chaotic behavior
of the trajectories in memory space may account for the high perceptive reso-
lution in the recognition of the perceptual inputs. Indeed, small differences in
the codes associated to external inputs may lead to diverging differences in the
corresponding memory paths. On the other side, it also happens that codes dif-
fering only in a finite number of their components (in the momentum space)
may easily be recognized as being the “same” code, which makes possible that
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“almost similar” inputs are recognized by the brain as “equal” inputs (as in
pattern recognition).

Summarizing, the brain may be viewed as a complex system with (in-
finitely) many macroscopic configurations (the memory states). Dissipation
is recognized to be the root of such a complexity.

The brain’s many structural and dynamical levels (the basic level of coher-
ent condensation of dwq, the cellular cytoskeleton level, the neuronal dendritic
level, and so on) coexist, interact among themselves and influence each other’s
functioning. The crucial point is that the different levels of organization are not
simply structural features of the brain; their reciprocal interaction and their
evolution is intrinsically related to the basic quantum dissipative dynamics.

On the other hand, the brain’s functional stability is ensured by the system’s
“coherent response” to the multiplicity of external stimuli. Thus dissipation
also seems to suggest a solution to the so called binding problem, namely the
understanding of the unitary response and behavior of apparently separated
units and physiological structures of the brain. In this connection see also the
holonomic theory by Pribram (1971, 1991).

The coherence properties of the memory states also explain how memory
remains stable and well protected within a highly excited system, as indeed the
brain is. Such a “stability” is realized in spite of the permanent electrochemical
activity and the continual response to external stimulation. The electrochemi-
cal activity must also, of course, be coupled to the correlation modes which are
triggered by external stimuli. It is indeed the electrochemical activity observed
by neurophysiology that provides a first response to external stimuli.

This has suggested (Stuart, Takahashi, & Umezawa 1978, 1979) to model
the memory mechanism as a separate mechanism from the electrochemical
processes of neuro-synaptic dynamics: the brain is then a “mixed” system in-
volving two separate but interacting levels. The memory level is a quantum
dynamical level, the electrochemical activity is at a classical level. The inter-
action between the two dynamical levels is possible because the memory state
is a macroscopic quantum state due, indeed, to the coherence of the correlation
modes. The coupling between the quantum dynamical level and the classical
electrochemical level is then the coupling between two macroscopic entities.
This is analogous to the coupling between classical acoustic waves and phonons
in crystals (phonons are the crystal NG quanta). Such a coupling is possible
since the macroscopic behavior of the crystal “resides” in the phonon modes, so
that the coupling acoustic-waves/phonon is nothing but the coupling acoustic-
wave/crystal.
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Finally, let me observe that, considering time-dependent frequency for the
dwq, modes with higher momentum are found to possess longer life-time.
Since the momentum is proportional to the reciprocal of the distance over
which the mode can propagate, this means that modes with shorter range of
propagation will survive longer. On the contrary, modes with longer range of
propagation will decay sooner. This mechanism may produce the formation
of ordered domains of finite different sizes with different degree of stability:
smaller domains would be the more stable ones. Thus we arrive at the dynamic
formation of a hierarchy (according to their life-time or equivalently to their
sizes) of ordered domains (Alfinito & Vitiello 2000). On the other hand, since
any value of the momentum is in principle allowed to the dwq, we also see that
a scaling law is present in the domain formation (any domain size is possible
in view of the momentum/size relation).

. The trade with the Double: A route to consciousness?

We have seen that the tilde modes are a representation of the environment
“modelled” on the (non-tilde) system: they constitute the time-reversed copy
of it. And, we have seen, they are “necessary”, they cannot be eliminated from
the game. The mathematical operation of doubling the system degrees of free-
dom, required by dissipation, thus turns out to produce the system’s Double.
I have then suggested that consciousness mechanisms might be involved in
the continual “trade” (interaction) between the non-tilde and the tilde modes
(Vitiello 1995, 2001).

Here I would be tempted to say: trade “between the subject and his Dou-
ble”. However, the word “subject” may be evocative of rich but intricate philo-
sophical scenarios, which here are absolutely out of my considerations. I have
experienced indeed that using in a simple minded way that word in con-
nection with the brain (as I did in my book (Vitiello 2001)) may be highly
misleading, pushing the reader far from the much more modest, but concrete,
mathematical and physical features of the dissipative model.

My attention is rather on the dynamics, the “inter-action”, the trade, the
“between” (as Gordon Globus 2003 would say), l’“entre-deux” (as Nadia Prete
2004 would prefer). The use of the word “subject” could instead evoke the
idea of something, the “one” (the non-tilde), pre-existing the relation with the
other “one”, his Double (tilde). However, this would correspond neither to the
physics, nor to the mathematics, both of which are my fixed starting points.
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The physics of the problem is, technically speaking, a non-perturbative
physics, the one of the open systems, and it can be shown that in such a case the
system-environment “inter-action” cannot be switched off (Celeghini, Rasetti,
& Vitiello 1992). This means that we cannot even think of the system deprived
of its physical essence which is its openness (even the physiology tells us that an
isolated brain is a dead brain; namely, if “closed”, it does not exist as a brain).
The physics does not allow the existence of the “one” (non-tilde) independently
of the existence of the “other one” (tilde), and vice versa.

The mathematics, on the other hand, imposes a strong limit on the de-
scription (the “language”) we have to use for a quantum dissipative system: we
cannot avoid starting from two reciprocal (in the mirror of time) images. This
“un-divided two”, mathematics tells us, is more elementary than “the one”. The
non-tilde one “cannot” be the subject.

The temptation could be to think that the Double is the subject. But this
simply means being captured by the Narcissus self-mirroring fatal trap (Vitiello
2001): it is equivalent to think of the brain as the subject, and vice versa in an
endless loop. The Double is not trivially the system image. It is the environment
representation modelled on the system. The Double cannot be the subject.

Tilde and non-tilde cannot individually pre-exist prior to their being each
other’s images, an “un-dividable two”. They are actors forced (without alterna-
tive choice) to be on the stage. The “one”, the subject, is the action, the play,
their entre-deux. This is the meaning of the entanglement: the entangled state
cannot be factorized (is un-dividable) into two single-mode states. Non-tilde
and tilde modes share a common, entangled vacuum at each instant of time.

In some sense, here we face the root of the (ontological) prejudice that
some “being” might exist as a “closed”, i.e. non-interacting, system, and there-
fore, capable to exist by itself, independently of the existence of any other system,
complete in its own individuality (Vitiello 1997, 2001). If so, it might also hap-
pen that such a system could be, in absolute, the only existent system (“being”).

Such a prejudice seems to be intrinsic to our same language, where any
action presupposes pre-existing actors having the possibility of being fully non-
interacting, and thus each one independently existing from the other one (fully
disentangled) before the action started. Notable exceptions (Stamenov 2001)
might be those actions, such as to exchange, to trade, indeed, which exclude
the separate (disentangled) pre-existence of the actors: to be possible that such
actions could occur, the joint existence of (at least) a couple of actors is nec-
essary (even if not sufficient, of course). Thus, those actions are special ones
in that they presuppose entangled existences of the actors. Each one of these
cannot exist by himself. And also, actors cannot be separated from their ac-
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tion and vice versa. Without exchange there are no exchangers, and vice versa.
Such a situation also reminds me of the rheomode language of Bohm, whose
structure is aimed to allow “the verb rather than the noun to play a primary
role” (Bohm 1980; cf. Stamenov 2004 for a discussion on Bohm’s rheomode
language).

The unavoidable dialog with the Double is the continual, changeable and
reciprocal (non-linear) interaction with the environment. If the consciousness
phenomenon basically resides in such a permanent dialog, one of its character-
izations seems to be the relational (medial) one, which agrees with Desideri’s
standpoint (Desideri 2004). Consciousness seems thus to be rooted and dif-
fused in the large brain-environment world, in the dissipative brain dynamics.
There is no conflict between the subjectiveness of the first person experience
of consciousness and the objectiveness of the external world.1 Without such an
objectiveness there would be no possibility of “openness” (openness on what?),
no dissipation out of which consciousness could arise. Objectiveness of the
external world is the primary, necessary condition for consciousness to exist.

On the other hand, the question Desideri poses, namely “whether it is
possible to reverse also the relationship between structure and function and
then if it is possible to consider brain as a function of consciousness” (Desideri
2004) also finds a positive answer in the dissipative quantum model. The an-
swer is positive in a true physical sense, since the brain cannot avoid to be an
active/passive system, and promoting or inhibiting its activity (summing up
in the consciousness) would produce the creation or destruction, respectively,
of structural features of the brain, such as, e.g., long range correlations, pat-
tern structures. As observed in Section 4, the different levels of organization
are not simply structural features of the brain, their reciprocal interaction and
their evolution is intrinsically related to the brain-environment entanglement,
namely to that medial “one” which is the dialog with the Double. In this sense,
the adaptiveness, the plasticity of the brain is the function of consciousness.

It is also interesting to observe that the dialog with the Double is “evo-
lutive” and never repeats itself in the same form: from one side, it carries
the memory, the story of the past; from the other side, the permanent open-
ness on the world implies its continual updating. Recurrent resolutions into
“new synthesis” of the non-tilde/tilde reciprocal presence are thus reached.
The mentioned process of minimizing the free energy, namely of reaching the
equilibrium between the numbers of non-tilde and tilde modes, is indeed the
process by which such synthesis are recurrently reached by permanently tun-
ing the constantly renewed brain-environment “relation”. The actors are never
engaged in a boring reply. And such a truly dialectic relation with the Double is
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inserted in the unidirectional flow of time, it is itself a “witness” of the flow of
time. This depends on the fact that its mathematical description is provided by
the coupling term in the time evolution operator and this is proportional to
the entropy operator. It is possible to talk of unidirectional flow of time because
time-reversal symmetry is broken due to dissipation (cf. also the beginning
of Section 2). Then, the time axis gets divided by a singular point: the origin,
which divides the past from the future. The singularity of this point consists in
the fact that it cannot be translated, it is the Now.

Without dissipation, any point, any time, can be arbitrarily taken to be the
origin of the time axis, which means that the origin (and any other point on
the time axis) can be freely translated without inducing any observable change
in the system (time translational invariance): thus there is no singular origin of
the time. There is no Now. All the origins are alike. There is no a true origin.

In the absence of dissipation, we could say that time, in its flowing, swal-
lows those fictitious Nows we might assign as (non-singular) origins on its axis,
as Kρóνoς eats his sons. This destructive property of time (oblivion) is, para-
doxically, eluded, avoided by dissipation: dissipation introduces a life-time,
a time scale which carries the memory of “when” (the origin) the dissipative
system “has started”. From the observation of a (radiative) decay process (typ-
ically with carbon fourteen) we “can trace back” the time, reach the origin
and say “how old” is the object we are interested in. So we know where the
true, non-forgettable origin (the truth), not a fictitious, false one easily eaten
by Kρóνoς, sits on the time axis. Memory (non-oblivion) and truth are the
same thing, which the ancient Greeks denoted, indeed, with the same word,
αλήθεια (Tagliagambe 1995; Vitiello 1997, 2001).

The Now is that point on the time-mirror where the non-tilde and the
tilde, reciprocal time-reversed images, join together, in the present (Vitiello
1997, 2001). The non-tilde unveils its Double and they conjugate in a circu-
lar (non-linear) recognition, each being “exposed” to the other’s eyes. Perhaps
this is intuition, the instantaneous apprehension (Webster Dictionary 1968) of
the “between”. Literally, intueri is such a looking inside “without the conscious
use of reasoning” (Webster Dictionary 1968), an immediate, out of time, not
in the past, not in the future, act of unconscious knowledge, an “unknowable
act” (Plotnitsky 2002) of knowledge. An act which repeats itself continuously,
not translating the Now (dissipation forbids it!), but re-creating another in-
dependent, but equally true, Now, in an endless, dense sequence of Nows, all
different, singular origins of different paths in the future, all starting points of
chaotic memory paths in the memory space, which then we recognize as the
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“identity” or the “self” space. Identity, dynamically living in the memory space
through the dissipative Nows, thus escapes the destructive fury of Kρóνoς.

Perhaps, in these Nows is realized the primary property of consciousness,
the one of self-questioning (Desideri 2004), i.e. the unveiling the Double, and
the photographer’s “sur-prise”...“when at the precise instant an image suddenly
stands out and the eye stops” forcing “the time to stop his course” (Prete 2004):
“and suddenly, all at once, the veil is torn away, I have understood, I have seen”
(Sartre 1990; see also the related discussion by Prete 2004).

Unveiling the Double is then to see and to be seen, the συνειδώς, the being
conscious of the ancient Greeks, which literally is to “see together”, indeed; or,
as in the lifting the veil in the Prete’s photobjects, “more precisely, to have a per-
ception of this togetherness as a whole and to understand that it was made of
two images in strong relation” (Prete 2004); or else Bohm’s self-recursive mir-
roring loops of the spontaneous and unrestricted act of “lifting into attention”
(Bohm 1980; Stamenov 2004): συνειδώς then comes to be confidants, secret
friends (Bandini 2002), to be each other “witness”.

Such a sudden act of knowledge remains, however, an intuitive knowledge,
an unum, not susceptible to be “divided” into rational steps, thinkable but
“non-computational”, not “translatable” into a language (i.e. logical) frame,
which would require its breaking up (analysis) into linguistic fragments (cf.
the traditional language fragmentation discussed in Bhom 1980, and the re-
lated discussion by Stamenov 2004). (It is interesting that the ειδώς in the
word συνειδώς (being conscious) denotes the act of immediate vision; the
word oράω is used instead for the act of lasting vision (Bonazzi 1936).)

In conclusion, from the sequence of these acts inserted into the “objective”
time flow a sequence of independent, subjective Nows is generated, which con-
stitute the multi-time dimensions of the self, its own time space, the dynamic
archive of chaotic trajectories in the memory space which depicts its identity;
that spring of time-lines through which the self can move “freely”, apparently
unconstrained by the external time-ordering.

Without such an internal freedom there could be neither the “pleasure”
of the perception (the αίσθησις), the aesthetical dimension, that erotic charge
of the unveiling, which continuously renews itself in the dialogic relation with
the Double, nor the “active response” to the world. Neither pleasure, nor in-
tentionality could be allowed in a rigidly constrained system. Active responses
imply responsibility and thus they become moral, ethical responses through
which the self and its Double become part of the larger social dialog. Aesthetical
pleasure unavoidably implies disclosure, to manifest “signs”, artistic communi-
cation. An interpersonal, collective level of consciousness then arises, a larger
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stage where again the actors are mutually dependent, each one bounded (en-
tangled) in his very existence (including any sort of physical needs) to the other
ones, simply non-existing without the others.

. Doubts and mistakes. Toward the construction of an erratic device

I finally observe that the strong influence of even slight changes in the initial
conditions on the memory paths (their chaotic behavior) leads us to consider
the rôle of the “doubt” in consciousness mechanisms (Desideri 1998). In this
connection I will also very briefly comment on a provocative proposal of mine:
to construct an artificial device able to make “mistakes”, namely able of tak-
ing a step, in its behavior, not logically consequent from the previous ones, or
not belonging to any pre-ordered chain of steps or events, an erratic step. For
shortness, and in a provisional way, I will refer to it as to the “erratic device”.
Such a device is perhaps in strict relation with an artificial conscious device (if
ever it will be possible to construct an artificial conscious device!).

My erratic device is not a machine “out of order”, not properly functioning.
It cannot be a machine at all, since a machine, in the usual sense, is by defini-
tion (and by construction) something which must work properly, in a strictly
predictive way, producing processes of sequentially ordered steps according
to some functional logic. Also, the erratic device is not meant to be a device
exhibiting chaotic behavior: the value (!) of the mistake is in its infrequent
occurrence, an exceptional “novelty” with respect to an otherwise “normal”
(correct) behavior.

But let me go back to the dissipative quantum model of brain. There, tilde
modes also account for the quantum noise in the fluctuating forces coupling
the brain with the environment. The dialog with the Double lives therefore on
a noisy background of quantum fluctuations. “Listening” sometimes at such
noisy background in the continual dialog (self-questioning) might slightly per-
turb the initial conditions of the memory paths and manifest in their drastic
differences. This might be sometimes a welcome event, pushing the brain ac-
tivity out of unwanted loops or fixations (attractors), (which also suggests a
possible relation with Freeman’s (1990, 1996, 2000) observations on neuronal
noisy activity). Doubt might well be such a kind of self-questioning in a noisy
background, being tempted by new perspectives, testing new standpoints by
more or less slightly perturbing old certainties, leaving room for erratic fluctu-
ations, listening to them; in a word, allowing fuzziness in the initial conditions,
the starting assumptions of our travelling in the memory space (our archive of
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certainties); the consequences of the doubt will be then chaotically diverging
trajectories in such a space. Consciousness modes then acquire their uncertain
(doubtful) predictability with their precious unfaithfulness, their secret flavor
of subjectivity, their full autonomy.

I suspect that the great privilege of being able of making mistakes finds its
roots in these consciousness features. And perhaps here is the bridge between
the program of constructing the erratic device and the one of constructing an
artificial conscious device.

Perhaps, if ever it will be possible to construct a conscious artificial device,
it will not be indeed a “machine”, i.e. its behavior cannot be like a chain of
logically predetermined steps, it must be an artificial being taking upon itself
the best of the human model: unpredictably erratic, able to learn, but unfaith-
ful, full of doubts, fully entangled to the world, but irreducibly free. We might
name it Spartacus.

Note

. Although it might sound philosophically unpleasant, I adopt the physicist’s working hy-
pothesis that the external world is objectively existing. In rough words, this amounts to
adopt the working hypothesis that we do exchange energy with some other system. For ex-
ample, we do need to eat. Without eating we cannot think. Of course, this does not mean
that thinking is less important than eating, but simply that neglecting to eat leads to weak
(or null) thinking.
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