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“Anything you can do in classical physics, we can do better in quantum
physics.” I heard that remark in Boulder, Colorado, a few years ago when
Dan Kleppner, a distinguished MIT quantum physicist, was giving a lec-
ture to a group of scientists on the subject of quantum chaos. His comment
struck me at the time as particularly apposite because I saw it as being in
many ways a leitmotif for this book.

Quantum physics appears to be a supreme overarching theory of the
universe. Nuclear physics, atomic spectroscopy, chemistry, electronics, ma-
terials science, the physics of stars and black holes, and even the structure
of the universe, all depend crucially on the laws of quantum theory. Yet in
our everyday lives most of us are normally only aware of the classical
physics that Newton brought to the fore. That quantum physics is built upon
strange unworldly behavior at the atomic level has been appreciated by sci-
antists for much of the twentieth century. There have been hints that quan-
tum physics can engender unusual states at the macroscopic level too:
Witness the phenomena of superconductivity and superfluidity. But for a
profound theory, such things would appear to be curiously limited in scope.

Now, a century after the first faltering steps in the development of quan-
tum theory and a half century after the invention of the digital computer, we
are witnessing a scientific revolution that could put the theory into greater
public prominence, while transforming our understanding of computing sci-
ence and physics. For the realization is that quantum mechanics offers com-
pletely new ways to process information. Indeed, quantum physics is not
simply better than classical physics in this regard, it appears to be unimag-
inably more powerful.

The purpose of this book is to tell the story of how this scientific revo-
lution has come about. My intention has not been simply to explain the
ideas but to articulate the motivations, actions, and grand visions of some
of the leading scientists involved. Inevitably, I will have overlooked some
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important contributions and perhaps misinterpreted others, and for that I
can only apologize to the people concerhed.

For a book aimed at the general reader, I have not completely avoided
offering some mathematically dezmmding material. In his book A Brief
History of Time, Stephen Hawking revealed that his editor had warned him
that for each equation he added to the nianuscript he could expect his sales
figures to halve. I have, foolishly perhaps, ignored that advice by including
some semimathematical treatments a{nd explanations here and there,
though I have made the concession of consigning most of them to the back
of the book, in the appendices, where ﬁhey can perhaps be safely ignored.
The reason I was keen to include at least some mathematical descriptions
was simply that in my own study of qlfantum computation the only time I
really felt that I understood what was happening in a quantum program was
when I examined some typical quantunjl circuits and followed through the
equations. The good news is that the circuits and equations themselves (or
at least the ones I have included here) are not all that complicated. The
most difficult aspect of them is the notat;ion employed, which to the uniniti-
ated will, no doubt, look rather strange. For the mathematically challenged,
my advice is simply to skip any sections that prove too difficult. Gaps here
or there in one’s knowledge shouldn’t sboil the big picture.

Quantum physics certainly represents an alien world to most people.
Couple that with the hard-nosed logic of computation and you might think
you are in for a difficult journey thrmilgh a rarefied and abstract terrain.
Fortunately, that is very far from the case. Quantum computation is, in it-
self, astonishingly compelling, but the subject also has a very human face,
populated as it is by many deep—thinkin;g and charismatic characters, some
of whom I have had the privilege of meeting and talking to at length during
the course of writing this book.
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Foreword

Science during the last few centuries has had unparalleled success both at
predicting the behavior of physical processes and at harnessing them to
meet human needs. Yet focusing solely on these objectives is a fairly effi-
zient way of bringing scientific discovery to a halt. Since the only effective
=ngine of fundamental discovery is the desire to understand the world bet-
zer, the primary objective of scientific research must be to obtain that un-
derstanding.

The widespread rejection of this objective is, I believe, responsible for
the relative dearth of fundamental discoveries during the closing decades
of the twentieth century. It is not that we are running out of things to dis-
cover! On the contrary, it seems to me that there has never been a time of
greater opportunity for fundamental discovery. The trouble is that our
culture has come to value science only for its accurate predictions and its
t=chnological spinoffs. It denigrates explanation as a mere matter of “inter-
pretation” or taste, and its education system ruthlessly selects for those who
are most proficient at applying existing ideas faithfully. It is no wonder,
taen, that young scientists end up feeling they are not authorized to ques-
ton the standard assumptions of their fields. And what one does not seek,
one is unlikely to find.

Happily, this trend has not yet reached its logical conclusion. New, fun-
damental branches of science continue to emerge, and quantum computa-
tion is a prominent example. The story of this field to date is a particularly
stark refutation of the fin de siécle cynicism of those commentators who
foresee nothing fundamentally new under the sun. As you will read in this
book, the universal model of computation that was laid down by Alan Tur-
irg and others in 1936 and considered for decades to be so self-evidently
final as to qualify as a branch of mathematics has now turned out to be nei-
ther universal nor final, and certainly not a branch of mathematics. It has
been superseded by a much deeper and more accurate physical theory that

13



14 Foreword

not only allows distinctively new modes of computation but also has impli-
cations for many other branches of physics and beyond.

Most of the tools—the basic princiiales of computation and quantum
physics—needed to open up this field have existed since the 1930s, so peo-
ple sometimes ask why it took so long to take off. I am not sure why. But
the key issue is not how long it took but what it took. The early pieces
in the jigsaw puzzle were rather diversef—or seemed so at the time. Each of
the early contributors was coming froni a different philosophical direction
and addressing a different set of scientific problems. They were each hop-
ing for different, sometimes conflicting fresults. Nevertheless, all those who
were successful had one vital motivation in common: They were deter-
mined to use their best theories not just?as compact descriptions of how ob-
jects behave but as the explanatory basis of their personal models of what
the world is like.

I invite the reader to look out for this motivation as it repeatedly sur-
faces, at every moment of fundamentél discovery, in Julian Brown’s ab-
sorbing account. 3

- David Deutsch

Centre for Quantum Computation,
~ University of Oxford
- September 1999
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Late-Night

Quantum Thoughts

Any technology that is sufficiently advanced is
indistinguishable from magic.!
ARTHUR C. CLARKE

Life in Other Universes

Gaunt, hair unkempt, and skin a ghostly shade, David Deutsch cuts a
strange figure even by the standards of the eccentrics and oddballs that so
often inhabit the upper reaches of science. Yet appearances can be decep-
tive. Talk to Deutsch and you won’t find the withdrawn, head-in-the-clouds
academic you might expect but someone who is articulate, personable, and
exceedingly bright. You’ll also quickly discover this is an individual whose
ideas about life and the universe are bigger and more radical than those of
aryone you are ever likely to meet.

As I drove from London to visit him at his home in Oxford, a fatal acci-
dent on the road alerted me to the bizarre implications of some of
Deutsch’s ideas, in particular his resolute belief? in the existence of an infi-
nite set of parallel universes—the multiverse, as he calls it. Within the mul-
tiverse there are endless alternate realities in which, supposedly, a huge
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army of mutant copies of everyone on this and other planets plays out an
almost limitless variety of dramas. Accojrding to this world view, each time
we make the smallest decision the entire assemblage divides along differ-
ent evolutionary paths like some vast ant colony splitting off in divergent
directions. In the process, large numbers of our copies suddenly embark on
different lives in different universes. .

Presumably, I thought, in some qf those fabled other-universes the
truck in front hadn’t jackknifed, the accident hadn’t happened, the crash
victims were still alive, and I was now on my way instead of stuck in a jam.
But did that mean the victims would therefore feel as though they had sur-
vived regardless of the accident becauée they would only be aware of the
universes in which they had continued to live?

A foreshadow of this all-possible-worlds idea was intriguingly captured
by Jorge Luis Borges in a short story now often cited by quantum physi-
cists. In “The Garden of Forking ]Paths,%’ written back in the 1950s, an illus-
trious Chinese governor is said to have written a strange kind of novel
constructed as a kind of labyrinth. “In all fictional works, each time a man
is confronted with several alternatives, he chooses one and eliminates the
others; in the fiction of Ts’ui Pen, he chooses—simultaneously—all of
them,” Borges wrote. By writing a npvel that pursued all possible story
lines simultaneously, Borges’s fictitious author, Ts’ui Pen, could have been
writing a script for the multiverse.?

But why, I wondered, should we care about other universes? There’s
surely enough to worry about in this one without concerning ourselves over
the fate of the poor lost souls living in others. With such thoughts running
through my mind, I was ready to be briefed by this world’s leading advo-
cate for the existence of those other worlds. When I finally arrived and en-
tered Deutsch’s house, it took me a moment to persuade myself that I
hadn’t stepped right into another universe. His place was an unbelievable
mess. Papers, books, boxes, computer equipment, mugs, magazines,
videos, and numerous other items were strewn everywhere. Even a trip to
the bathroom entailed climbing over a mound of cardboard boxes. How
does this man function, I wondered?

Okay, so this wasn’t exactly a parallel universe, more a parallel mode
of living. Yet out of the chaos there were definite, albeit eclectic, signs of
order. A whiteboard in the corner df his living room was covered with
equations, a reference to Oliver Stone’s Natural Born Killers here, and
notes about time travel there. On a p?lano in another corner of the room lay
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open a score of Beethoven’s Waldstein Sonata. On the floor, littered among
the detritus, were strange and elaborate drawings of spidery-looking aliens,
designs for an animated film that Deutsch was making with some friends.

But it wasn’t long before our conversation leapt far beyond the confines
of Deutsch’s domicile. “Somewhere in the multiverse there are Earths that
were not hit by a comet 60 million years ago and on which the dinosaurs
evolved into intelligent beings,” Deutsch informed me. “Now those di-
nosaurs might look completely different from us, and their houses might
look different from ours, and their cars probably look different from ours—
but if you look at their airplanes and spaceships, they probably look much
more similar to ours, and if you look at their microchips, they’re going to
look very similar to ours. The more knowledge that is embodied in a physi-
cal object, the more alike it will look in different universes because the
more it will have been subjected to the same tests of efficiency, validity,
truth, and so on.”

“Do you really think there are such universes, in which dinosaurs have
all those things?” I asked incredulously. “Undoubtedly,” Deutsch replied
without hesitation. “That’s what the laws of physics tell us.”

Deutsch is a physicist, winner of the 1998 Paul Dirac prize for theoreti-
cal physics and a researcher at the Centre for Quantum Computation at Ox-
ford University’s Clarendon Laboratory. Owing to his unusual lifestyle,
though, he rarely sets foot in the university’s buildings, preferring instead
to inhabit his own private world. If you call Deutsch on the telephone be-
fore 2 p.M., you are unlikely to get an answer. He prefers to sleep during the
cay and work uninterrupted through the night.

During those long nocturnal hours Deutsch has deliberated on some ex-
traordinary ideas. Among them is one of the biggest ideas in physics and
mathematics since the development of quantum theory, a breakthrough that
could also lead to the most significant invention since the digital computer.
It is the concept of a quantum computer, a machine that has begun a revolu-
tion in computing—and far beyond—that looks set to be as momentous as
the upheaval in Newtonian physics brought about in the early twentieth
century. As Discover magazine once put it,* a quantum computer “would
in some sense be the ultimate computer, less a machine than a force of
nature.”

Why so? Because a quantum computer would make any existing com-
puter—even the fastest Cray supercomputer—seem exceedingly puny. It
would solve problems that will never be cracked by any conceivable non-
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quantum successors of current computers. It would make possible virtual-
reality simulations of things we know can never be simulated with current
technology, even in principle. But perhaps most important, it would throw
open doors to a totally new kind of laboratory in which we could explore
those alternate universes of which Deutsch is so fond. Imagine living in a
small house for many years and then discovering in the basement a trap-
door that opened onto a colossal subterranean world of rooms that ap-
peared to stretch on into infinity. For bhysicists and computer scientists
that, in some sense, is what the arrival of the first quantum computer would
be like.

[e] o [e] i o o]

Exciting though the idea of an extraordinary new kind of computing ma-
chine might be, the quest for the quantum computer touches upon issues
that are much grander than simply a new technology. The study of the ideas
involved has already led to remarkable and strange new insights into the
nature of our universe. {

From the early 1970s to the present day, Deutsch has seen his ideas
grow from an apparently small ripple in the world of academic physics to
what is now an intellectual maelstrom. By the nineties, the subject of quan-
tum computing had become one of the most exciting and rapidly moving
research disciplines in physics and computing. Chaos theory and super-
string theory—the scientific gold rushes of the 1980s—suddenly seemed
far less enticing in the light of the new Klondike: quantum computation.
Theoretical and experimental physicists, mathematicians, and computer
scientists realized that this subject offered one of the remaining big oppor-
tunities within physics to mine the secrets of nature.

Following the announcement of tbe first experimental demonstrations
of simple quantum programs, the media began to catch on. The inevitable
headline QUANTUM COMPUTING TAKES A QUANTUM LEAP, in the Interna-
tional Herald Tribune, was occasioned when researchers at MIT, IBM, Ox-
ford University, and the University of California at Berkeley reported in
1998 that they had succeeded in building the first working computers based
on quantum mechanics. The story was all the more compelling because
these scientists had fashioned their first quantum processors from the un-
likeliest of materials. The quantum calculations weren’t performed, as you
might imagine, by manipulating tiny specks of matter, nor were they the
product of elaborate banks of electronic hardware or even huge contrap-
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tions the size of particle accelerators. There were no laser beams, no smoke
and no mirrors.

No, the quantum logic was all executed within the modest confines of a
small flask of liquid. No ordinary liquid, either, but a specially prepared
version of the common anesthetic and solvent chloroform. Who would
have predicted such a thing a few years before?

Of course, these early demonstrations of experimental quantum com-
puting were very simple, and to be fair, other demonstrations have used the
more familiar apparatus of the modern physics lab, such as lasers and mir-
rors. But none of these hinted at the truly extraordinary powers a fully
fledged machine would possess. If you imagine the difference between an
abacus and the world’s fastest supercomputer, you would still not have the
barest inkling of how much more powerful a quantum computer could be
compared with the computers we have today. More remarkable yet, this
amazing discovery originated not from some breakthrough in electronics or
software design but in large measure from pure theory—from Deutsch’s
highly individual take on the laws of physics.

The Quantum AI Experiment

The origins of this quantum information revolution are to be found in the
pioneering work of Rolf Landauer, a physicist who became an IBM Fel-
low in 1969 and who, until his death in 1999, worked at IBM’s Thomas
J. Watson Research Center in Yorktown Heights, near New York City.
“Back in the 1960s, when I was still in school,” Deutsch said, “Landauer
was telling everyone that computation is physics and that you can’t under-
stand the limits of computation without saying what the physical imple-
mentation [i.e. type of hardware] is. He was a lone voice in the wilderness.
No one really understood what he was talking about—and certainly not
why.”

The prevailing view at the time was that computation was ultimately an
atstract process that had more to do with the world of mathematical ideals
than with the physics of machines. But Landauer’s view began to take hold
when he, and subsequently his IBM colleague Charles Bennett, discovered
a crucial link between physics and computation, which we’ll explore in the
next chapter.

“The next thing that happened was in 1977-78,” Deutsch continued. “I
proposed what today would be called a quantum computer, though I didn’t
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think of it as that. I thought of it as a conventional computer operating by
quantum means that had some additional quantum hardware that allowed it
to do extra things. But I didn’t think of the additional hardware as being
part of the computer. The purpose of this was not to do computations, it
was to test the many-universes theory. It had been thought that the theory
was untestable. I realized that if you had a quantum computer, and the
quantum computer could count as an observer, then it could observe things
that would distinguish between the many-worlds interpretation of quantum
mechanics and other so-called interpretations.”

Many worlds, many universes—or nowadays, “many minds” or “many
histories”—take your pick. All are variants of a particular interpretation of
quantum theory, the theory of the subatomic realm. Ever since the develop-
ment of quantum theory at the beginniﬂg of the twentieth century, scientists
have known that on the atomic scale matter behaves very differently from
what we see on everyday scales. Particles such as electrons and atoms do
not behave like the billiard balls of Newton’s classical physics but seem to
exhibit characteristics more in keepingf with fuzzy wavelike entities. These
and other properties led to a great deal of puzzlement and angst over how
quantum theory should be understood as a description of reality—or reali-
ties. So much so that today there are a multitude of different interpretations
of what goes on at the atomic level.

In the early 1980s, Deutsch’s préposed experiment (described more
fully in Chapter 3) sounded like the stuff of science fiction. To test the exis-
tence of multiple universes, he envisaged the construction of a thinking,
conscious artificial intelligence whose memory worked “at the quantum
level.” Such a machine, he claimed, could be asked to conduct a crucial ex-
periment inside its own brain and report back to us whether Deutsch was
indeed right to believe in the existence of paralle] universes. The idea of as-
sembling a conscious machine took some swallowing, but what exactly did
Deutsch have in mind when he talked of “quantum memory”?

Well, nearly 20 years later we have the answer because quantum com-
puter memory is on the verge of becoming an experimental reality. But
even if Deutsch’s ideas looked far-fetched at first sight, they were com-
pellingly presented and, more important, appeared to be scientifically
testable. As the philosopher of sciende Karl Popper pointed out, only those
theories that are open to the possibility of experimental refutation or falsifi-
ability are worthy of being considered good science. The trouble was that
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Deutsch’s test would have to be carried out on a new kind of machine that
no one had yet built or knew how to build.

But he was following a well-established tradition in physics: dreaming
up thought experiments to question fundamental assumptions about the
world. Such experiments, even if they cannot be carried out in practice,
have often acted as a powerful spur for creative thinking in physics. Albert
Einstein, for example, devised several that were instrumental in the devel-
opment of relativity and quantum theory. Sure enough, Deutsch’s thought
experiment, although nearly impossible to carry out then as now, con-
vinced him that the many-universes interpretation had to be correct.

The “experiment” didn’t make much of an impression on other scien-
tists, though. This was largely because the work remained unpublished for
many years. Deutsch originally described the idea in 1978 in a paper he
sent to the journal Physics Review. The editors had a policy of not publish-
ing papers on the interpretation of quantum theory, but Deutsch felt his idea
was sufficiently exceptional to warrant the breaking of that rule. The
review’s editors thought otherwise. Unfortunately, Deutsch did not submit
his paper to any other journal and thereby lost his claim to being the first to
publish something close to the concept of a quantum computer. Why didn’t
he publish elsewhere?

Deutsch explained that he was not especially interested in claiming pri-
ority for his ideas. “I usually lose interest in a paper when it’s about three-
cuarters finished,” he said. “Finishing papers is quite a chore. I've got a
whole stack of unfinished papers. If I do finish a paper, I send it off and it’s
good-bye, I'm already working on other things. It was only when I hap-
pened to meet David Finkelstein at the Quantum Gravity II conference [in
1984] that I mentioned this paper to him—we were all having a riotous ar-
gument, as often happens over dinner, about the many-universes interpreta-
tion. Somebody said that it couldn’t be tested, and I said, ‘Yes, it can, I
have a proof of that!” and Finkelstein said, “Where’s it been published?’ I
said, ‘It-hasn’t. Here’s a preprint,” and he said, ‘Well, can I publish it
tten?” ”

Finkelstein was one of the editors of the International Journal of Theo-
retical Physics, which duly published Deutsch’s paper in 1985, some seven
years after it had been written. Moreover, Deutsch published another
péper?® in the same year that, though it didn’t prove an overnight sensation,
is now widely regarded as a landmark in physics. Among other things, it
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highlighted a property of quantum computers that no one else had noticed:
quantum parallelism. It is this crucial feature that now causes so much ex-
citement in the study of quantum computation.

Exploring Hilbert Space

Interpretations aside, it’s long been known that at the atomic level waves
can behave like particles, and particles have waves associated with them. A
single entity such as an electron, for exahlple, can travel along many differ-
ent routes simultaneously as if it were really a spread-out phenomenon like
a wave. The essential idea of quantuni parallelism advanced by Deutsch
was this: If an electron can explore many different routes simultaneously,
then a computer should be able to calculate along many different pathways
simultaneously too.

Despite the enormous s1gn1ﬁcance of that idea, Deutsch admits his
1985 quantum parallelism paper “didn’ t make a big splash” at first. Though
he had shown quantum computers could do certain tasks more efficiently
than classical computers, the tasks in qixestion were hopelessly limited and
rather contrived. One, for example, involved solving a rather simple math-
ematical problem in which you could, get two answers in one shot rather
than having to do the calculation twice. This meant you could do parallel
calculations in a way that had never been realized before, but the irony was
that calculation worked only 50 perceht of the time. So superficially there
appeared to be no practical gain, on average. Not surprisingly perhaps, the
subject maintained a low profile. |

Nevertheless, a few other scientist§ took note. Charles Bennett at IBM
and, a little later, Artur Ekert at Oxford University, immediately saw the
theoretical importance and started working flat out on quantum computa-
tion and information theory, producing some of the first practical applica-
tions. According to Deutsch, it was this theoretical fuse that later ignited
the current explosion of interest——bu‘t only after a dramatic intervention
from another quarter.

In 1994 Peter Shor, a computer smentlst working at AT&T’s Bell Labs
in New Jersey, discovered how a quantum computer could solve a very im-
portant mathematical problem, one that had long been known to be beyond
the reach of ordinary computers. He showed how a quantum computer
could calculate the factors, or divisors, of very large numbers extremely
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rapidly. Solving this particular problem had implications that went far be-
yond mathematics.

Ever since the 1970s, the difficulty of finding the factors of large num-
bers had formed the basis of an extremely important and now widely used
method of protecting information with secret codes. The code works a little
like the secret numbers you find on a so-called onetime pad, only instead of
having to carry around a special pad that might be stolen, all you need to
send a message is a large number, #, that can safely be given to anybody.
The key to unlocking the code depends on knowing which numbers when
multiplied together produce n, and normally this would be known only by
the intended recipient. By showing how a quantum computer could factor
very large numbers quickly, Shor threatened to blow a devastating hole
hrough the world’s most sophisticated forms of secrecy.

The Shor program (or algorithm) not only offered powerful evidence
for the claim that a quantum computer could far exceed the capabilities of a
conventional computer, it revealed how that extra resourcefulness could be
applied to an interesting mathematical problem, and as an added bonus, it
offered a powerfully important real-world application. It was this third
issue that did most to energize efforts to build a quantum computer: be-
cause of the huge repercussions such a machine would have for military
communications, government secrecy and surveillance, data protection,
e-commerce, and the privacy of ordinary citizens. If anyone could build a
full-scale quantum computer, it’s possible that he or she would be able to
access everything from your bank account to the Pentagon’s most secret
files. It’s no surprise, then, that significant funds backing this line of re-
search have come from such organizations as the U.S. Department of De-
fense, the National Security Agency, NATO, and the European Union.

If anybody is going to build one of these machines, the intelligence
agencies are making certain they will know about it first. It’s not without
reason, then, that Shor’s factorization program was quickly recognized as
the quantum computer’s “killer app.”

For Deutsch, though, the power of Shor’s algorithm signified even
more clearly the reality of parallel universes. Consider the problem of fac-
toming the number 15. It’s 3 times 5. Now try factoring a five-digit number,
like 24,287. Not so easy. Even with a calculator it would probably take a
while to find the factors, which are 149 and 163. Now notice two things.
First, the opposite process, multiplying the two numbers, is straightfor-
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ward. Second, it’s only when the factors| are quite large, and indivisible by
smaller numbers (149 and 163 are prime numbers), that the problem is hard.
If, on the other hand, I asked you to factor 24,288, you could easily get the
answer by trial division because the facfors—2, 3, 11, and 23—are small.

Now imagine how difficult it would be to factor a 250-digit number
that was the product of two large primes;. It turns out that even with today’s
most advanced supercomputers, it’s very unlikely that we would ever be
able to solve such a problem—with the fastest known classical algorithm, it
would take longer than the age of the universe. Yet a quantum computer
using Shor’s algorithm, if ever such a machine could be built, could crack
the problem in seconds or minutes because it would be able to compute si-
multaneously along as many as 105% or more different pathways. As
Deutsch argues in his book The Fabric of Reality, such an unimaginably
large number presents believers in a single universe with a gargantuan
problem: |

There are only about 10% atoms in the entire visible universe, an utterly
minuscule number compared with 105, So if the visible universe were
the extent of physical reality, physicél reality would not even remotely
contain the resources required to factorize such a large number. Who
did factorize it, then? How, and where, was the computation per-
formed?¢ |

For Deutsch the only answer that makes any sense is that different parts
of the calculation are performed in different universes, all 105° of them.
Furthermore, the existence of Shor’s aigorithm is powerful testimony even
though it’s never actually been run on any hardware. “That argument—
“Where was it done?’—is already valid today even before we have ever
built a factorization engine,” Deutscﬁ said. “We can look in theory at the
design of the machine, never mind wﬁether we can actually build it. To me
it’s no more convincing for somebody to come and tell me, “Well, look
we’ve factored this number,” than to look at the equations that say the ma-
chine would factor the number if you could only build it.”

To understand nature in its entireiy, Deutsch believes, we must accept
the existence of an almost limitless number of universes. We normally ex-
perience reality only within one of those universes. But in certain kinds of
quantum events, parallel universes can differentiate themselves from one
another and, under special circumstginces, can later interfere with one an-
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other to produce effects that according to him are impossible to explain if
you cling to the idea of a single universe.

Despite Deutsch’s claims for the manifest truth of the many-universes
interpretation, the majority of other physicists remain unpersuaded. They
would claim that it is possible to accept the idea of quantum parallelism
without buying into the concept of many universes. The more neutral lan-
guage physicists prefer is to say that quantum states occupy a vast, abstract,
multidimensional space known as Hilbert space, named after the German
mathematician David Hilbert.

This space is not space in the conventional sense but a space of
“states.” The classical-state space of an object such as a ball is a kind of
map that describes all of its possible states and motions, including its tra-
jectory through the air if it is thrown and its rotation about its own axis if it
is given some spin. Although classical-state space is unbounded spatially, it
is severely curtailed by the fact that time flows in only a single direction—
zlong a single vector. As the physicist Roger Penrose has put it, “Hilbert
space becomes that same universe, with time and every other possible vec-
tor flowing in all possible directions.” That extra freedom pays big divi-
dends and is the reason a quantum computer would be able to compute
certain things very quickly: because it has access to an infinitely larger
space—Hilbert space—than a classical machine (see Figure 1.1). This
raises the puzzling question of why classical computers and the rest of the
c:assical world in which we apparently live are confined to such a minus-
cule aspect of the full quantum reality.

Quantum states

Classical states

Figure 1.1. The hugeness of Hilbert space

Hilbert space, an abstract mathematical space spanned by all possible quantum
stales, is unimaginably larger than the sum total of all possible classical states.
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Let’s put these philosophical worries to one side for the time being. Al-
though Deutsch developed his ideas about quantum computers through his
explorations of physics, we’re going to take an excursion down into the
depths of the quantum world via a less precarious route. On the way, we’ll
get our first glimpse of what a quantdm computer might be like. Don’t
worry too much about understanding everything first time around, because
we’ll be exploring this strange and unfamiliar terrain in greater detail in
subsequent chapters. For now, just sit back and enjoy the ride.

The End of Moore’s Law?

Over the past four decades, ever since integrated circuits were invented, the
number of switches or transistor devices crammed onto individual silicon
chips has increased at a fiendish rate. In fact, it has more or less doubled
every eighteen months, which explains why computers become obsolete at
such an alarming speed. This doubling trend was first spotted back in 1964
by Gordon Moore, cofounder and chairman emeritus of Intel, and is widely
known in the industry as Moore’s law.

Moore’s observation was based on: just a few years’ experience in pro-
ducing the first integrated circuits, before microprocessors had even been
invented. Yet his prediction has held up well (see Figure 1.2). In the fall of
1997, to give an idea how far the industry had come, Moore informed an
Intel developers’ forum in San Francisco that Intel’s entire production out-
put for the year would amount to ne:arly 10'7 transistors. This figure, he
pointed out, was comparable to an estimate by the famous Harvard biolo-
gist and ant expert, E. O. Wilson, of the number of ants living on Earth.
“We’re making one transistor for eveﬁy ant,” Moore said.

One of the reasons there’s been this exponential increase in computing
power is that with each device generation (which typically lasts about three
and a half years), it’s been possible to halve the feature size of individual
components and hence to quadruple the component density. In addition, as
circuits have become smaller, a lot of other things have improved at the
same time: chips have become faster, increased in energy efficiency, and
become more reliable. Costs too have plummeted, with prices per transistor
dropping a millionfold in forty years. In the history of manufacturing
there’s been nothing else like it. ‘

But it would be wrong to regard Moore’s law as a sacrosanct law of na-
ture written on tablets of silicon. There’s no particular reason it has to re-
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Figure 1.2. Moore's law

Moore’s law states that the number of transistors on silicon chips doubles approxi-
mately every 18 months. Such doubling has produced an exponential growth in
computing power since the 1960s and is projected to continue until about the year
2010. Copyright 1999 Intel Corporation.

main true indefinitely, and in fact, growth has varied somewhat over the
years: Moore originally stated his law as a doubling every year, but he
changed it in the 1970s to a doubling every two years. (Now, when people
refer to the law, they usually settle for something in between, i.e., a dou-
bling every eighteen months.) Also, whenever we meet an exponential
curve in real life, it invariably hits a wall at some point. It’s like the old
p-oblem of how much money you would need to place on a chessboard if
you put one penny on the first square, two on the second, four on the third,
and so on, doubling each time until you reached the last square of the
board. Initially, you might think you wouldn’t need very much. But when
you actually calculate the amount, it stacks up to 10'° pennies, or $100
quadrillion ($100,000,000,000,000,000), more than the combined wealth
of all the civilizations in the history of the world.

When numbers are doubled at regular intervals, the results very quickly
blow up beyond all reasonable bounds. So in the case of Moore’s law it
seems only likely that it will break down at some point. But prophesying
the imminent demise of Moore’s law has proved to be a loser’s game be-
cause virtually since it was proposed people have said that there were ob-
stacles just around the corner that would cause it to go off track. So far, all
such predictions have turned out to be wrong.

In the late 1980s, for example, some industry commentators talked
about the 1 micron barrier. They were referring to the potential difficulty of
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designing circuit elements smaller than a micron (1 micron is one-
thousandth of a millimeter). The reason 1 micron was thought to be a bar-
rier was that manufacturers of silicon chips were rapidly reaching the limits
of resolution imposed by the wavelengtfh of light. Silicon chip circuits are
produced using a photographic techniqlie in which a laser shines through a
mask onto a silicon wafer covered With a photosensitive resist. For the
same reason that you can’t paint a pict‘hre through a pinhole with a brush
larger than the pinhole, the smallest size of the components that can be pro-
duced in this way is limited by the wavélength of the laser light. Given that
the wavelength of visible light is about 0.5 micron, a practical limit of
0.5—1 micron looked unavoidable.

However, chip manufacturers have been resourceful in squeezing that
limit down, partly through improved 'focusing techniques and partly by
using shorter-wavelength lasers. In 1999 manufacturers began production
of 0.18 micron chips with the aid of lasers working in the ultraviolet region
of the spectrum and contemplated further reductions in size down to 0.13
and 0.08 microns. Now people talk abéut the “point one” barrier.”

In parallel with this reduction in sﬁze, the semiconductor business has
encountered another trend, somertimes{:known as Moore’s second law. This
states that as the sophistication of chips goes up, the cost of the manufac-
turing plant doubles roughly every four years. That’s why it now typically
costs $2 billion to build a manufacturing plant. If you consider the two laws
together, it doesn’t take long to realiie that something is going to have to
give unless companies like Intel can grow exponentially, which seems un-
likely. If costs continue rising exponentially, it seems inevitable that eco-
nomics will cut into Moore’s first law.

What do industry experts think will happen? Microsoft founder Bill
Gates clearly didn’t envisage economics curtailing the future rapid devel-
opment of semiconductor chips when he predicted in 1995 in his book The
Road Ahead that Moore’s law would hold for another twenty years.® On the
other hand, in 1997 Stan Williams‘, who is in charge of fundamental
physics research at Hewlett Packard, predicted trouble at about the year
2010 on both economic and physical igrounds. Speaking at a conference on
quantum computation held at the Royal Society in London, Williams said
that by then individual transistors on chips will be turned on or off by as
few as eight electrons, compared with about 500 today (see Figure 1.3).

Sometime beyond 2010, Williams said, chip manufacturers will reach
a point at which each transistor device will have shrunk to atomic pro-
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Figure 1.3. Number of electrons per transistor

Switching logic states in today’s silicon chips involves the movement of hundreds
of electrons, but the number is rapidly diminishing with time. The labels 4M to
16G refer to memory chips ranging from 4 million to 16 billion bits.

portions and will be switched on or off by a single electron. Clearly, it will
rot be possible to subdivide the components any further at this point, so
this stage will represent a physical limit. Given this physical limit and
the colossal cost of building chip manufacturing plants, Williams pre-
dicted that around the year 2010 progress will slow as we enter the quan-
tum era.

However, there may still be ways in which the rule of Moore’s law
could be maintained. In 1997 Ed Fredkin, a former MIT physics professor
and a leading thinker on the fundamental aspects of computing, gave a
talk® about Moore’s law in which he argued that it would continue for 100
years because chip manufacturers will be able to extend their devices into
three dimensions. At the moment, they make use only of the surface of sili-
ccn chips. If they could stack circuits on top of one another, then they
would have a whole new dimension to move into. By this reasoning, Fred-
kin predicted that sometime in the twenty-first century we would see a
CPU with an Avogadro’s number of processing elements (approximately
10?%). Avogadro’s number refers to the number of molecules in a “mole” of
a substance, which in Avogadro’s day meant some 22 liters of gas but today
is defined by the number you get in a small chunk of carbon—12 grams, to
be precise. It is a useful indication of the huge number of molecules you get
in a macroscopic amount of matter. Fredkin, therefore, anticipated the time
when nearly all the atoms or molecules in lump of matter can be put to
worthwhile computational use.
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Such a device would be unimaginably powerful: As a memory device
alone it would be able to store 100 trillion copies of the Encyclopaedia Bri-
tannica or a million copies of the entire contents of the Library of Con-
gress. As a processor, apart from opening up new possibilities in artificial
intelligence, such a device might be used, Fredkin suggested, for ultrahigh-
resolution simulations of the weather, the Earth, the oceans, and even soci-
eties.

During Fredkin’s lecture he cited an article that had appeared with per-
fect timing on the front page of that morning’s International Herald Tri-
bune. INTEL TRASHES AN AXIOM OF THE COMPUTER AGE, the headline
exclaimed. The story was about the possible cessation of Moore’s law—but
not because Intel had seen the end of the road. No, the company had found
a way to beat Moore’s law.

The story featured Intel’s developnﬁent of a new kind of flash memory
chip that could store not one but two bits of information on each transistor,
potentially doubling the storage capacity of Intel’s chips at a stroke. Mean-
while, IBM announced that it had found a way of using copper instead of
aluminum as the “wire” connecting transistors on silicon chips. Because of
copper’s superior properties as an electrical conductor, its use in chip man-
ufacturing would help ameliorate the problem of delivering enough power
to the transistors as they diminish in size.

In 1999 there was further excitement when researchers at Hewlett
Packard and UCLA announced that théy had discovered a way of configur-
ing tiny circuits assembled from a single molecular layer of a chemical
known as rotaxane. The rotaxane molecules can operate as switches and
offer the possibility of a further signiﬁcant leap in miniaturization.

Whether these developments will really enable chip manufacturers to
overtake Moore’s law remains to be seen, but they will certainly help keep
the technology motoring forward for the next few years. Even so, by
around 2010 chip manufacturers look set to enter the twilight zone of the
atomic realm, whereupon they will find themselves increasingly contend-
ing with the laws of quantum physicé.

From Bill Gates to Quantum Gates

What differences will arise as semiconductor manufacturers encroach upon
the quantum realm? Researchers already have some clues from the results
of experiments on so-called nanocircuits. Special fabrication techniques
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have made possible the construction of semiconductor devices in which
electrons are confined to atomically thin layers, narrow wires, and tiny
blobs known as quantum dots. One important finding is that it’s proved
possible to make transistors that switch on or off according to the presence
or absence of a single electron. There’s keen industrial interest in the idea
of the single-electron transistor (SET) because it could open the way to
altra high-density memory chips.

Although the SET works at the quantum level by responding to an indi-
vidual electron, its properties are still basically classical. The flow of elec-
trons in an electric current passing through a conventional semiconductor
can also be regarded as a classical phenomenon, rather like the diffusion of
molecules in a gas. As the electrons travel through a crystal of silicon, for
example, they are frequently scattered by the atoms within the lattice, caus-
ing them to behave like particles. However, as circuits are made smaller,
electrons travel shorter distances and are subject to less disturbance. In
taese circumstances the wavelike aspects of electrons can begin to exert
their influence.

These wavelike properties are directly exploited to switch on and off an-
other nanoscale device, known as the quantum interference transistor, or
QUIT. This too is the subject of intense research interest. At the moment,
though, these devices are a long way from being practical—not only are
they tricky to make but they also have to be cooled to liquid helium tem-
peratures. At room temperatures the devices would be overwhelmed by
“hot” electrons and would fail. It’s possible, though, that the temperature
problem could be overcome by making these devices smaller still. Despite
their “nano” label, which refers to atomic scales of 1 nanometer—a billionth
of a meter—these devices typically measure hundreds of atoms across.

Other problems will, doubtless, arise in building circuits on the atomic
scale. One of the biggest will be supplying enough energy to all the
switches without burning up the circuit. We’ll explore that problem in the
next chapter. But let’s assume the obstacles can be overcome. Should we
lirit ourselves to imitating the switching behavior used in conventional
computer chips? Are quantum transistors capable of doing anything other
than simply switching on and off?

It turns out that quantum devices can indeed perform new tricks, which
form the basis of quantum computation. The first novelty is known as
superposition. This is connected with the idea that just as individual sub-
atcmic particles cannot necessarily be pinned down to one place, so indi-
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vidual logic states may not necessarily be tied to one value. To understand
this, consider the digital nature of conventional computers.

Digital computers use binary logic switches, known as gates, to process
information. Information is coded in strings of binary bits, each of which
takes the value of 0 or 1. In a PC, a 0 is normally represented by a low volt-
age (usually 0 volts), and a 1 by a signal of typically a few volts. So infor-
mation is carried by the pattern of high and low voltages pulsating across the
circuit board. At any one time, all inpﬁts and outputs will be in one or the
other of these two states. No other values are allowed. As an example of a
logic gate, consider one of the simpleét, the NOT gate. This has one input
and one output. If the input is 0, the output is 1, and if the input is 1, the out-
put is 0. The gate simply reverses the value of the input, as its name implies.

Now consider an atom that has a single electron in its outermost orbit.
This electron can be moved—“excited”—into a higher orbit by shining
light of a particular frequency on it. ’:[l"he electron makes a quantum leap
into a higher energy state. If this excited state is reasonably stable, we can
use it and the atom’s ground state to represent the numbers 1 and 0, respec-
tively. If an excited atom is given a similar pulse, the electron drops back
down into its ground state again, relea{‘sing its extra energy in the form of a
photon of light. So the pulse of light flips the state whatever its value, per-
forming, in effect, the action of a stanfiard NOT gate.

But what happens if we shine Iigrht on an atom in its ground state for
only half the time needed to excite it? Quantum mechanics dictates that in
an atom the electron can occupy only|one of a set of discrete energy levels
that are spaced, albeit unevenly, like rungs on a ladder. So if there are no
other energy levels between the ground state and the excited state, where
can the electron go? As it turns out, hie electron finds itself in both orbits
simultaneously. The electron is said tJo be in a superposition of the ground
and the excited states. ;

The term superposition comes from the study of wave phenomena.
When waves of water, for example, |come from different directions, their
combined effect can be calculated by adding the waves together—in other
words, superposing one wave on the other. The superposition of electron
states comes about because accordirig to quantum mechanics all particles
such as electrons have wavelike aspects. There are, in theory, an infinite
number of different superpositions we can make, because when the light is
shone for different lengths of time, the electron takes on a range of differ-

ent superposition states. .‘
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Used in this way, the atom can store a single unit of quantum informa-
tion, known as a quantum bit, or qubit. A qubit therefore differs from a con-
ventional digital bit in that it can store values “intermediate” between 0 and
1. Superficially, a qubit might appear to be similar to a classical analog bit
of information carried by an electrical signal that takes any value between
the voltages representing 0 and 1 (see Figure 1.4). But there is a fundamen-
ral difference between a qubit and an analog bit: Whenever a measurement
is made of a qubit, the answer can only be either 0 or 1—not some interme-
diate answer, as we would expect for an analog signal. This difference, as
we will see, has profound consequences.

Classical digital bits are grouped together in computers to represent
larger numbers. A two-bit register can represent any number between 0 and
% because, together, the two bits can take the values 00, 01, 10, and 11,
which are the base 2 representations for the numbers we know better as 0,
1, 2, and 3. Two qubits could similarly represent each of these values, just
like ordinary bits. However, two qubits can also be put into a superposition
of any or all of these states. Thus a quantum register of two qubits can rep-
resent the numbers 0, 1, 2, and 3 simultaneously. If we consider a register
of eight qubits, we could obtain a superposition representing 28 = 256
numbers; a register of 1,000 qubits could represent 2% (approximately
103% pumbers) simultaneously. In contrast, a classical register of 1,000 bits

Digital bit ° o Analog bit *—o
0 1 0 1
0
A
Quantum bit
> 1

Figure 1.4. Bits and qubits

Dizital information comes in bits represented by Os and 1s. An analog bit can take
any value between 0 and 1. A qubit can exist as a superposition of 0 and 1, which
car: be represented by a vector pointing in a direction intermediate between those
representing 0 and 1.
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could represent any of the integers between 0 and approximately 103%, but
only one at a time.

It is tempting to attribute the potentlally enormous power of a quantum
computer to this capacity to hold astronomically large numbers of values
simultaneously in a relatively small number of qubits. Actually, this is only
part of the story. Superposition is closely related to the quantum phenome-
non of entanglement.

Entanglement is the ability of quantum systems to exhibit correlations
between states within a superposition. If we have two qubits each in a su-
perposition of 0 and 1, the qubits are said to be entangled if the measure-
ment of one qubit is always correlated with the result of the measurement
of the other qubit. According to some physicists it is specifically these en-
tangled superpositions that open up extraordinary new possibilities in in-
formation processing. Entanglement, in this view, is seen as the secret to
quantum computation rather than superposition per se.

To illustrate, imagine you were a Itlathematics student and were given a
list of eight difficult mathematical problems to solve. You could do the task
serially, by solving each problem in turn, but it would take you a long time.
Alternatively, if you and seven fellow students agreed to share the prob-
lems you could solve one each. Such parallel processing would greatly
speed up the task. Now suppose you asked each of your friends to write the
answer to his or her problem on a small piece of paper, which would then
be placed in a hat. After everyone had finished, the hat would contain all
the answers. You might then pick a piece of paper at random out of the hat
and examine the answer. You then realize the answers are meaningless be-
cause nobody has written the particular question he or she was solving.
What use, after all, is an answer when you don’t know the question that
prompted it? |

Similar reasoning applies to the quantum computer. If you had a super-
position of numbers from O to 7 stored in a three-qubit register and per-
formed a complicated series of operations on these numbers to do some
mathematical calculation, you would be in a similar predicament. Reading
off an answer would merely tell you one possible answer but not the num-
ber that generated it. Quantum entanglement, though, enables us to link
quantum registers so that whenever an answer appears in one register, we
can always look in the other to find (f)ut what number generated it. Without
quantum entanglement, the quantum/computer would be like the hat full of
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answers without the questions. With entanglement, it becomes more like a
hat full of answers each carefully labeled with a note of the question.

The implication of quantum entanglement is that we can perform math-
ematical operations on a potentially enormous superposition of numbers in
parallel without requiring any extra circuitry for each part of the superposi-
tion. From a many-universes perspective, quantum computation affords the
ossibility of massive parallelism by taking advantage of parallel universes
‘nstead of paralle] processors.

But there’s something else we need in order to exploit the power of
quantum computation, and it’s known as interference. This phenomenon
helps overcome a severe restriction imposed by quantum mechanics: We’re
not actually allowed to look at each and every answer individually. It is as
if the quantum rules say that whenever we examine one piece of paper in
the hat, we inevitably destroy the rest.

Interference arises from the fact that the wavelike aspects of quantum
rarticles can overlap one another to cause unusual and distinctive patterns
of behavior. In quantum computation, we use interference to read off a new
result that depends mathematically on all those intermediate results without
revealing what any of them are.

David Deutsch actually disagrees with those who ascribe the power of
gaantum computation to entanglement and instead sees interference as the
crucial phenomenon. The reason is that in a many-universes perspective,
entanglement is a natural by-product of having a system of parallel reali-
ties. The surprise is interference because it allows these different realities
to overlap and collaborate. 1t is, indeed, interference that makes the notion
of multiple realities conjured up by such stories as Borges’s “Garden of the
Forking Paths” and, more recently, the movie Sliding Doors very different
from the real thing.

We will see more precisely in Chapters 3 and 4 how entanglement and
interference can be used together to solve problems far beyond the capabil-
ities of any present-day computers.

The Hunter-Gatherers Take a Quantum Leap

To David Deutsch, the possibility of developing a new kind of superpower-
ful computer is certainly interesting, but it’s very far from his overriding
concern. What excites him is that quantum computing offers a totally new
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world view. “Building quantum computers is the least of it,” he told me.
“I’m not in this business in order to make better computers. Although I
would still be fascinated by this work, I really wouldn’t be interested in
working on it if it weren’t for the implications for physics. I want to under-
stand physics fundamentally.” !

As we will see, there are formidable obstacles to the possibility of con-
structing a quantum computer. But there’s nothing in the laws of physics
that says it won’t be possible, as far as we know. And as Deutsch stresses,
you don’t even have to build a quantum computer to be able to glimpse its
darkest secrets. “What is really important about quantum computers is that
they show us that there’s a deep and unsuspected connection between
physics and computation. Computation is connected to all sorts of human
things like thought, knowledge, life, and so on, whereas physics is the most
fundamental description of nature. So here we have an unsuspected, very
deep connection between human-type/things and fundamental-type things.
I think philosophy is going to take a long time to assimilate this.”

Deutsch made a substantial start in doing just that in his book The Fab-
ric of Reality. In it he attempted to weave together four strands of scientific
and philosophical thinking into an integrated whole. Quantum physics,
evolution, computation, and knowledge are, he claims, all somehow inex-
tricably linked. Much of his argument is predicated on the existence of
multiple universes, but even people who reject that idea have been im-
pressed by Deutsch’s insights. It is lan undeniably grandiose scheme, to
which we will return. !

There’s another sense in which this story of the quest for the quantum
computer is more than just a glimpse of a new technology. It is that, as
Deutsch puts it in The Fabric of Reality, quantum computation is “nothing
less than a distinctively new way of harnessing nature.” At key points in
human history, civilization took a leap forward because people discovered
a new way of exploiting nature. Toolmaking, farming, the industrial revo-
lution, and the information revolution were all triggered by the discoveries
of new ways of manipulating nature. All of these advances transformed the
way humans live. Quantum computaﬁon, Deutsch argues, could turn out to
be as significant in its effects on human civilization.

On hearing Deutsch’s grand vision for the future of quantum computa-
tion, I'm reminded of the scene in Stanley Kubrick’s 200/: A Space
Odyssey when those strange-lookjnfg apes discover for the first time the
power of wielding a bone as a weai)on. What a powerfully symbolic mo-
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ment that was, with the future of humanity hanging in the balance between
aggression and creativity. These hominids had taken their first step toward
understanding and exploiting nature. Suddenly the picture cuts from a bone
spinning in the air to a futuristic spinning space station orbiting the Earth.
Modern humans had arrived and were now beginning their odyssey into
space, all thanks to that first spark of imagination in those apes.

Should we attach portentous significance to the arrival of the first quan-
tum computer—should it ever happen? “People in the nineteenth century
imagining the late twentieth century imagined a world of immensely so-
phisticated steam engines,” Deutsch said. “They couldn’t conceive of an
information age and the Internet and all those kinds of things. Now, a com-
puter is just a machine, but on the other hand it is more than just a machine
tecause the essential part of a computer is not that it manipulates forces
and energies—although it does do that. The important thing is that it ma-
nipulates information. The quantum computer is a fundamental new step in
that it doesn’t just manipulate information, it allows different universes to
cooperate. This is as fundamental a difference in principle as any of the
previous steps. In fact, numerically it potentially gives much greater lever-
age and a much greater increase in power for human beings to do things
th.an any of the previous steps. It must change the way we think about our-
selves even if we never use it.”

Arthur C. Clarke, who co-wrote the screenplay for 2001 and who also
wrote The Sentinel, the short story from which the screenplay evolved,
once commented that Kubrick had wanted a science fiction tale of “mythic
grandeur.” If Deutsch’s late-night thoughts are right, Homo sapiens is in for
another leap forward. Whether it will add up to something of mythic
grandeur, though, is a question I hope you will find illuminated in this
book.
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God, the Universe, and

the Reversible Computer

Computers are useless. They can only give us answers.
PABLO PICASSO

Any universal computer could simulate the universe.
ED FREDKIN

The Computer That Just Coasts

When flying from London to New York a few years ago, I took a notebook
computer to do some writing during the journey. Unfortunately, after what
couldn’t have been much more than an hour, the machine suddenly issued a
series of warning beeps and promptly expired. The batteries were dead.
Now, on a long flight this struck me as not a little inconvenient, especially
as American Airlines’ idea of movie entertainment was the tedious kind of
fodder you’d only ever watch on a piane—because there’s no escape.

So there I was with hours to kill and nothing but a blank screen on my
computer to gaze at. Why, I thought, could they not make the batteries on
notebook computers last longer? Despite decades of research, rechargeable
batteries remain hopelessly limited in their energy capacity. Lithium tech-
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nology may have extended the capacity of notebook machines somewhat,
but they still cannot run for much longer than a few hours without power
from the wall. Tt is for the same reason that electric powered cars remain a
rarity rather than a mass-market phenomenon. Even the models that are
available rely mostly on lead-acid batteries, a technology that has been
with us for more than a century.

Undoubtedly, battery technology will slowly improve, but another pos-
sible solution exists for extending the running time of portable computers:
Reduce the energy consumption. By cutting the amount of juice consumed
by their machines, computer manufacturers could automatically increase
the running time using existing batteries. What are the prospects for cutting
znergy consumption in this way?

In contrast to battery technology, computer technology has evolved at
an incredible pace since the 1940s. Modern computers are certainly hugely
more energy efficient than the early vacuum-tube behemoths, which typi-
cally were large enough to fill a whole room. Such machines posed consid-
erable problems, not least because they generated so much heat. Some of
the female computer operators who worked at Bletchley in the UK. on the
famous Enigma code-breaking project during the Second World War even
1=1t obliged to strip down to their underwear because of the excessive heat.

With today’s silicon technology, of course, it’s a different story: How
cften have you seen IT workers taking their clothes off? But although sili-
con technology has transformed the scale of the heat output, energy con-
samption remains a surprisingly important consideration in the design of
caips. Microprocessors typically run as hot as a cooking surface, which is
why many need small fans to keep them from overheating. Nevertheless,
with the appearance of new, lower-power microchips, it would seem that it
should prove possible to reduce the power consumption of portable com-
puters and thereby significantly increase their running time.

Except there’s a catch. As we saw from Moore’s law in the last chapter,
chip manufacturers keep increasing the number of switching devices on
their microprocessors and winding up the running speed. Such increases
drive up the energy consumption and have in recent years more or less
w:ped out savings made by additional miniaturization. Furthermore, be-
cause there’s only so much heat you can remove from a given volume of
space, the problem of energy consumption could prove overwhelming as
manufacturers strive to pack exponentially larger amounts of computing
power into the same chip packages.
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This problem of waste heat in computing therefore raises an important
theoretical question: What is the minimum amount of energy required to
perform a computation? If there werel an absolute minimum energy re-
quired to work out, say, a calculation such as 2 + 2 = 4, it would clearly
impose strict limits on what was possible no matter what technological im-
provements were made.

As it happened, some of the people I was about to visit in New York
and Boston had discovered the answer to this question in the 1970s. To this
day, their answer seems quite extraordinary. They found that computation
could, in principle, be done without 'expending any energy and that it
should be possible to build a computer that, when you switch it on, starts
running and from there just coasts. The discovery of this remarkable fact
completely changed the way physicists looked at computation.

Shannon’s Information Theory |

Strange though it might seem, answering the problem of energy consump-
tion in computers is what finally pointed the way to ideas that now under-
pin quantum computation. To understand how, it’s useful to take a step
back in history for a moment. ‘

Early in the twentieth century, as telegraphy and telephony began to
take off, scientists began to ponder what limitations physics might impose
on communication systems. In 1927 Ralph Hartley, working at Bell Labs,
took an important step by proposing a measure for the amount of informa-
tion in a message. He concluded that an appropriate choice was to take the
logarithm of the total number of possible messages because the logarithm
tells you the total number of digits or characters required to convey a mes-
sage. (For a brief discussion of what logarithms are and how they work, see
Appendix A.) !

Although the intrusion of logarithms might have been a surprise in
those days, today it actually seems quite natural. When we talk about com-
puter memories in terms of bytes, kilobytes, and megabytes, we are, in fact,
implicitly using a logarithmic measure of information. One byte can store
256 different numbers or messages, but few people think of computer
memory that way. Rather we think of one byte as eight bits of informa-
tion—a string of eight 1s and Os. (Eight is the logarithm of 256 using base
2 because 28 = 256.)

Nevertheless, the explicit use of logarithms helped Claude Shannon, an
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American mathematician and electrical engineer, to make a big connection
in the 1940s when he showed how the theory of heat—thermodynamics—
was applicable to information transmission. Shannon, like Hartley, also
worked at Bell Labs, which was clearly the place to be for pondering the
growing problems caused by the crowding of communication channels. In
a famous and much-cited article entitled “A mathematical theory of com-
munication,” he presented a unifying theory of the transmission and pro-
cessing of information.!

Shannon’s theory took the logarithm idea further by taking into account
the likelihood or probability of any particular message. Consider a rain
forecast for tomorrow morning in the Sahara Desert. Let’s assume the fore-
cast is a simple, clear-cut prediction: rain or no-rain. Simplistically, one
could say that either forecast contained the same amount of information.
However, if you think about it, a prediction of no-rain is not particularly in-
formative, because a lack of rain in the Sahara is what you would expect
most of the time. In contrast, a prediction of rain contains considerable in-
formation (assuming it to be reliable) because it seldom happens.

To take such effects into account, Shannon’s theory related information
content to its probability according to the formula®:

information = —log probability

What this says is that the information content of a message is propor-
tional to the logarithm of its probability. This relationship observes the log-
arithmic idea proposed by Hartley, while the minus sign ensures that the
aaswers come out the right way round: If a message has a low probability
and hence is very unlikely, then the information content is high, and vice
versa. (Logarithms of numbers less than 1 are always negative. For a mes-
sage with a probability of one half, or 50 percent, for example, log (/) is
—1, so the formula gives an information value of 1. For a message with a
probability of one quarter, or 25 percent, we have log (1/+) = —2, so the for-
mula gives an information value of 2. Since all probabilities are, by defini-
tion, less than certain, the formula above always gives a positive number
for the information content.)

So where does thermodynamics come into the picture? The answer is in
the math. The above relationship turns out to resemble a famous formula in
physics found on the tombstone of the man who inspired it3, Ludwig Boltz-
mann. Tragically, Boltzmann took his life in 1906, convinced that his ideas
hai fallen by the wayside of physics. Today, they actually form part of its
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bedrock. His ideas, which revolved around the formula, S = k log W,
opened up a totally new way to understand the thermodynamic concept of
entropy.

Earlier, in the nineteenth century, thb German physicist Rudolph Clau-
sius had studied the theory of heat engines and established entropy as a
kind of measure of unavailable energy—energy that is unavailable for
doing useful work. His definition of éntropy was expressed as a simple
ratio between heat and temperature.

With this ratio, Clausius showed thjat the total entropy of a closed sys-
tem can never decrease. This conclusion is a version of the famous second
law of thermodynamics, which states that the entropy of the universe is al-
ways increasing—synonymous with the idea that the universe is inexorably
running down toward its own “heat death.”

Boltzmann’s definition of entropy was quite different. The formula § =
k log W, where S is the entropy, W is the probability of the given state, and
k is a fixed constant of nature (called, ;‘in homage to the man, Boltzmann’s
constant) related entropy to the amount of atomic disorder in a system. The
importance of Boltzmann’s work was that it provided an explanation for
the second law of thermodynamics, which had previously been understood
as a macroscopic phenomenon, in terms of the microscopic behavior of
atoms. In fact, it helped confirm the \jfery existence of atoms, which until
the early twentieth century had remained hypothetical.

Using purely statistical argumenté, it is possible to show that systems
have a natural tendency to become nﬁore and more disordered. This ten-
dency can be illustrated by taking a déck of playing cards, sorted into suits
and sequence, and shuffling it. You aljfe, of course, exceedingly unlikely to
finish with the cards in the same regular order. Likewise, if you shake a jar
partially filled with a layer of red marbles on top of a layer of blue marbles,
you will expect the red and blue mérbles to end up randomly scattered,
with all trace of the separate layers lost.

The reason disorder almost alwéys increases is that disordered states
hugely outnumber highly ordered stétes, so when a system is shaken and
stirred it almost inevitably settles upfon one of the more disordered states.
Boltzmann showed that the same méuments applied to heat energy. At the
atomic level, heat is expressed in thegf relentless motion of atoms and mole-
cules. If we could look at the molecules in a liquid or gas, we would see
that they are seething with energy, bouncing off the walls of the container,
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and colliding with one another. An important feature here is the tempera-
ture: the higher it is, the faster the molecules vibrate and jostle.

A heat engine extracts useful energy from heat by taking two heat
sources at different temperatures and allowing them to mix in a controlled
way. A steam engine, for example, uses both steam and the cooling effect
of the atmosphere. Now, if you mix a hot gas with a cold gas, what you get,
as happens when mixing the colored layers of marbles, is an increase in the
disorder, or entropy. Boltzmann’s formula quantifies this process precisely
in terms of the logarithm of the probability of the system state before and
after any change.

What does all this have to do with information theory? Shannon’s for-
mula, information = —log probability, and Boltzmann’s S = k log W have
the same form because they both involve logarithms of probabilities. Shan-
non saw the connection but apparently decided to appropriate the use of the
lerm entropy in information theory only on the advice of the brilliant Hun-
garian-born mathematician John von Neumann, who reputedly said, “It is
zlready in use under that name . . . and besides, it will give you great edge
in debates because nobody really knows what entropy is anyway.”*

Because of the minus sign in the Shannon formula, information in this
new viewpoint was seen as a negative form of entropy. 