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Metaphysics is a philosophical inquiry into the
most basic and general features of reality and our
place in it. Because of its very subject matter,
metaphysics is often philosophy at its most theor-
etical and abstract. But, as the works in this book
show, simple, intuitive reflections on our familiar
experiences of everyday life and the concepts that
we use to describe them can lead us directly to
some of the most profound and intractable prob-
lems of metaphysics.

This anthology, intended as a companion to
Blackwell’s A Companion to Metaphysics, is a collec-
tion of writings chosen to represent the state of
discussion on the central problems of contempor-
ary metaphysics. Many of the selections are “con-
temporary classics,” and many of the rest will likely
join the ranks of the “classics” in due course.
Throughout the selection process we tried to be
responsive to the needs of students who are relat-
ively new to metaphysics. Given the overall aim of
the volume and the nature of the field, it is un-
avoidable that some of the writings included con-
tain somewhat technical parts that demand close
study; however, we believe that most of the essen-
tial selections are accessible to the attentive reader
without an extensive background in metaphysics or
technical philosophy.

The selections are grouped in nine parts. Each
part is preceded by a brief editorial introduction,
including a list of works for further reading. These
introductions are not intended as comprehensive

surveys and discussions of the problems, positions,
and arguments on the topic of each part; for such
guidance the reader is encouraged to consult A4
Companion to Metaphysics. Rather, their aim is to
give the reader some orientation, by indicating the
scope of the problems dealt with in the works
included in that section, and what their authors
attempt to accomplish.

Part 1, on the nature of existence, deals with the
question of what it is for something to exist and
what it is for us to acknowledge something as
existing. Part II concerns the problem of identity
— whether qualitative indiscernibility entails iden-
tity, whether identity is always necessary or can be
contingent, whether identity is relative to sortals,
and so on. Part III is on “modal” concepts like
necessity and possibility, essence and essential
property, necessary and contingent truth, and
““possible worlds.” The part that follows is devoted
to age-old issues concerning universals, properties,
and kinds — the items in terms of which we char-
acterize things of this world. The central question
of Part V is what it is for something to be a “thing,”
and, in particular, what makes one thing at one
time to be ‘“‘the same thing” as something at
another time. This part is followed by a group of
writings addressing the same question for persons:
there is a clear and deep difference, most of us
would feel, between our continuing to live till
tomorrow and our being replaced by an exact
“molecule-for-molecule” duplicate in our sleep

x>



Preface

tonight; but in what does this difference consist?
Part VII is devoted to the nature of causation, the
relation that David Hume famously called “the
cement of the universe.” Major contemporary
accounts of the nature of causation are represented
here. This is followed by a part concerning the
ways (besides the causal relation) in which things
and phenomena of this world may hang together,
and the topics dealt with here — emergence, reduc-
tion, and supervenience — are of critical importance
to current debates in philosophy of mind and phi-
losophy of science. The issue of realism/antireal-
ism has lately returned as a major philosophical
problem, and the final part of the book includes
discussions of realism and its major contemporary
alternatives. It was often difficult to neatly segre-
gate the works into separate parts; the reader
should be aware that many of the selections are of
relevance to problems dealt with in more than one
part. This is especially true of the chapters in Parts
IT and III, and those in Parts V and VL.

The topics represented in this book by no means
exhaust the field of metaphysics. For reasons of
space, we have had to leave out many important
topics, among them the following: facts, events,
and tropes; primary and secondary qualities; the
status of abstract entities; parts and wholes; the
objective and the subjective; time and becoming;
determinism and agency; and the nature and pos-
sibility of metaphysics. Even on the topics included
here, many important and worthy works have had
to be left out, either on account of limited space or
because of the difficulty of extracting from them
something of reasonable length that would be self-
contained. In choosing the works to be included,
our primary focus has been on seminal primary
literature that represents the major contemporary
positions on the issues involved. In consequence,

we have had to forgo many valuable follow-up
discussions and elaborations, objections and
replies, and expository surveys. We hope that the
interested reader will pursue the threads of discus-
sion inspired by the materials included here.

During much of the middle half of the century,
metaphysics was in the doldrums, at least within
the analytic tradition. This was largely due to the
anti-metaphysical influence of the two then dom-
inant philosophical trends. Logical positivism and
its formalistic, hyper-empiricist legacies lingered
through the 1950s and 1960s in the United States,
nourishing an atmosphere that did not encourage
serious metaphysics, while in Britain the anti-
metaphysical animus derived from “ordinary
language” philosophy and the later works of
Wittgenstein. However, metaphysics began a
surprisingly swift, robust comeback in the 1960s,
and since then has been among the most active and
productive areas of philosophy. It is now flourish-
ing as never before, showing perhaps that our need
for metaphysics is as basic as our need for philoso-
phy itself. We believe that this collection gives a
broad glhimpse of metaphysics during the century
that is now about to close.

Maura Geisser, Brie Gertler, and Matt
McGrath have helped us with this project in vari-
ous ways, and we have received valuable advice
from our Brown colleagues Victor Caston and
Jamie Dreier. Also helpful were the comments
and suggestions by the anonymous readers of the
preliminary plan we submitted to Blackwell. Steve
Smith, our editor, has been unfailingly supportive
and helpful. We owe thanks to them all.

Jaegwon Kim
Ernest Sosa
October 1998
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Introduction

The concept of existence is probably basic and
primitive in the sense that it is not possible to
produce an informative definition of it in terms
that are more clearly understood and that would
tell us something important and revealing about
what it is for something to exist. Rather, the pri-
mary conceptual question about existence has been
this: What kind of concept is expressed by “exist-
ence” and its cognates? When we say of something
that it exists, are we attributing to that thing a
certain property, the property of existing, much in
the way we attribute the property red to this apple
when we say it is red? Something is red as opposed
to yellow or black — or, at any rate, not red. But
something exists as opposed to what? Being non-
existent? But how is that possible? Is it coherent to
suppose that some things exist and some things
don’t exist? As Quine says in his “On What
There Is” (chapter 1), isn’t it a truism that every-
thing exists, and nothing else does?

But this doesn’t seem to make the issues go
away. For, as Terence Parsons points out in ‘“Refer-
ring to Nonexistent Objects” (chapter 4), our ordin-
ary discourse is full of apparent references to things
that do not exist, like fictional characters (Sherlock
Holmes, Hamlet), mythological creatures (Pegasus,
centaurs), and the fountain of youth that Ponce de
Leon sought to find. It seems natural and intelligi-
ble to say that there are things, like centaurs and the
fountain of youth, that do not exist. Moreover, we

Further reading

Alston, William P., “Ontological commitment,” Philo-
sophical Studies 9 (1958), pp. 8-17.

Butchvarov, Panayot, Being Qua Being (Bloomington:
Indiana University Press, 1979).
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Katz, Jerrold J., “Names without bearers,” Philosophical
Review 103 (1994), pp. 1-39.

Lewis, David, “Truth in fiction,” in Philosophical Papers,
vol. 1 (New York: Oxford University Press, 1983).
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apparently can say things that are true of them and
things that are false of them. It seems true to say
that centaurs are mythical animals, that Sherlock
Holmes was a detective and lived on Baker Street,
and so on; and it seems false to say that Sherlock
Holmes was a baseball player, or that the golden
mountain is in Argentina. But how is it possible for
us to refer to them to begin with — things with
which we have no causal or epistemic contact?
Are we forced to countenance these nonexistent
objects as denizens of our ontology, or is it possible
to explain them away by paraphrasing statements
that are apparently about them into statements that
are free of such references? These are among the
questions addressed in the selections by Bertrand
Russell and Terence Parsons.

Quine’s “On What There Is” and Carnap’s
“Empiricism, Semantics, and Ontology” (chapter
2) address some fundamental issues about what it is
for something to exist, and, more importantly,
what it is for us, or our theory, to recognize some-
thing as existing. Carnap’s distinction between
“internal questions” and “external questions”
about existence — that is, questions about whether
something exists within a scheme of language, on
the one hand, and questions about whether or not
to accept a scheme that posits its existence, on the
other — introduces pragmatic and relativistic
dimensions into questions of existence. This ques-
tion of the possible relativity of ontology to
conceptual schemes is the topic of Quine’s “Onto-
logical Relativity” (chapter 5).

Moore, G. E., “Is existence a predicate?,” repr. in Philo-
sophical Papers (London: Allen and Unwin, 1959).
Parsons, Terence, Nonexistent Objects (New Haven,

Conn.: Yale University Press, 1980).
Routley, Richard, Exploring Meinong’s Jungle and Beyond
(Canberra: Australian National University, 1980).
Russell, Bertrand, “On denoting,” repr. in R. C. Marsh
(ed.), Logic and Knowledge (London: George, Allen
and Unwin, 1956).

Walton, Kendall, Mimesis as Make-Believe (Cambridge,
Mass.: Harvard University Press, 1990).

Williams, C. J. F., What Is Existence? (Oxford: Oxford
University Press, 1981).



W. V. Quine

A curious thing about the ontological problem is its
simplicity. It can be put in three Anglo-Saxon
monosyllables: ‘What is there?’ It can be answered,
moreover, in a word — ‘Everything’ — and everyone
will accept this answer as true. However, this is
merely to say that there is what there is. There
remains room for disagreement over cases; and so
the issue has stayed alive down the centuries.

Suppose now that two philosophers, McX and I,
differ over ontology. Suppose McX maintains
there is something which I maintain there is not.
McX can, quite consistently with his own point of
view, describe our difference of opinion by saying
that I refuse to recognize certain entities. I should
protest, of course, that he is wrong in his formula-
tion of our disagreement, for I maintain that there
are no entities, of the kind which he alleges, for me
to recognize; but my finding him wrong in his
formulation of our disagreement is unimportant,
for I am committed to considering him wrong in
his ontology anyway.

When [ try to formulate our difference of opin-
ion, on the other hand, I seem to be in a predica-
ment. I cannot admit that there are some things
which McX countenances and I do not, for in
admitting that there are such things I should be
contradicting my own rejection of them.

It would appear, if this reasoning were sound,
that in any ontological dispute the proponent of
the negative side suffers the disadvantage of not

Originally published in the Review of Metaphysics 2/1
(Sept. 1948), reprinted with permission.
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being able to admit that his opponent disagrees
with him.

This is the old Platonic riddle of nonbeing. Non-~
being must in some sense be, otherwise what is it
that there i1s not? This tangled doctrine might be
nicknamed Plato’s beard, historically it has proved
tough, frequently dulling the edge of Occam’s
razor.

It is some such line of thought that leads philo-
sophers like McX to impute being where they
might otherwise be quite content to recognize
that there is nothing. Thus, take Pegasus. If Pega-
sus were not, McX argues, we should not be talking
about anything when we use the word; therefore it
would be nonsense to say even that Pegasus is not.
Thinking to show thus that the denial of Pegasus
cannot be coherently maintained, he concludes that
Pegasus is.

McX cannot, indeed, quite persuade himself
that any region of space-time, near or remote, con-
tains a flying horse of flesh and blood. Pressed for
further details on Pegasus, then, he says that Pega-
sus is an idea in men’s minds. Here, however, a
confusion begins to be apparent. We may for the
sake of argument concede that there is an entity,
and even a unique entity (though this is rather
implausible), which is the mental Pegasus-idea;
but this mental entity is not what people are talking
about when they deny Pegasus.

McX never confuses the Parthenon with the
Parthenon-idea. The Parthenon is physical; the
Parthenon-idea i1s mental (according anyway to
McX’s version of ideas, and I have no better to
offer). The Parthenon is visible; the Parthenon-



idea is invisible. We cannot easily imagine two
things more unlike, and less liable to confusion,
than the Parthenon and the Parthenon-idea. But
when we shift from the Parthenon to Pegasus, the
confusion sets in — for no other reason than that
McX would sooner be deceived by the crudest and
most flagrant counterfeit than grant the nonbeing
of Pegasus.

The notion that Pegasus must be, because it
would otherwise be nonsense to say even that Pega-
sus i1s not, has been seen to lead McX into an
elementary confusion. Subtler minds, taking the
same precept as their starting point, come out
with theories of Pegasus which are less patently
misguided than McX’s, and correspondingly
more difficult to eradicate. One of these subtler
minds is named, let us say, Wyman. Pegasus,
Wyman maintains, has his being as an unactualized
possible. When we say of Pegasus that there is no
such thing, we are saying, more precisely, that
Pegasus does not have the special attribute of actu-
ality. Saying that Pegasus is not actual is on a par,
logically, with saying that the Parthenon is not red;
in either case we are saying something about an
entity whose being is unquestioned.

Wyman, by the way, is one of those philosophers
who have united in ruining the good old word
‘exist’. Despite his espousal of unactualized poss-
ibles, he limits the word ‘existence’ to actuality —
thus preserving an illusion of ontological agree-
ment between himself and us who repudiate the
rest of his bloated universe. We have all been prone
to say, in our common-sense usage of ‘exist’, that
Pegasus does not exist, meaning simply that there
is no such entity at all. If Pegasus existed he would
indeed be in space and time, but only because the
word ‘Pegasus’ has spatio-temporal connotations,
and not because ‘exists’ has spatio-temporal con-
notations. If spatio-temporal reference is lacking
when we affirm the existence of the cube root of
27, this is simply because a cube root is not a spatio-
temporal kind of thing, and not because we are
being ambiguous in our use of ‘exist’.! However,
Wyman, in an ill-conceived effort to appear agree-
able, genially grants us the nonexistence of Pegasus
and then, contrary to what we meant by non-
existence of Pegasus, insists that Pegasus #s. Exist-
ence is one thing, he says, and subsistence is
another. The only way I know of coping with this
obfuscation of issues is to grve Wyman the word
‘exist’. I’ll try not to use it again; I still have ‘is’. So
much for lexicography; let’s get back to Wyman’s
ontology.

On What There Is

Wyman’s overpopulated universe is in many
ways unlovely. It offends the aesthetic sense of us
who have a taste for desert landscapes, but this is
not the worst of it. Wyman’s slum of possibles is a
breeding ground for disorderly elements. Take, for
instance, the possible fat man in that doorway; and,
again, the possible bald man in that doorway. Are
they the same possible man, or two possible men?
How do we decide? How many possible men are
there in that doorway? Are there more possible thin
ones than fat ones? How many of them are alike? Or
would their being alike make them one? Are no two
possible things alike? Is this the same as saying that
it is impossible for two things to be alike? Or,
finally, is the concept of identity simply inapplic-
able to unactualized possibles? But what sense can
be found in talking of entities which cannot mean-
ingfully be said to be identical with themselves and
distinct from one another’ These elements are
well-nigh incorrigible. By a Fregean therapy of
individual concepts, some effort might be made at
rehabilitation; but I feel we’d do better simply to
clear Wyman’s slum and be done with it.

Possibility, along with the other modalities of
necessity and impossibility and contingency, raises
problems upon which I do not mean to imply that
we should turn our backs. But we can at least limit
modalities to whole statements. We may impose
the adverb ‘possibly’ upon a statement as a whole,
and we may well worry about the semantical ana-
lysis of such usage; but little real advance in such
analysis is to be hoped for in expanding our uni-
verse to include so-called possible entities. 1 suspect
that the main motive for this expansion is simply
the old notion that Pegasus, for example, must be
because otherwise it would be nonsense to say even
that he is not.

Still, all the rank luxuriance of Wyman’s uni-
verse of possibles would seem to come to naught
when we make a slight change in the example and
speak not of Pegasus but of the round square
cupola on Berkeley College. If, unless Pegasus
were, it would be nonsense to say that he is not,
then by the same token, unless the round square
cupola on Berkeley College were, it would be non-
sense to say that it is not. But, unlike Pegasus, the
round square cupola on Berkeley College cannot be
admitted even as an unactualized possible. Can we
drive Wyman now to admitting also a realm of
unactualizable impossibles? If so, a good many
embarrassing questions could be asked about
them. We might hope even to trap Wyman in
contradictions, by getting him to admit that certain

&



W. V. Quine

of these entities are at once round and square. But
the wily Wyman chooses the other horn of the
dilemma and concedes that it is nonsense to say
that the round square cupola on Berkeley College is
not. He says that the phrase ‘round square cupola’
is meaningless.

Wyman was not the first to embrace this altern-
ative. The doctrine of the meaninglessness of con-
tradictions runs away back. The tradition survives,
moreover, in writers who seem to share none of
Wyman’s motivations. Still, I wonder whether the
first temptation to such a doctrine may not have
been substantially the motivation which we have
observed in Wyman. Certainly the doctrine has no
intrinsic appeal; and it has led its devotees to such
quixotic extremes as that of challenging the method
of proof by reductio ad absurdum — a challenge in
which I sense a reductio ad absurdum of the doctrine
itself.

Moreover, the doctrine of meaninglessness of
contradictions has the severe methodological draw-
back that it makes it impossible, in principle, ever
to devise an effective test of what is meaningful and
what is not. It would be forever impossible for us to
devise systematic ways of deciding whether a string
of signs made sense — even to us individually, let
alone other people — or not. For it follows from a
discovery in mathematical logic, due to Church,”
that there can be no generally applicable test of
contradictoriness.

I have spoken disparagingly of Plato’s beard, and
hinted that it is tangled. I have dwelt at length on
the inconveniences of putting up with it. It is time
to think about taking steps.

Russell, in his theory of so-called singular
descriptions, showed clearly how we might mean-
ingfully use seeming names without supposing that
there be the entities allegedly named. The names to
which Russell’s theory directly applies are complex
descriptive names such as ‘the author of Waverley’,
‘the present King of France’, ‘the round square
cupola on Berkeley College’. Russell analyzes
such phrases systematically as fragments of the
whole sentences in which they occur. The sentence
“The author of Waverley was a poet’, for example,
is explained as a whole as meaning ‘Someone (bet-
ter: something) wrote Waverley and was a poet, and
nothing else wrote Wauverley’. (The point of this
added clause is to affirm the uniqueness which is
implicit in the word ‘the’, in ‘the author of Waver-
ley’.) The sentence ‘The round square cupola on
Berkeley College is pink’ is explained as ‘Some-
thing is round and square and is a cupola on Ber-

&

keley College and is pink, and nothing else is round
and square and a cupola on Berkeley College’.

The virtue of this analysis is that the seeming
name, a descriptive phrase, is paraphrased in con-
text as a so-called incomplete symbol. No unified
expression is offered as an analysis of the descript-
ive phrase, but the statement as a whole which was
the context of that phrase still gets its full quota of
meaning — whether true or false.

The unanalyzed statement ‘The author of
Waverley was a poet’ contains a part, ‘the author
of Waverley’, which is wrongly supposed by McX
and Wyman to demand objective reference in order
to be meaningful at all. But in Russell’s translation,
‘Something wrote Waverley and was a poet and
nothing else wrote Waverley’, the burden of object-
ive reference which had been put upon the
descriptive phrase is now taken over by words of
the kind that logicians call bound variables, vari-
ables of quantification: namely, words like ‘some-
thing’, ‘nothing’, ‘everything’. These words, far
from purporting to be names specifically of the
author of Waverley, do not purport to be names at
all; they refer to entities generally, with a kind of
studied ambiguity peculiar to themselves. These
quantificational words or bound variables are, of
course a basic part of language, and their mean-
ingfulness, at least in context, is not to be chal-
lenged. But their meaningfulness in no way
presupposes there being either the author of Waver-
ley or the round square cupola on Berkeley College
or any other specifically preassigned objects.

Where descriptions are concerned, there is no
longer any difficulty in affirming or denying being.
“There is the author of Waverley’ is explained by
Russell as meaning ‘Someone (or, more strictly,
something) wrote Waverley and nothing else
wrote Waverley’. “The author of Waverley is not’
is explained, correspondingly, as the alternation
‘Either each thing failed to write Waverley or two
or more things wrote Waverley’. This alternation is
false, but meaningful; and it contains no expression
purporting to name the author of Waverley. The
statement ‘The round square cupola on Berkeley
College is not’ is analyzed in similar fashion. So the
old notion that statements of nonbeing defeat
themselves goes by the board. When a statement
of being or nonbeing is analyzed by Russell’s the-
ory of descriptions, it ceases to contain any expres-
sion which even purports to name the alleged entity
whose being is in question, so that the meaningful-
ness of the statement no longer can be thought to
presuppose that there be such an entity.



Now what of ‘Pegasus’? This being a word
rather than a descriptive phrase, Russell’s argu-
ment does not immediately apply to it. However,
it can easily be made to apply. We have only to
rephrase ‘Pegasus’ as a description, in any way that
seems adequately to single out our idea; say, ‘the
winged horse that was captured by Bellerophon’.
Substituting such a phrase for ‘Pegasus’, we can
then proceed to analyze the statement ‘Pegasus is’,
or ‘Pegasus is not’, precisely on the analogy of
Russell’s analysis of “The author of Waverley is’
and ‘The author of Waverley is not’.

In order thus to subsume a one-word name or
alleged name such as ‘Pegasus’ under Russell’s
theory of description, we must, of course, be able
first to translate the word into a description. But
this is no real restriction. If the notion of Pegasus
had been so obscure or so basic a one that no pat
translation into a descriptive phrase had offered
itself along familiar lines, we could still have availed
ourselves of the following artificial and trivial-
seeming device: we could have appealed to the ex
hypothesi unanalyzable, irreducible attribute of
being Pegasus, adopting, for its expression, the
verb ‘is-Pegasus’, or ‘pegasizes’. The noun ‘Pega-
sus’ itself could then be treated as derivative, and
identified after all with a description: ‘the thing
that is-Pegasus’, ‘the thing that pegasizes’.

If the importing of such a predicate as ‘pegasizes’
seems to commit us to recognizing that there is a
corresponding attribute, pegasizing, in Plato’s hea-
ven or in the minds of men, well and good. Neither
we nor Wyman nor McX have been contending,
thus far, about the being or nonbeing of universals,
but rather about that of Pegasus. If in terms of
pegasizing we can interpret the noun ‘Pegasus’ as
a description subject to Russell’s theory of descrip-
tions, then we have disposed of the old notion that
Pegasus cannot be said not to be without presup-
posing that in some sense Pegasus is.

Our argument is now quite general. McX and
Wyman supposed that we could not meaningfully
affirm a statement of the form ‘So-and-so is not’,
with a simple or descriptive singular noun in place
of ‘so-and-so’, unless so-and-so is. This supposi-
tion is now seen to be quite generally groundless,
since the singular noun in question can always be
expanded into a singular description, trivially or
otherwise, and then analyzed out & /z Russell.

We commit ourselves to an ontology containing
numbers when we say there are prime numbers
larger than a million; we commit ourselves to an
ontology containing centaurs when we say there are
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centaurs; and we commit ourselves to an ontology
containing Pegasus when we say Pegasus is. But we
do not commit ourselves to an ontology containing
Pegasus or the author of Waverley or the round
square cupola on Berkeley College when we say
that Pegasus or the author of Waverley or the
cupola in question is not. We need no longer labor
under the delusion that the meaningfulness of a
statement containing a singular term presupposes
an entity named by the term. A singular term need
not name to be significant.

An inkling of this might have dawned on
Wyman and McX even without benefit of Russell
if they had only noticed — as so few of us do — that
there is a gulf between meaning and naming even in
the case of a singular term which is genuinely a
name of an object. The following example from
Frege will serve.’® The phrase ‘Evening Star’
names a certain large physical object of spherical
form, which is hurtling through space some scores
of millions of miles from here. The phrase ‘Morn-
ing Star’ names the same thing, as was probably
first established by some observant Babylonian.
But the two phrases cannot be regarded as having
the same meaning; otherwise that Babylonian could
have dispensed with his observations and con-
tented himself with reflecting on the meanings of
his words. The meanings, then, being different
from one another, must be other than the named
object, which is one and the same in both cases.

Confusion of meaning with naming not only
made McX think he could not meaningfully
repudiate Pegasus; a continuing confusion of
meaning with naming no doubt helped engender
his absurd notion that Pegasus is an idea, a mental
entity. The structure of his confusion is as follows.
He confused the alleged named object Pegasus with
the meaning of the word ‘Pegasus’, therefore con~
cluding that Pegasus must be in order that the word
have meaning. But what sorts of things are mean-
ings? This is a moot point; however, one might
quite plausibly explain meanings as ideas in the
mind, supposing we can make clear sense in turn
of the idea of ideas in the mind. Therefore Pegasus,
initially confused with a meaning, ends up as an
idea in the mind. It is the more remarkable that
Wyman, subject to the same initial motivation as
McX, should have avoided this particular blunder
and wound up with unactualized possibles instead.

Now let us turn to the ontological problem of
universals: the question whether there are such
entities as attributes, relations, classes, numbers,
functions. McX, characteristically enough, thinks
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there are. Speaking of attributes, he says: “There
are red houses, red roses, red sunsets; this much is
prephilosophical common sense in which we must
all agree. These houses, roses, and sunsets, then,
have something in common; and this which they
have in common is all I mean by the attribute of
redness.” For McX, thus, there being attributes is
even more obvious and trivial than the obvious and
trivial fact of there being red houses, roses, and
sunsets. This, I think, is characteristic of metaphy-
sics, or at least of that part of metaphysics called
ontology: one who regards a statement on this
subject as true at all must regard it as trivially
true. One’s ontology is basic to the conceptual
scheme by which he interprets all experiences,
even the most commonplace ones. Judged within
some particular conceptual scheme — and how else
is judgment possible? — an ontological statement
goes without saying, standing in need of no separ-
ate justification at all. Ontological statements fol-
low immediately from all manner of casual
statements of commonplace fact, just as — from
the point of view, anyway, of McX’s conceptual
scheme — ‘There is an attribute’ follows from
“There are red houses, red roses, red sunsets’.

Judged in another conceptual scheme, an onto-
logical statement which is axiomatic to McX’s
mind may, with equal immediacy and triviality,
be adjudged false. One may admit that there are
red houses, roses, and sunsets, but deny, exceptasa
popular and misleading manner of speaking, that
they have anything in common. The words
‘houses’, ‘roses’, and ‘sunsets’ are true of sundry
individual entities which are houses and roses and
sunsets, and the word ‘red’ or ‘red object’ is true of
each of sundry individual entities which are red
houses, red roses, red sunsets; but there is not, in
addition, any entity whatever, individual or other-
wise, which is named by the word ‘redness’, nor,
for that matter, by the word ‘househood’; ‘rose-
hood’, ‘sunsethood’. That the houses and roses and
sunsets are all of them red may be taken as ultimate
and irreducible, and it may be held that McX is no
better off, in point of real explanatory power, for all
the occult entities which he posits under such
names as ‘redness’.

One means by which McX might naturally have
tried to impose his ontology of universals on us was
already removed before we turned to the problem
of universals. McX cannot argue that predicates
such as ‘red’ or ‘is-red’, which we all concur in
using, must be regarded as names each of a single
universal entity in order that they be meaningful at

all. For we have seen that being a name of some-
thing is a much more special feature than being
meaningful. He cannot even charge us — at least not
by that argument — with having posited an attribute
of pegasizing by our adoption of the predicate
‘pegasizes’.

However, McX hits upon a different strategem.
‘Let us grant,” he says, ‘this distinction between
meaning and naming of which you make so much.
Let us even grant that “is red”, “pegasizes”, etc.,
are not names of attributes. Still, you admit they
have meanings. But these meanings, whether they
are named or not, are still universals, and I venture
to say that some of them might even be the very
things that I call attributes, or something to much
the same purpose in the end.’

For McX, this is an unusually penetrating
speech; and the only way I know to counter it is
by refusing to admit meanings. However, I feel no
reluctance toward refusing to admit meanings, for I
do not thereby deny that words and statements are
meaningful. McX and I may agree to the letter in
our classification of linguistic forms into the mean-
ingful and the meaningless, even though McX
construes meaningfulness as the kaving (in some
sense of ‘having’) of some abstract entity which he
calls a meaning, whereas I do not. I remain free to
maintain that the fact that a given linguistic utter-
ance is meaningful (or significant, as I prefer to say
so as not to invite hypostasis of meanings as enti-
ties) is an ultimate and irreducible matter of fact;
or, I may undertake to analyze it in terms directly
of what people do in the presence of the linguistic
utterance in question and other utterance similar
to it.

The useful ways in which people ordinarily talk
or seem to talk about meanings boil down to two:
the Aaving of meanings, which is significance, and
sameness of meaning, or synonomy. What is called
giving the meaning of an utterance is simply the
uttering of a synonym, couched, ordinarily, in
clearer language than the original. If we are allergic
to meanings as such, we can speak directly of utter-
ances as significant or insignificant, and as syn-
onymous or heteronymous one with another. The
problem of explaining these adjectives ‘significant’
and ‘synonymous’ with some degree of clarity and
rigor — preferably, as I see it, in terms of behavior -
is as difficult as it is important.* But the explan-
atory value of special and irreducible intermediary
entities called meanings is surely illusory.

Up to now I have argued that we can use singular
terms significantly in sentences without presup-



posing that there are the entities which those terms
purport to name. [ have argued further that we can
use general terms, for example, predicates, without
conceding them to be names of abstract entities. 1
have argued further that we can view utterances as
significant, and as synonymous or heteronymous
with one another, without countenancing a realm
of entities called meanings. At this point McX
begins to wonder whether there is any limit at all
to our ontological immunity. Does nothing we may
say commit us to the assumption of universals or
other entities which we may find unwelcome?

I have already suggested a negative answer to
this question, in speaking of bound variables, or
variables of quantification, in connection with Rus-
sell’s theory of descriptions. We can very easily
involve ourselves in ontological commitments by
saying, for example, that there is something (bound
variable) which red houses and sunsets have in
common; or that there is something which is a
prime number larger than a million. But this is,
essentially, the only way we can involve ourselves in
ontological commitments: by our use of bound
variables. The use of alleged names is no criterion,
for we can repudiate their namehood at the drop of
a hat unless the assumption of a corresponding
entity can be spotted in the things we affirm in
terms of bound variables. Names are, in fact, alto-
gether immaterial to the ontological issue, for I
have shown, in connection with ‘Pegasus’ and
‘pegasize’, that names can be converted to descrip-
tions, and Russell has shown that descriptions can
be eliminated. Whatever we say with the help of
names can be said in a language which shuns names
altogether. To be assumed as an entity is, purely
and simply, to be reckoned as the value of a vari-
able. In terms of the categories of traditional gram-
mar, this amounts roughly to saying that to be is to
be in the range of reference of a pronoun. Pronouns
are the basic media of reference; nouns might bet-
ter have been named propronouns. The variables of
quantification, ‘something’, ‘nothing’, ‘every-
thing’, range over our whole ontology, whatever it
may be; and we are convicted of a particular onto-
logical presupposition if, and only if, the alleged
presupposition has to be reckoned among the enti-
ties over which our variables range in order to
render one of our affirmations true.

We may say, for example, that some dogs are
white and not thereby commit ourselves to recog-
nizing either doghood or whiteness as entities.
‘Some dogs are white’ says that some things that
are dogs are white; and, in order that this statement
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be true, the things over which the bound variable
‘something’ ranges must include some white dogs,
but need not include doghood or whiteness. On the
other hand, when we say that some zoological spe-
cies are cross-fertile, we are committing ourselves
to recognizing as entities the several species them-
selves, abstract though they are. We remain so
committed at least until we devise some way of
so paraphrasing the statement as to show that
the seeming reference to species on the part of
our bound variable was an avoidable manner of
speaking.’

Classical mathematics, as the example of primes
larger than a million clearly illustrates, is up to its
neck in commitments to an ontology of abstract
entities. Thus it is that the great medieval contro-
versy over universals has flared up anew in the
modern philosophy of mathematics. The issue is
clearer now than of old, because we now have a
more explicit standard whereby to decide what
ontology a given theory or form of discourse is
committed to: a theory is committed to those and
only those entities to which the bound variables of
the theory must be capable of referring in order
that the affirmations made in the theory be true.

Because this standard of ontological presupposi-
tion did not emerge clearly in the philosophical
tradition, the modern philosophical mathemati-
cians have not on the whole recognized that they
were debating the same old problem of universals
in a newly clarified form. But the fundamental
cleavages among modern points of view on founda-
tions of mathematics do come down pretty expli-
citly to disagreements as to the range of entities to
which the bound variables should be permitted to
refer.

The three main medieval points of view regard-
ing universals are designated by historians as real-
ism, conceptualism, and nominalism. Essentially
these same three doctrines reappear in twentieth-
century surveys of the philosophy of mathematics
under the new names logicism, intuitionism, and
formalism.

Realism, as the word is used in connection with
the medieval controversy over universals, is the
Platonic doctrine that universals or abstract entities
have being independently of the mind; the mind
may discover them but cannot create them. Logi-
cism, represented by Frege, Russell, Whitehead,
Church, and Carnap, condones the use of bound
variables to refer to abstract entities known and
unknown, specifiable and unspecifiable, indiscrim-
inately.
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Conceptualism holds that there are universals but
they are mind-made. Intustionism, espoused in
modern times in one form or another by Poincaré,
Brouwer, Weyl, and others, countenances the use
of bound variables to refer to abstract entities only
when those entities are capable of being cooked up
individually from ingredients specified in advance.
As Fraenkel has put it, logicism holds that classes
are discovered while intuitionism holds that they
are invented — a fair statement indeed of the old
opposition between realism and conceptualism.
This opposition is no mere quibble; it makes an
essential difference in the amount of classical
mathematics to which one is willing to subscribe.
Logicists, or realists, are able on their assumptions
to get Cantor’s ascending orders of infinity; intu-
itionists are compelled to stop with the lowest order
of infinity, and, as an indirect consequence, to
abandon even some of the classical laws of real
numbers. The modern controversy between logi-
cism and intuitionism arose, in fact, from disagree-
ments over infinity.

Formalism, associated with the name of Hilbert,
echoes intuitionism in deploring the logicist’s
unbridled recourse to universals. But formalism
also finds intuitionism unsatisfactory. This could
happen for either of two opposite reasons. The
formalist might, like the logicist, object to the
crippling of classical mathematics; or he might,
like the nominalists of old, object to admitting
abstract entities at all, even in the restrained sense
of mind-made entities. The upshot is the same: the
formalist keeps classical mathematics as a play of
insignificant notations. This play of notations can
still be of utility — whatever utility it has already
shown itself to have as a crutch for physicists and
technologists. But utility need not imply signific-
ance, in any literal linguistic sense. Nor need the
marked success of mathematicians in spinning out
theorems, and in finding objective bases for agree-
ment with one another’s results, imply signific-
ance. For an adequate basis for agreement among
mathematicians can be found simply in the
rules which govern the manipulation of the nota-
tions — these syntactical rules being, unlike the
notations themselves, quite significant and intel-
ligible.®

I have argued that the sort of ontology we adopt
can be consequential — notably in connection with
mathematics, although this is only an example.
Now how are we to adjudicate among rival onto-
logies? Certainly the answer is not provided by the
semantical formula ‘To be is to be the value of a

variable’; this formula serves rather, conversely, in
testing the conformity of a given remark or doc-
trine to a prior ontological standard. We look to
bound variables in connection with ontology not in
order to know what there is, but in order to know
what a given remark or doctrine, ours or someone
else’s, says there is; and this much is quite properly
a problem involving language. But what there is is
another question.

In debating over what there is, there are still
reasons for operating on a semantical plane. One
reason is to escape from the predicament noted at
the beginning of this essay: the predicament of my
not being able to admit that there are things which
McX countenances and I do not. So long as I ad-
here to my ontology, as opposed to McX’s, I
cannot allow my bound variables to refer to entities
which belong to McX’s ontology and not to mine. I
can, however, consistently describe our disagree-
ment by characterizing the statements which McX
affirms. Provided merely that my ontology
countenances linguistic forms, or at least concrete
inscriptions and utterances, I can talk about McX’s
sentences.

Another reason for withdrawing to a semantical
plane is to find common ground on which to argue.
Disagreement in ontology involves basic disagree-
ment in conceptual schemes; yet McX and I,
despite these basic disagreements, find that our
conceptual schemes converge sufficiently in their
intermediate and upper ramifications to enable us
to communicate successfully on such topics as pol-
itics, weather, and, in particular, language. Insofar
as our basic controversy over ontology can be trans-
lated upward into a semantical controversy about
words and what to do with them, the collapse of
the controversy into question-begging may be
delayed.

It is no wonder, then, that ontological contro-
versy should tend into controversy over language.
But we must not jump to the conclusion that what
there is depends on words. Translatability of a
question into semantical terms is no indication
that the question is linguistic. To see Naples is to
bear a name which, when prefixed to the words
‘sees Naples’, yields a true sentence; still there is
nothing linguistic about seeing Naples.

Our acceptance of an ontology is, I think, similar
in principle to our acceptance of a scientific theory,
say a system of physics: we adopt, at least insofar as
we are reasonable, the simplest conceptual scheme
into which the disordered fragments of raw experi-
ence can be fitted and arranged. Our ontology is



determined once we have fixed upon the over-all
conceptual scheme which is to accommodate
science in the broadest sense; and the considera-
tions which determine a reasonable construction of
any part of that conceptual scheme, for example,
the biological or the physical part, are not different
in kind from the considerations which determine a
reasonable construction of the whole. To whatever
extent the adoption of any system of scientific
theory may be said to be a matter of language, the
same — but no more — may be said of the adoption
of an ontology.

But simplicity, as a guiding principle in con-
structing conceptual schemes, is not a clear and
unambiguous idea; and it is quite capable of pres-
enting a double or multiple standard. Imagine, for
example, that we have devised the most economical
set of concepts adequate to the play-by-play
reporting of immediate experience. The entities
under this scheme — the values of bound variables
—are, let us suppose, individual subjective events of
sensation or reflection. We should still find, no
doubt, that a physicalistic conceptual scheme, pur-
porting to talk about external objects, offers great
advantages in simplifying our over-all reports. By
bringing together scattered sense events and treat-
ing them as perceptions of one object, we reduce
the complexity of our stream of experience to a
manageable conceptual simplicity. The rule of sim-
plicity is indeed our guiding maxim in assigning
sense-data to objects: we associate an earlier and a
later round sensum with the same so-called penny,
or with two different so-called pennies, in obedi-
ence to the demands of maximum simplicity in our
total world-picture.

Here we have two competing conceptual
schemes, a phenomenalistic one and a physicalistic
one. Which should prevail? Each has its advant-
ages; each has its special simplicity in its own way.
Each, I suggest, deserves to be developed. Each
may be said, indeed, to be the more fundamental,
though in different senses: the one is epistemo-
logically, the other physically, fundamental.

The physical conceptual scheme simplifies our
account of experience because of the way myriad
scattered sense events come to be associated with
single so-called objects; still there is no likelihood
that each sentence about physical objects can actu-
ally be translated, however deviously and com-
plexly, into the phenomenalistic language.
Physical objects are postulated entities which
round out and simplify our account of the flux of
experience, just as the introduction of irrational
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numbers simplifies laws of arithmetic. From the
point of view of the conceptual scheme of the
clementary arithmetic of rational numbers alone,
the broader arithmetic of rational and irrational
numbers would have the status of a convenient
myth, simpler than the literal truth (namely, the
arithmetic of rationals) and yet containing that
literal truth as a scattered part. Similarly, from a
phenomenalistic point of view, the conceptual
scheme of physical objects is a convenient myth,
simpler than the literal truth and yet containing
that literal truth as a scattered part.’

Now what of classes or attributes of physical
objects, in turn? A platonistic ontology of this sort
is, from the point of view of a strictly physicalistic
conceptual scheme, as much a myth as that physi-
calistic conceptual scheme itself is for phenomen-
alism. This higher myth is a good and useful one, in
turn, insofar as it simplifies our account of physics.
Since mathematics is an integral part of this higher
myth, the utility of this myth for physical science is
evident enough. In speaking of it nevertheless as a
myth, I echo that philosophy of mathematics to
which I alluded earlier under the name of formal-
ism. But an attitude of formalism may with equal
justice be adopted toward the physical conceptual
scheme, in turn, by the pure aesthete or phenom-
enalist.

The analogy between the myth of mathematics
and the myth of physics is, in some additional and
perhaps fortuitous ways, strikingly close. Consider,
for example, the crisis which was precipitated in
the foundations of mathematics, at the turn of the
century, by the discovery of Russell’s paradox and
other antinomies of set theory. These contradic-
tions had to be obviated by unintuitive, ad hoc
devices; our mathematical myth-making became
deliberate and evident to all. But what of physics?
An antinomy arose between the undular and the
corpuscular accounts of light; and if this was not as
out-and-out a contradiction as Russell’s paradox, I
suspect that the reason is that physics is not as out-
and-out as mathematics. Again, the second great
modern crisis in the foundations of mathematics —
precipitated in 1931 by Gédel’s proof that there are
bound to be undecidable statements in arithmetic®
— has its companion piece in physics in Heisen-
berg’s indeterminacy principle.

In earlier pages I undertook to show that some
common arguments in favor of certain ontologies
are fallacious. Further, I advanced an explicit
standard whereby to decide what the ontological
commitments of a theory are. But the question
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what ontology actually to adopt still stands open,
and the obvious counsel is tolerance and an experi-
mental spirit. Let us by all means see how much of
the physicalistic conceptual scheme can be reduced
to a phenomenalistic one; still, physics also natu-
rally demands pursuing, irreducible in toto though
it be. Let us see how, or to what degree, natural
science may be rendered independent of platonistic
mathematics; but let us also pursue mathematics
and delve into its platonistic foundations.
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1 The Problem of Abstract Entities

Empiricists are in general rather suspicious with
respect to any kind of abstract entities like proper-
ties, classes, relations, numbers, propositions, etc.
They usually feel much more in sympathy with
nominalists than with realists (in the medieval
sense). As far as possible they try to avoid any
reference to abstract entities and to restrict them-
selves to what is sometimes called a nominalistic
language, i.¢., one not containing such references.
However, within certain scientific contexts it seems
hardly possible to avoid them. In the case of math-
ematics, some empiricists try to find a way out by
treating the whole of mathematics as a mere calcu-
lus, a formal system for which no interpretation is
given or can be given. Accordingly, the mathema-
tician is said to speak not about numbers, func-
tions, and infinite classes, but merely about
meaningless symbols and formulas manipulated
according to given formal rules. In physics it is
more difficult to shun the suspected entities,
because the language of physics serves for the com-
munication of reports and predictions and hence
cannot be taken as a mere calculus. A physicist who
is suspicious of abstract entities may perhaps try to
declare a certain part of the language of physics as
uninterpreted and uninterpretable, that part which

Originally published in Meaning and Necessity (Chi-
cago: University of Chicago Press, 1956), pp. 205-21.
Reprinted by permission of the University of Chicago
Press.

refers to real numbers as space-time coordinates or
as values of physical magnitudes, to functions,
limits, etc. More probably he will just speak about
all these things like anybody else but with an
uneasy conscience, like a man who in his everyday
life does with qualms many things which are not in
accord with the high moral principles he professes
on Sundays. Recently the problem of abstract enti-
ties has arisen again in connection with semantics,
the theory of meaning and truth. Some semanti-
cists say that certain expressions designate certain
entities, and among these designated entities they
include not only concrete material things but also
abstract entities, e.g., properties as designated by
predicates and propositions as designated by sen-
tences.! Others object strongly to this procedure as
violating the basic principles of empiricism and
leading back to a metaphysical ontology of the
Platonic kind.

It is the purpose of this article to clarify this
controversial issue. The nature and implications
of the acceptance of a language referring to abstract
entities will first be discussed in general; it will be
shown that using such a language does not imply
embracing a Platonic ontology but is perfectly
compatible with empiricism and strictly scientific
thinking. Then the special question of the role of
abstract entities in semantics will be discussed. It is
hoped that the clarification of the issue will be
useful to those who would like to accept abstract
entities in their work in mathematics, physics,
semantics, or any other field; it may help them to
overcome nominalistic scruples.
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2 Linguistic Frameworks

Are there properties, classes, numbers, proposi-
tions? In order to understand more clearly the
nature of these and related problems, it is above
all necessary to recognize a fundamental distinction
between two kinds of questions concerning the
existence or reality of entities. If someone wishes
to speak in his language about a new kind of enti-
ties, he has to introduce a system of new ways of
speaking, subject to new rules; we shall call this
procedure the construction of a linguistic frame-
work for the new entities in question. And now we
must distinguish two kinds of questions of exist-
ence: first, questions of the existence of certain
entities of the new kind within the framework; we
call them internal questions; and second, questions
concerning the existence or reality of the system of
entities as a whole, called external questions. Internal
questions and possible answers to them are
formulated with the help of the new forms of
expressions. The answers may be found either by
purely logical methods or by empirical methods,
depending upon whether the framework is a logical
or a factual one. An external question is of a pro-
blematic character which is in need of closer ex~
amination.

The world of things. Let us consider as an example
the simplest kind of entities dealt with in the every-
day language: the spatio-temporally ordered sys-
tem of observable things and events. Once we have
accepted the thing language with its framework for
things, we can raise and answer internal questions,
e.g., “Is there a white piece of paper on my desk?,”
“Did King Arthur actually live?,” “Are unicorns
and centaurs real or merely imaginary?,” and the
like. These questions are to be answered by empiri-
cal investigations. Results of observations are evalu-
ated according to certain rules as confirming or
disconfirming evidence for possible answers.
(This evaluation is usually carried out, of course,
as a matter of habit rather than a deliberate, rational
procedure. But it is possible, in a rational recon-
struction, to lay down explicit rules for the evalua-
tion. This is one of the main tasks of a pure, as
distinguished from a psychological, epistemology.)
The concept of reality occurring in these internal
questions is an empirical, scientific, nonmetaphy-
sical concept. To recognize something as a real
thing or event means to succeed in incorporating
it into the system of things at a particular space-
time position so that it fits together with the other

things recognized as real, according to the rules of
the framework.

From these questions we must distinguish the
external question of the reality of the thing world
itself. In contrast to the former questions, this
question is raised neither by the man in the street
nor by scientists, but only by philosophers. Realists
give an affirmative answer, subjective idealists a
negative one, and the controversy goes on for cen-
turies without ever being solved. And it cannot be
solved because it is framed in a wrong way. To be
real in the scientific sense means to be an element
of the system; hence this concept cannot be mean-
ingfully applied to the system itself. Those who
raise the question of the reality of the thing world
itself have perhaps in mind not a theoretical ques-
tion, as their formulation seems to suggest, but
rather a practical question, a matter of a practical
decision concerning the structure of our language.
We have to make the choice whether or not to
accept and use the forms of expression in the
framework in question.

In the case of this particular example, there is
usually no deliberate choice because we all have
accepted the thing language early in our lives as a
matter of course. Nevertheless, we may regard it as
a matter of decision in this sense: we are free to
choose to continue using the thing language or not;
in the latter case we could restrict ourselves to a
language of sense-data and other ‘phenomenal’
entities, or construct an alternative to the custom-
ary thing language with another structure, or,
finally, we could refrain from speaking. If someone
decides to accept the thing language, there is no
objection against saying that he has accepted the
world of things. But this must not be interpreted as
if it meant his acceptance of a belief in the reality of
the thing world; there is no such belief or assertion
or assumption, because it is not a theoretical ques-
tion. To accept the thing world means nothing
more than to accept a certain form of language, in
other words, to accept rules for forming statements
and for testing, accepting, or rejecting them. The
acceptance of the thing language leads, on the basis
of observations made, also to the acceptance, belief,
and assertion of certain statements. But the thesis
of the reality of the thing world cannot be among
these statements, because it cannot be formulated
in the thing language or, it seems, in any other
theoretical language.

The decision of accepting the thing language,
although itself not of a cognitive nature, will never-
theless usually be influenced by theoretical know-



ledge, just like any other deliberate decision con-
cerning the acceptance of linguistic or other rules.
The purposes for which the language is intended to
be used, for instance, the purpose of communicat-
ing factual knowledge, will determine which fac-
tors are relevant for the decision. The efficiency,
fruitfulness, and simplicity of the use of the thing
language may be among the decisive factors. And
the questions concerning these qualities are indeed
of a theoretical nature. But these questions cannot
be identified with the question of realism. They are
not yes—no questions but questions of degree. The
thing language in the customary form works indeed
with a high degree of efficiency for most purposes
of everyday life. This is a matter of fact, based upon
the content of our experiences. However, it would
be wrong to describe this situation by saying: “The
fact of the efficiency of the thing language is con-
firming evidence for the reality of the thing world”;
we should rather say instead: “This fact makes it
advisable to accept the thing language.”

The system of numbers. As an example of a system
which is of a logical rather than a factual nature let
us take the system of natural numbers. The frame-
work for this system is constructed by introducing
into the language new expressions with suitable
rules: (1) numerals like “five” and sentence forms
like “‘there are five books on the table”; (2) the
general term “number’ for the new entities, and
sentence forms like “five is a number”’; (3) expres-
sions for properties of numbers (e.g., “odd,”
“prime”), relations (e.g., ‘“‘greater than”), and
functions (e.g., “plus”), and sentence forms like
“two plus three is five”; (4) numerical variables
(“m,” “n,” etc.) and quantifiers for universal sen-
tences (“for every #,...”) and existential sentences
(“there is an # such that...”) with the customary
deductive rules.

Here again there are internal questions, e.g., “Is
there a prime number greater than a hundred?”
Here, however, the answers are found, not by
empirical investigation based on observations, but
by logical analysis based on the rules for the new
expressions. Therefore the answers are here analy-
tic, i.e., logically true.

What is now the nature of the philosophical
question concerning the existence or reality of
numbers? To begin with, there is the internal ques-
tion which, together with the affirmative answer,
can be formulated in the new terms, say, by “There
are numbes” or, more explicitly, “There is an z
such that » is a number.” This statement follows
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from the analytic statement “five is a number” and
is therefore itself analytic. Moreover, it is rather
trivial (in contradistinction to a statement like
“There is a prime number greater than a million,”
which is likewise analytic but far from trivial),
because it does not say more than that the new
system is not empty; but this is immediately seen
from the rule which states that words like “five”
are substitutable for the new variables. Therefore
nobody who meant the question “Are there num-
bers?” in the internal sense would either assert or
even seriously consider a negative answer. This
makes it plausible to assume that those philoso-
phers who treat the question of the existence of
numbers as a serious philosophical problem and
offer lengthy arguments on either side, do not
have in mind the internal question. And, indeed,
if we were to ask them: “Do you mean the question
as to whether the framework of numbers, if we
were to accept it, would be found to be empty or
not?,” they would probably reply: “Not at all; we
mean a question prior to the acceptance of the new
framework.” They might try to explain what they
mean by saying that it is a question of the ontolo-
gical status of numbers; the question whether or
not numbers have a certain metaphysical character-
istic called reality (but a kind of ideal reality, dif-
ferent from the material reality of the thing world)
or subsistence or status of “independent entities.”
Unfortunately, these philosophers have so far not
given a formulation of their question in terms of
the common scientific language. Therefore our
judgment must be that they have not succeeded
in giving to the external question and to the possi-
ble answers any cognitive content. Unless and until
they supply a clear cognitive interpretation, we are
justified in our suspicion that their question is a
pseudo-question, that is, one disguised in the form
of a theoretical question while in fact it is non-
theoretical; in the present case it is the practical
problem whether or not to incorporate into the
language the new linguistic forms which constitute
the framework of numbers.

The system of propositions. New variables, “p,” “q,”
etc., are introduced with a rule to the effect that any
(declarative) sentence may be substituted for a
variable of this kind; this includes, in addition to
the sentences of the original thing language, also all
general sentences with variables of any kind which
may have been introduced into the language.
Further, the general term “proposition” is intro-
duced. “p is a proposition” may be defined by “p or
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not p” (or by any other sentence form yielding only
analytic sentences). Therefore, every sentence of
the form . . . is a proposition’’ (where any sentence
may stand in the place of the dots) is analytic. This
holds, for example, for the sentence:

(a) “Chicago is large is a proposition.”

(We disregard here the fact that the rules of
English grammar require not a sentence but a
that-clause as the subject of another sentence;
accordingly, instead of (a) we should have to say
“That Chicago is large is a proposition”.) Predi-
cates may be admitted whose argument expressions
are sentences; these predicates may be either exten-
sional (e.g., the customary truth-functional con-
nectives) or not (e.g., modal predicates like
“possible,” “‘necessary,” etc.). With the help of
the new variables, general sentences may be
formed, e.g.,

(b) “For every p, either p or not-p.”

(¢) “There is a p such that p is not necessary and
not-p is not necessary.”

(d) ““There is a p such that p is a proposition.”

(c) and (d) are internal assertions of existence. The
statement ‘“There are propositions’ may be meant
in the sense of (d); in this case it is analytic (since it
follows from (a)) and even trivial. If, however, the
statement is meant in an external sense, then it is
noncognitive.

It is important to notice that the system of rules
for the linguistic expressions of the propositional
framework (of which only a few rules have here
been briefly indicated) is sufficient for the intro-
duction of the framework. Any further explana-
tions as to the nature of the propositions (i.e., the
elements of the system indicated, the values of the
variables “p,” “q,” etc.) are theoretically unneces-
sary because, if correct, they follow from the rules.
For example, are propositions mental events (as in
Russell’s theory)? A look at the rules shows us that
they are not, because otherwise existential state-
ments would be of the form: “If the mental state of
the person in question fulfils such and such condi-
tions, then there is a p such that....” The fact that
no references to mental conditions occur in exis-
tential statements (like (c), (d), etc.) shows that
propositions are not mental entities. Further, a
statement of the existence of linguistic entities
(e.g., expressions, classes of expressions, etc.)
must contain a reference to a language. The fact

that no such reference occurs in the existential
statements here shows that propositions are not
linguistic entities. The fact that in these statements
no reference to a subject (an observer or knower)
occurs (nothing like: “There is a p which is neces-
sary for Mr X’) shows that the propositions (and
their properties, like necessity, etc.) are not sub-
jective. Although characterizations of these or
similar kinds are, strictly speaking, unnecessary,
they may nevertheless be practically useful. If
they are given, they should be understood, not as
ingredient parts of the system, but merely as mar-
ginal notes with the purpose of supplying to the
reader helpful hints or convenient pictorial associa-
tions which may make his learning of the use of the
expressions easier than the bare system of the rules
would do. Such a characterization is analogous to
an extra-systematic explanation which a physicist
sometimes gives to the beginner. He might, for
example, tell him to imagine the atoms of a gas as
small balls rushing around with great speed, or the
electromagnetic field and its oscillations as quasi-
elastic tensions and vibrations in an ether. In fact,
however, all that can accurately be said about atoms
or the field is implicitly contained in the physical
laws of the theories in question.

The system of thing properties. The thing language
contains words like “red,” “hard,” “stone,”
“house,” etc., which are used for describing what
things are like. Now we may introduce new vari-
ables, say “f,” “g,” etc., for which those words are
substitutable and furthermore the general term
‘“‘property.”’” New rules are laid down which admit
sentences like “Red is a property,” “Red is a
color,” “These two pieces of paper have at least
one color in common” (i.e., “There is an fsuch that
fisacolor,and...”). The last sentence is an inter-
nal assertion. It is of an empirical, factual nature.
However, the external statement, the philosophical
statement of the reality of properties — a special
case of the thesis of the reality of universals — is
devoid of cognitive content.

The systems of integers and rational numbers. Into a
language containing the framework of natural
numbers we may introduce first the (positive and
negative) integers as relations among natural num-
bers and then the rational numbers as relations
among integers. This involves introducing new
types of variables, expressions substitutable for
them, and the general terms ‘‘integer” and
“rational number.”



The system of real numbers. On the basis of the
rational numbers, the real numbers may be intro-
duced as classes of a special kind (segments) of
rational numbers (according to the method devel-
oped by Dedekind and Frege). Here again a new
type of variables is introduced, expressions substi-
tutable for them (e.g., “/2”), and the general term
“real number.”

The spatio-temporal coordinate system for physics.
The new entities are the space-time points. Each
is an ordered quadruple of four real numbers,
called its coordinates, consisting of three spatial
and one temporal coordinates. The physical state
of a spatio-temporal point or region is described
either with the help of qualitative predicates (e.g.,
“hot”) or by ascribing numbers as values of a
physical magnitude (e.g., mass, temperature, and
the like). The step from the system of things
(which does not contain space-time points but
only extended objects with spatial and temporal
relations between them) to the physical coordinate
system 1s again a matter of decision. Our choice of
certain features, although itself not theoretical, is
suggested by theoretical knowledge, either logical
or factual. For example, the choice of real numbers
rather than rational numbers or integers as coord-
inates is not much influenced by the facts of experi-
ence but mainly due to considerations of
mathematical simplicity. The restriction to rational
coordinates would not be in conflict with any
experimental knowledge we have, because the
result of any measurement is a rational number.
However, it would prevent the use of ordinary
geometry (which says, e.g., that the diagonal of a
square with the side 1 has the irrational value v/2)
and thus lead to great complications. On the other
hand, the decision to use three rather than two or
four spatial coordinates is strongly suggested, but
still not forced upon us, by the result of common
observations, If certain events allegedly observed in
spiritualistic séances, e.g., a ball moving out of a
sealed box, were confirmed beyond any reasonable
doubt, it might seem advisable to use four spatial
coordinates. Internal questions are here, in general,
empirical questions to be answered by empirical
investigations. On the other hand, the external
questions of the reality of physical space and phy-
sical time are pseudo-questions. A question like
“Are there (really) space-time points?” is ambigu~
ous. It may be meant as an internal question; then
the affirmative answer is, of course, analytic and
trivial. Or it may be meant in the external sense:
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“Shall we introduce such and such forms into our
language?”; in this case it is not a theoretical but a
practical question, a matter of decision rather than
assertion, and hence the proposed formulation
would be misleading. Or finally, it may be meant
in the following sense: “Are our experiences such
that the use of the linguistic forms in question will
be expedient and fruitful?” This is a theoretical
question of a factual, empirical nature. But it con-
cerns a matter of degree; therefore a formulation in
the form “real or not?”” would be inadequate.

3 What does Acceptance of a Kind of
Entities Mean?

Let us now summarize the essential characteristics
of situations involving the introduction of a new
kind of entities, characteristics which are common
to the various examples outlined above.

The acceptance of a new kind of entities is repre-
sented in the language by the introduction of a
framework of new forms of expressions to be used
according to a new set of rules. There may be new
names for particular entities of the kind in question;
but some such names may already occur in the
language before the introduction of the new frame-
work. (Thus, for example, the thing language con-
tains certainly words of the type of “blue” and
“house” before the framework of properties is
introduced; and it may contain words like “ten” in
sentences of the form “I have ten fingers” before
the framework of numbers is introduced.) The lat-
ter fact shows that the occurrence of constants of the
type in question — regarded as names of entities of
the new kind after the new framework is introduced
—1s not a sure sign of the acceptance of the new kind
of entities. Therefore the introduction of such con-
stants is not to be regarded as an essential step in
the introduction of the framework. The two essen-
tial steps are rather the following. First, the intro-
duction of a general term, a predicate of higher
level, for the new kind of entities, permitting us to
say of any particular entity that it belongs to this
kind (e.g., “Red is a property,” “Five is a number”).
Second, the introduction of variables of the new
type. The new entities are values of these variables;
the constants (and the closed compound expres-
sions, if any) are substitutable for the variables.®
With the help of the variables, general sentences
concerning the new entities can be formulated.

After the new forms are introduced into the
language, it is possible to formulate with their
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help internal questions and possible answers to
them. A question of this kind may be either empiri-
cal or logical; accordingly a. true answer is either
factually true or analytic.

From the internal questions we must clearly
distinguish external questions, i.e., philosophical
questions concerning the existence or reality of
the total system of the new entities. Many philoso-
phers regard a question of this kind as an ontolo-
gical question which must be raised and answered
before the introduction of the new language forms.
The latter introduction, they believe, is legitimate
only if it can be justified by an ontological insight
supplying an affirmative answer to the question of
reality. In contrast to this view, we take the position
that the introduction of the new ways of speaking
does not need any theoretical justification because
it does not imply any assertion of reality. We may
still speak (and have done so) of “‘the acceptance of
the new entities,” since this form of speech is cus-
tomary; but one must keep in mind that this phrase
does not mean for us anything more than accept-
ance of the new framework, i.e., of the new linguis-
tic forms. Above all, it must not be interpreted as
referring to an assumption, belief, or assertion of
“the reality of the entities.” There is no such
assertion. An alleged statement of the reality of
the system of entities is a pseudo-statement with-
out cognitive content. To be sure, we have to face
at this point an important question; but it is a
practical, not a theoretical question; it is the ques-
tion of whether or not to accept the new linguistic
forms. The acceptance cannot be judged as being
either true or false because it is not an assertion. It
can only be judged as being more or less expedient,
fruitful, conducive to the aim for which the lan-
guage is intended. Judgments of this kind supply
the motivation for the decision of accepting or
rejecting the kind of entities.*

Thus it is clear that the acceptance of a linguistic
framework must not be regarded as implying a
metaphysical doctrine concerning the reality of
the entities in question. It seems to me due to a
neglect of this important distinction that some
contemporary nominalists label the admission of
variables of abstract types as “Platonism.” This
is, to say the least, an extremely misleading
terminology. It leads to the absurd consequence
that the position of everybody who accepts the
language of physics with its real number variables
(as a language of communication, not merely as a
calculus) would be called Platonistic, even if he is a
strict empiricist who rejects Platonic metaphysics.

A brief historical remark may here be inserted.
The noncognitive character of the questions which
we have called here external questions was recog-
nized and emphasized already by the Vienna Circle
under the leadership of Moritz Schlick, the group
from which the movement of logical empiricism
originated. Influenced by ideas of Ludwig Witt-
genstein, the Circle rejected both the thesis of the
reality of the external world and the thesis of its
irreality as pseudo-statements;® the same was the
case for both the thesis of the reality of universals
(abstract entities, in our present terminology) and
the nominalistic thesis that they are not real and
that their alleged names are not names of anything
but merely flatus vocis. (It is obvious that the appar-
ent negation of a pseudo-statement must also be a
pseudo-statement.) It is therefore not correct to
classify the members of the Vienna Circle as
nominalists, as is sometimes done. However, if we
look at the basic anti-metaphysical and pro-scien-
tific attitude of most nominalists (and the same
holds for many materialists and realists in the mod-
ern sense), disregarding their occasional pseudo-
theoretical formulations, then it is, of course, true
to say that the Vienna Circle was much closer to
those philosophers than to their opponents.

4 Abstract Entities in Semantics

The problem of the legitimacy and the status of
abstract entities has recently again led to contro-
versial discussions in connection with semantics. In
a semantical meaning analysis certain expressions
in a language are often said to designate (or name or
denote or signify or refer to) certain extra-linguistic
entities.” As long as physical things or events (e.g.,
Chicago or Caesar’s death) are taken as designata
(entities designated), no serious doubts arise. But
strong objections have been raised, especially by
some empiricists, against abstract entities as desig-
nata, e.g., against semantical statements of the fol-
lowing kind:

(1) “The word ‘red’ designates a property of
things.”

(2) “The word ‘color’ designates a property of
properties of things.”

(3) “The word ‘five’ designates a number.”

(4) “The word ‘odd’ designates a property of
numbers.”

(5) “The sentence ‘Chicago is large’ designates a
proposition.”



Those who criticize these statements do not, of
course, reject the use of the expressions in ques-
tion, like “red’ or “five”’; nor would they deny that
these expressions are meaningful. But to be mean-
ingful, they would say, is not the same as having a
meaning in the sense of an entity designated. They
reject the belief, which they regard as implicitly
presupposed by those semantical statements, that
to each expression of the types in question (adject-
ives like “red,” numerals like “five,” etc.) there is a
particular real entity to which the expression stands
in the relation of designation. This belief is rejected
as incompatible with the basic principles of empiri-
cism or of scientific thinking. Derogatory labels
like “Platonic realism,” ‘hypostatization,” or
“‘Fido’-Fido principle” are attached to it. The
latter is the name given by Gilbert Ryle to the
criticized belief, which, in his view, arises by a
naive inference of analogy: just as there is an entity
well known to me, viz., my dog Fido, which is
designated by the name “Fido,” thus there must
be for every meaningful expression a particular
entity to which it stands in the relation of designa-
tion or naming, i.e., the relation exemplified by
“Fido”-Fido.* The belief criticized is thus a case
of hypostatization, i.e., of treating as names expres-
sions which are not names. While “Fido” is a
name, expressions like “red,” “five,” etc. are said
not to be names, not to designate anything.

Our previous discussion concerning the accept-
ance of frameworks enables us now to clarify the
situation with respect to abstract entities as desig-
nata. Let us take as an example the statement:

(a) “‘Five’ designates a number.”

The formulation of this statement presupposes
that our language L contains the forms of ex-
pressions which we have called the framework
of numbers, in particular, numerical variables
and the general term ‘“number.” If 1. contains
these forms, the following is an analytic statement
inL:

(b) “Five is a number.”

Further, to make the statement (a) possible, L.
must contain an expression like “designates” or “is
a name of ” for the semantical relation of desig-
nation. If suitable rules for this term are laid down,
the following is likewise analytic:

(¢) “‘Five’ designates five.”
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(Generally speaking, any expression of the form
..." designates...” is an analytic statement pro-
vided the term “...” is a constant in an accepted
framework. If the latter condition is not fulfilled,
the expression is not a statement.) Since (a) follows
from (c) and (b), (a) is likewise analytic.

Thus it is clear that if someone accepts the
framework of numbers, then he must acknowledge
(c) and (b) and hence (a) as true statements. Gen-
erally speaking, if someone accepts a framework for
a certain kind of entities, then he is bound to admit
the entities as possible designata. Thus the ques-
tion of the admissibility of entities of a certain type
or of abstract entities in general as designata is
reduced to the question of the acceptability of the
linguistic framework for those entities. Both the
nominalistic critics, who refuse the status of desig-
nators or names to expressions like “red,” “five,”
etc., because they deny the existence of abstract
entities, and the skeptics, who express doubts con-
cerning the existence and demand evidence for it,
treat the question of existence as a theoretical ques-
tion. They do, of course, not mean the internal
question; the affirmative answer to this question is
analytic and trivial and too obvious for doubt or
denial, as we have seen. Their doubts refer rather
to the system of entities itself; hence they mean the
external question. They believe that only after
making sure that there really is a system of entities
of the kind in question are we justified in accepting
the framework by incorporating the linguistic
forms into our language. However, we have seen
that the external question is not a theoretical ques-
tion but rather the practical question whether or
not to accept those linguistic forms. This accep-
tance is not in need of a theoretical justification
(except with respect to expediency and fruitful-
ness), because it does not imply a belief or asser-
tion. Ryle says that the “Fido”-Fido principle is “a
grotesque theory.” Grotesque or not, Ryle is wrong
in calling it a theory. It is rather the practical
decision to accept certain frameworks. Maybe
Ryle is historically right with respect to those
whom he mentions as previous representatives of
the principle, viz., John Stuart Mill; Frege, and
Russell. If these philosophers regarded the ac-
ceptance of a system of entities as a theory, an
assertion, they were victims of the same old, meta-
physical confusion. But it is certainly wrong to
regard my semantical method as involving a belief
in the reality of abstract entities, since I reject
a thesis of this kind as a metaphysical pseudo-
statement.
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The critics of the use of abstract entities in
semantics overlook the fundamental difference
between the acceptance of a system of entities and
an internal assertion, e.g., an assertion that there
are elephants or electrons or prime numbers
greater than a million. Whoever makes an internal
assertion is certainly obliged to justify it by provid-
ing evidence, empirical evidence in the case of
electrons, logical proof in the case of the prime
numbers. The demand for a theoretical justifica~
tion, correct in the case of internal assertions, is
sometimes wrongly applied to the acceptance of a
system of entities. Thus, for example, Ernest Nagel
asks for “evidence relevant for affirming with war-
rant that there are such entities as infinitesimals or
propositions.”® He characterizes the evidence
required in these cases — in distinction to the
empirical evidence in the case of electrons — as
“in the broad sense logical and dialectical.” Beyond
this no hint is given as to what might be regarded
as relevant evidence. Some nominalists regard
the acceptance of abstract entities as a kind of
superstition or myth, populating the world with
fictitious or at least dubious entities, analogous
to the belief in centaurs or demons. This shows
again the confusion mentioned, because a super-
stition or myth is a false (or dubious) internal
statement.

Let us take as example the natural numbers as
cardinal numbers, i.e., in contexts like “Here are
three books.” The linguistic forms of the frame-
work of numbers, including variables and the gen-
eral term “number,” are generally used in our
common language of communication; and it is
easy to formulate explicit rules for their use.
Thus the logical characteristics of this framework
are sufficiently clear (while many internal ques-
tions, i.e., arithmetical questions, are, of course,
still open). In spite of this, the controversy con-
cerning the external question of the ontological
reality of the system of numbers continues. Sup-
pose that one philosopher says: “I believe that there
are numbers as real entities. This gives me the right
to use the linguistic forms of the numerical frame-
work and to make semantical statements about
numbers as designata of numerals.” His nomina-
listic opponent replies: “You are wrong; there are
no numbers. The numerals may still be used as
meaningful expressions. But they are not names,
there are no entities designated by them. Therefore
the word ‘number’ and numerical variables must
not be used (unless a way were found to introduce
them as merely abbreviating devices, a way of

translating them into the nominalistic thing lan-
guage).” I cannot think of any possible evidence
that would be regarded as relevant by both philo-
sophers, and therefore, if actually found, would
decide the controversy or at least make one of the
opposite theses more probable than the other. (To
construe the numbers as classes or properties of the
second level, according to the Frege—Russell
method, does, of course, not solve the controversy,
because the first philosopher would affirm and the
second deny the existence of the system of classes
or properties of the second level.) Therefore I feel
compelled to regard the external question as a
pseudo-question, until both parties to the contro-
versy offer a common interpretation of the question
as a cognitive question; this would involve an indi-
cation of possible evidence regarded as relevant by
both sides.

There is a particular kind of misinterpretation of
the acceptance of abstract entities in various fields
of science and in semantics that needs to be cleared
up. Certain early British empiricists (e.g., Berkeley
and Hume) denied the existence of abstract entities
on the ground that immediate experience presents
us only with particulars, not with universals, e.g.,
with this red patch, but not with Redness or Color-
in-General; with this scalene triangle, but not with
Scalene Triangularity or Triangularity-in-Gen-
eral. Only entities belonging to a type of which
examples were to be found within immediate
experience could be accepted as ultimate constitu-
ents of reality. Thus, according to this way of
thinking, the existence of abstract entities could
be asserted only if one could show either that
some abstract entities fall within the given, or that
abstract entities can be defined in terms of the
types of entity which are given. Since these empiri-
cists found no abstract entities within the realm of
sense-data, they either denied their existence, or
else made a futile attempt to define universals in
terms of particulars. Some contemporary philo-
sophers, especially English philosophers following
Bertrand Russell, think in basically similar terms.
They emphasize a distinction between the data
(that which is immediately given in consciousness,
e.g., sense-data, immediately past experiences,
etc.) and the constructs based on the data. Exist-
ence or reality is ascribed only to the data; the
constructs are not real entities; the corresponding
linguistic expressions are merely ways of speech
not actually designating anything (reminiscent of
the nominalists’ flatus vocis). We shall not criticize
here this general conception. (As far as it is a



principle of accepting certain entities and not
accepting others, leaving aside any ontological,
phenomenalistic, and nominalistic pseudo-state-
ments, there cannot be any theoretical objection
to it.) But if this conception leads to the view that
other philosophers or scientists who accept abstract
entities thereby assert or imply their occurrence as
immediate data, then such a view must be rejected
as a misinterpretation. References to space-time
points, the electromagnetic field, or electrons in
physics, to real or complex numbers and their
functions in mathematics, to the excitatory poten-
tial or unconscious complexes in psychology, to an
inflationary trend in economics, and the like, do
not imply the assertion that entities of these kinds
occur as immediate data. And the same holds for
references to abstract entities as designata in
semantics. Some of the criticisms by English phi-
losophers against such references give the impres-
sion that, probably due to the misinterpretaion just
indicated, they accuse the semanticist not so much
of bad metaphysics (as some nominalists would do)
but of bad psychology. The fact that they regard a
semantical method involving abstract entities not
merely as doubtful and perhaps wrong, but as
manifestly absurd, preposterous and grotesque,
and that they show a deep horror and indignation
against this method, is perhaps to be explained by a
misinterpretation of the kind described. In fact, of
course, the semanticist does not in the least assert
or imply that the abstract entities to which he refers
can be experienced as immediately given either by
sensation or by a kind of rational intuition. An
assertion of this kind would indeed be very dubious
psychology. The psychological question as to
which kinds of entities do and which do not occur
as immediate data is entirely irrelevant for seman-
tics, just as it is for physics, mathematics, econom-~
ics, etc., with respect to the examples mentioned

above.'?

5 Conclusion

For those who want to develop or use semantical
methods, the decisive question is not the alleged
ontological question of the existence of abstract
entities but rather the question whether the use of
abstract linguistic forms or, in technical terms, the
use of variables beyond those for things (or phe-
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nomenal data) is expedient and fruitful for the
purposes for which semantical analyses are made,
viz., the analysis, interpretation, clarification, or
construction of languages of communication, espe-
cially languages of science. This question is here
neither decided nor even discussed. It is not a
question simply of yes or no, but a matter of
degree. Among those philosophers who have car-
ried out semantical analyses and thought about
suitable tools for this work, beginning with Plato
and Aristotle and, in a more technical way on the
basis of modern logic, with C. S. Peirce and Frege,
a great majority accepted abstract entities. This
does, of course, not prove the case. After all,
semantics in the technical sense is still in the initial
phases of its development, and we must be pre-
pared for possible fundamental changes in meth-
ods. Let us therefore admit that the nominalistic
critics may possibly be right. But if so, they will
have to offer better arguments than they have so
far. Appeal to ontological insight will not carry
much weight. The critics will have to show that it
is possible to construct a semantical method which
avoids all references to abstract entities and
achieves by simpler means essentially the same
results as the other methods.

The acceptance or rejection of abstract linguistic
forms, just as the acceptance or rejection of any
other linguistic forms in any branch of science, will
finally be decided by their efficiency as instru-
ments, the ratio of the results achieved to the
amount and complexity of the efforts required.
To decree dogmatic prohibitions of certain linguis-
tic forms instead of testing them by their success or
failure in practical use, is worse than futile; it is
positively harmful because it may obstruct scienti-
fic progress. The history of science shows examples
of such prohibitions based on prejudices deriving
from religious, mythological, metaphysical, or
other irrational sources, which slowed up the
developments for shorter or longer periods of
time. Let us learn from the lessons of history. Let
us grant to those who work in any special field of
investigation the freedom to use any form of
expression which seems useful to them; the work
in the field will sooner or later lead to the elimina-
tion of those forms which have no useful function.
Let us be cautious in making assertions and critical in
examining them, but tolerant in permitting linguistic
Sforms.
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Notes

1 The terms “‘sentence” and “statement” are here used
synonymously for declarative (indicative, proposi-
tional) sentences.

2 In my book Meaning and Necessity (Chicago: Univer-
sity of Chicago Press, 1947) I have developed a seman-
tical method which takes propositions as entities
designated by sentences (more specifically, as inten-
sions of sentences). In order to facilitate the under-
standing of the systematic development, I added some
informal, extra-systematic explanations concerning
the nature of propositions. I said that the term “pro-
position” “‘is used neither for a linguistic expression
nor for a subjective, mental occurrence, but rather for
something objective that may or may not be exempli-
fied in nature. ... We apply the term ‘proposition’ to
any entities of a certain logical type, namely, those
that may be expressed by (declarative) sentences in a
language” (p. 27). After some more detailed discus-
sions concerning the relation between propositions
and facts, and the nature of false propositions, I
added: “It has been the purpose of the preceding
remarks to facilitate the understanding of our concep-
tion of propositions. If, however, a reader should find
these explanations more puzzling than clarifying, or
even unacceptable, he may disregard them” (p. 31)
(that is, disregard these extra-systematic explanations,
not the whole theory of the propositions as intensions
of sentences, as one reviewer understood). In spite of
this warning, it seems that some of those readers who
were puzzled by the explanations, did not disregard
them but thought that by raising objections against
them they could refute the theory. This is analogous
to the procedure of some laymen who by (correctly)
criticizing the ether picture or other visualizations of
physical theories, thought they had refuted those the-
ories. Perhaps the discussions in the present paper
will help in clarifying the role of the system of lin-
guistic rules for the introduction of a framework for
entities on the one hand, and that of extra-systematic
explanations concerning the nature of the entities on
the other.

3 W. V. Quine was the first to recognize the importance
of the introduction of variables as indicating the
acceptance of entities. ““The ontology to which one’s
use of language commits him comprises simply the
objects that he treats as falling . . . within the range of
values of his variables” (W. V. Quine, “Notes on
existence and necessity,” Journal of Philosophy 40
(1943), pp. 113-27, at p. 118; compare also his “Des-
ignation and existence,” Journal of Philosophy 36
(1939), pp. 702-9, and “On universals,” Journal of
Symbolic Logic 12 (1947), pp. 74-84.

4 For a closely related point of view on these questions
see the detailed discussions in Herbert Feigl, “Exist-
ential hypotheses,” Philosophy of Science 17 (1950),
pp. 35-62.
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5 Paul Bernays, “Sur le platonisme dans les mathéma-
tiques,” L’Enseignement math. 34 (1935), pp. 52-69.
W. V. Quine, see previous note and a recent paper
“On what there is,” this volume, ch. 1, Quine does
not acknowledge the distinction which I emphasize
above, because according to his general conception
there are no sharp boundary lines between logical
and factual truth, between questions of meaning and
questions of fact, between the acceptance of a language
structure and the acceptance of an assertion formu-
lated in the language. This conception, which seems
to deviate considerably from customary ways of think-
ing, will be explained in his article “Semantics and
abstract objects,” Proceedings of the American Academy
of Arts and Sciences 80 (1951), pp. 90-6. When Quine
in the above article classifies my logicistic conception
of mathematics (derived from Frege and Russell) as
“platonic realism” (p. 9), this is meant (according to a
personal communication from him) not as ascribing to
me agreement with Plato’s metaphysical doctrine of
universals, but merely as referring to the fact that I
accept a language of mathematics containing variables
of higher levels. With respect to the basic attitude to
take in choosing a language form (an “ontology” in
Quine’s terminology, which seems to me misleading),
there appears now to be agreement between us: “the
obvious counsel is tolerance and an experimental
spirit” (ibid., p. 12).

6 See Rudolf Carnap, Scheinprobleme in der Philo-
sophie; das Fremdpsychische und der Realismusstreit
(Berlin, 1928); Moritz Schlick, Positivismus und
Realismus, repr. in Gesammelte Aufsitze (Vienna:
1938).

7 See Rudolf Carnap, Introduction to Semantics (Cam-
bridge, Mass.: Harvard University Press, 1942); idem,
Meaning and Necessity. The distinction I have drawn
in the latter book between the method of the name-
relation and the method of intension and extension is
not essential for our present discussion. The term
“designation” is used in the present article in a neu-
tral way; it may be understood as referring to the
name-relation or to the intension-relation or to the
extension-relation or to any similar relations used in
other semantical methods.

8 Gilbert Ryle, “Meaning and necessity,” Philosophy 24
(1949), pp. 69-76.

9 Ernest Nagel, review of Rudolf Carnap, Meaning and
Necessity, 1st edn, Journal of Philosophy 45 (1948), pp.
467-72.

10 Wilfrid Sellars, “Acquaintance and description
again,” Journal of Philosophy 46 (1949), pp. 496-504,
at pp. 502 f. analyzes clearly the roots of the
mistake “of taking the designation relation of seman-
tic theory to be a reconstruction of being present to an
experience.”’



Bertrand Russell

1 General Propositions and Existence

I am going to speak today about general proposi-
tions and existence. The two subjects really belong
together; they are the same topic, although it might
not have seemed so at the first glance. The propo-
sitions and facts that I have been talking about
hitherto have all been such as involved only per-
fectly definite particulars, or relations, or qualities,
or things of that sort, never involved the sort of
indefinite things one alludes to by such words as
‘all’, ‘some’, ‘a’, ‘any’, and it is propositions and
facts of that sort that I am coming on to today.
Really all the propositions of the sort that I mean
to talk of today collect themselves into two groups —
the first that are about ‘all’, and the second that are
about ‘some’. These two sorts belong together;
they are each other’s negations. If you say, for
instance, ‘All men are mortal’, that is the negative
of ‘Some men are not mortal’. In regard to general
propositions, the distinction of affirmative and
negative is arbitrary. Whether you are going to
regard the propositions about ‘all’ as the affirmative
ones and the propositions about ‘some’ as the neg-
ative ones, or vice versa, is purely a matter of taste.
For example, if I say ‘I met no one as I came along’,
that, on the face of it, you would think is a negative

‘Existence and description’ is a new title for lectures V
and VI of ‘The Philosophy of Logical Atomism, first pub-
lished in The Monist (1918), and reprinted with permis-
sion of the author's estate.

proposition. Of course, that is really a proposition
about ‘all’, i.e., ‘All men are among those whom I
did not meet’. If, on the other hand, I say ‘I met a
man as I came along’, that would strike you as
affirmative, whereas it is the negative of ‘All men
are among those I did not meet as I came along’.
If you consider such propositions as ‘All men
are mortal’ and ‘Some men are not mortal’,
you might say it was more natural to take the
general propositions as the affirmative and the
existence-propositions as the negative, but, simply
because it is quite arbitrary which one is to choose,
it is better to forget these words and to speak only
of general propositions and propositions asserting
existence. All general propositions deny the exist-
ence of something or other. If you say ‘All men are
mortal’; that denies the existence of an immortal
man, and so on.

I want to say emphatically that general proposi-
tions are to be interpreted as not involving exist-
ence. When I say, for instance, ‘All Greeks are
men’, 1 do not want you to suppose that that
implies that there are Greeks. It is to be considered
emphatically as not implying that. That would
have to be added as a separate proposition. If you
want to interpret it in that sense, you will have to
add the further statement ‘and there are Greeks’.
That is for purposes of practical convenience. If
you include the fact that there are Greeks, you are
rolling two propositions into one, and it causes
unnecessary confusion in your logic, because the
sorts of propositions that you want are those that do
assert the existence of something and general
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propositions which do not assert existence. If it
happened that there were no Greeks, both the
proposition that ‘All Greeks are men’ and the pro-
position that ‘No Greeks are men’ would be true.
The proposition ‘No Greeks are men’ is, of course,
the proposition ‘All Greeks are not-men’. Both
propositions will be true simultaneously if it hap-
pens that there are no Greeks. All statements about
all the members of a class that has no members are
true, because the contradictory of any general
statement does assert existence and is therefore
false in this case. This notion, of course, of general
propositions not involving existence is one which is
not in the traditional doctrine of the syllogism. In
the traditional doctrine of the syllogism, it was
assumed that when you have such a statement as
‘All Greeks are men’, that implies that there are
Greeks, and this produced fallacies. For instance,
‘All chimeras are animals, and all chimeras breathe
flame, therefore some animals breathe flame.” This
is a syllogism in Darapti, but that mood of the
syllogism is fallacious, as this instance shows.
That was a point, by the way, which had a certain
historical interest, because it impeded Leibniz in
his attempts to construct a mathematical logic. He
was always engaged in trying to construct such a
mathematical logic as we have now, or rather such a
one as Boole constructed, and he was always failing
because of his respect for Aristotle. Whenever he
invented a really good system, as he did several
times, it always brought out that such moods as
Darapti are fallacious. If you say ‘All A is B and all
A is C, therefore some B is ’ — if you say this, you
incur a fallacy, but he could not bring himself to
believe that it was fallacious, so he began again.
That shows you that you should not have too much
respect for distinguished men.”

Now when you come to ask what really is
asserted in a general proposition, such as ‘All
Greeks are men’ for instance, you find that what
is asserted is the truth of all values of what I call a
propositional function. A propoesitional funciion is
simply any expression containing an undetermined
constituent, or several undetermined constituents, and
becoming a proposition as soon as the undetermined
constituents are determined. If 1 say ‘x is a man’ or ‘n
is a number’, that is a propositional function; so is
any formula of algebra, say (x+y)(x—y) =
«2 — y?. A propositional function is nothing, but,
like most of the things one wants to talk about in
logic, it does not lose its importance through that
fact. The only thing really that you can do with a
propositional function is to assert either that it is

always true, or that it is sometimes true, or that it is
never true. If you take:

‘If x is a man, x is mortal’,

that is always true (just as much when x is not a
man as when x is a man); if you take:

‘x is a man’,
that is sometimes true; if you take:
‘x is a unicorn’,

that is never true.
One may call a propositional function

necessary, when it is always true;
possible, when it is sometimes true;
impossible, when it is never true.

Much false philosophy has arisen out of con-
fusing propositional functions and propositions.
There is a great deal in ordinary traditional philo-
sophy which consists simply in attributing to pro-
positions the predicates which only apply to
propositional functions, and, still worse, sometimes
in attributing to individuals predicates which
merely apply to propositional functions. This case
of necessary, possible, impossible, is a case in point. In
all traditional philosophy there comes a heading of
‘modality’, which discusses necessary, possible, and
impossible as properties of propositions, whereas in
fact they are properties of propositional functions.
Propositions are only true or false.

If you take ‘x is x°, that is a propositional func-
tion which is true whatever ‘x” may be, ie., a
necessary propositional function. If you take ‘x is
a man’, that is a possible one. If you take ‘x is a
unicorn’, that is an impossible one.

Propositions can only be true or false, but pro-
positional functions have these three possibilities.
It is important, I think, to realize that the whole
doctrine of modality only applies to propositional
functions, not to propositions.

Propositional functions are involved in ordinary
language in a great many cases where one does not
usually realize them. In such a statement as ‘I met a
man’, you can understand my statement perfectly
well without knowing whom I met, and the actual
person is not a constituent of the proposition. You
are really asserting there that a certain proposi-
tional function is sometimes true, namely the pro-
positional function ‘I met x and v is human’. There



is at least one value of x for which that is true, and
that therefore is a possible propositional function.
Whenever you get such words as ‘a’, ‘some’, ‘all’,
‘every’, it is always a mark of the presence of a
propositional function, so that these things are
not, so to speak, remote or recondite: they are
obvious and familiar.

A propositional function comes in again in such
a statement as ‘Socrates is mortal’, because ‘to be
mortal’ means ‘to die at some time or other’. You
mean there is a time at which Socrates dies, and
that again involves a propositional function,
namely, that ‘¢ is a time, and Socrates dies at 7’ is
possible. If you say ‘Socrates is immortal’, that also
will involve a propositional function. That means
that “If # is any time whatever, Socrates is alive at
time £, if we take immortality as involving exist-
ence throughout the whole of the past as well as
throughout the whole of the future. But if we take
immortality as only involving existence throughout
the whole of the future, the interpretation of
‘Socrates 1s immortal’ becomes more complete,
viz., ‘There is a time ¢, such that if // is any time
later than ¢, Socrates is alive at ¢””. Thus when you
come to write out properly what one means by a
great many ordinary statements, it turns out a little
complicated. ‘Socrates is mortal’ and ‘Socrates is
immortal’ are not each other’s contradictories,
because they both imply that Socrates exists in
time, otherwise he would not be either mortal or
immortal. One says, ‘There is a time at which he
dies’, and the other says, ‘Whatever time you take,
he is alive at that time’, whereas the contradictory
of ‘Socrates is mortal’ would be true if there is not a
time at which he lives.

An undetermined constituent in a propositional
function is called @ variable.

Existence

When you take any propositional function and
assert of it that it is possible, that it is sometimes
true, that gives you the fundamental meaning of
‘existence’. You may express it by saying that there
is at least one value of x for which that proposi-
tional function is true. Take ‘x is a man’; there is at
least one value of x for which this is true. That is
what one means by saying that ‘There are men’, or
that ‘Men exist’. Existence is essentially a property
of a propositional function. It means that that pro-
positional function is true in at least one instance. If
you say ‘There are unicorns’, that will mean that
“There is an x, such that x is a unicorn’. That is

Existence and Description

written in phrasing which is unduly approximated
to ordinary language, but the proper way to put it
would be ‘(x is a unicorn) is possible’. We have got
to have some idea that we do not define, and one
takes the idea of ‘always true’, or of ‘sometimes
true’, as one’s undefined idea in this matter, and
then you can define the other one as the negative of
that. In some ways it is better to take them both as
undefined, for reasons which I shall not go into at
present. It will be out of this notion of sometimes,
which is the same as the notion of possible, that we
get the notion of existence. To say that unicorns
exist is simply to say that ‘(x is a unicorn) is
possible’.

It is perfectly clear that when you say ‘Unicorns
exist’, you are not saying anything that would apply
to any unicorns there might happen to be, because
as a matter of fact there are not any, and therefore if
what you say had any application to the actual
individuals, it could not possibly be significant
unless it were true. You can consider the proposi-
tion ‘Unicorns exist’ and can see that it is false. It is
not nonsense. Of course, if the proposition went
through the general conception of the unicorn to
the individual, it could not be even significant
unless there were unicorns. Therefore when you
say ‘Unicorns exist’, you are not saying anything
about any individual things, and the same applies
when you say ‘Men exist’. If you say that ‘Men
exist, and Socrates is a man, therefore Socrates
exists’, that is exactly the same sort of fallacy as it
would be if you said ‘Men are numerous, Socrates
is a man, therefore Socrates is numerous’, because
existence is a predicate of a propositional function,
or derivatively of a class. When you say of a pro-
positional function that it is numerous, you will
mean that there are several values of x that will
satisfy it, that there are more than one; or, if you
like to take ‘numerous’ in a larger sense, more than
ten, more than twenty, or whatever number you
think fitting. If x, y, and z all satisfy a propositional
function, you may say that that proposition is
numerous, but x, y, and z severally are not numer-
ous. Exactly the same applies to existence, that is to
say that the actual things that there are in the world
do not exist, or, at least, that is putting it too
strongly, because that is utter nonsense. To say
that they do not exist is strictly nonsense, but to
say that they do exist is also strictly nonsense.

It is of propositional functions that you can
assert or deny existence. You must not run away
with the idea that this entails consequences that it
does not entail. If T say “The things that there are in
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the world exist’, that is a perfectly correct state-
ment, because I am there saying something about a
certain class of things; I say it in the same sense in
which I say ‘Men exist’. But I must not go on to
“This is a thing in the world, and therefore this
exists’. It is there the fallacy comes in, and it is
simply, as you see, a fallacy of transferring to the
individual that satisfies a propositional function a
predicate which only applies to a propositional
function. You can see this in various ways. For
instance, you sometimes know the truth of an exist-
ence-proposition without knowing any instance of
it. You know that there are people in Timbuctoo,
but I doubt if any of you could give me an instance
of one. Therefore you clearly can know existence-
propositions without knowing any individual that
makes them true. Existence-propositions do not
say anything about the actual individual but only
about the class or function.

It is exceedingly difficult to make this point clear
as long as one adheres to ordinary language,
because ordinary language is rooted in a certain
feeling about logic, a certain feeling that our pri-
meval ancestors had, and as long as you keep to
ordinary language you find it very difficult to get
away from the bias which is imposed upon you by
language. When 1 say, e.g., “There is an x such that
¥ is a man’, that is not the sort of phrase one would
like to use. “There is an x’ is meaningless. What is
‘an »” anyhow? There is not such a thing. The only
way you can really state it correctly is by inventing
a new language ad hoc, and making the statement
apply straight off to ‘x is a man’; as when one says
‘(x is a man) is possible’, or invent a special symbol
for the statement that ‘x is a man’ is sometimes
true.

I have dwelt on this point because it really is of
very fundamental importance. I shall come back to
existence in my next lecture: existence as it applies
to descriptions, which is a slightly more complic-
ated case than I am discussing here. 1 think an
almost unbelievable amount of false philosophy
has arisen through not realizing what ‘existence’
means.

As T was saying a moment ago, a propositional
function in itself is nothing: it is merely a schema.
Therefore in the inventory of the world, which is
what I am trying to get at, one comes to the ques-
tion: What is there really in the world that corre-
sponds with these things? Of course, it is clear that
we have general propositions, in the same sense in
which we have atomic propositions. For the
moment [ will include existence-propositions with

general propositions. We have such propositions as
‘All men are mortal’ and ‘Some men are Greeks’.
But you have not only such propositions; you have
also such facts, and that, of course, is where you get
back to the inventory of the world: that, in addition
to particular facts, which I have been talking about
in previous lectures, there are also general facts and
existence-facts; that is to say, there are not merely
propositions of that sort but also facts of that sort.
That is rather an important point to realize. You
cannot ever arrive at a general fact by inference
from particular facts, however numerous. The old
plan of complete induction, which used to occur in
books, which was always supposed to be quite safe
and easy as opposed to ordinary induction, that
plan of complete induction, unless it is accompan-
ied by at least one general proposition, will not
yield you the result that you want. Suppose, for
example, that you wish to prove in that way that
‘All men are mortal’, you are supposed to proceed
by complete induction, and say ‘4 is a man that is
mortal’, ‘B is a man that is mortal’, ‘C is a man that
is mortal’, and so on until you finish. You will not
be able, in that way, to arrive at the proposition.
‘All men are mortal’ unless you know when you
have finished. That is to say that, in order to arrive
by this road at the general proposition ‘All men are
mortal’; you must already have the general propo-
sition ‘All men are among those I have enumer-
ated’. You never can arrive at a general proposition
by inference from particular propositions alone.
You will always have to have at least one general
proposition in your premisses. That illustrates, I
think, various points. One, which is epistemologi-
cal, is that if there is, as there seems to be, know-
ledge of general propositions (I mean by that,
knowledge of general propositions which is not
obtained by inference), because if you can never
infer a general proposition except from premisses
of which one at least is general, it is clear that you
can never have knowledge of such propositions by
inference unless there is knowledge of some general
propositions which is not by inference. I think that
the sort of way such knowledge — or rather the
belief that we have such knowledge — comes into
ordinary life is probably very odd. I mean to say
that we do habitually assume general propositions
which are exceedingly doubtful; as, for instance,
one might, if one were counting up the people in
this room, assume that one could see all of them,
which is a general proposition, and very doubtful as
there may be people under the tables. But, apart
from that sort of thing, you do have in any empiri-



cal verification of general propositions some kind of
assumption that amounts to this, that what you do
not see is not there. Of course, you would not put it
so strongly as that, but you would assume that,
with certain limitations and certain qualifications,
if a thing does not appear to your senses, it is not
there. That is a general proposition, and it is only
through such propositions that you arrive at the
ordinary empirical results that one obtains in
ordinary ways. If you take a census of the country,
for instance, you assume that the people you do not
see are not there, provided you search properly and
carefully, otherwise your census might be wrong. It
is some assumption of that sort which would
underline what seems purely empirical. You
could not prove empirically that what you do not
perceive is not there, because an empirical proof
would consist in perceiving, and by hypothesis you
do not perceive it, so that any proposition of that
sort, if it is accepted, has to be accepted on its own
evidence. I only take that as an illustration. There
are many other illustrations one could take of the
sort of propositions that are commonly assumed,
many of them with very little justification.

I come now to a question which concerns logic
more nearly, namely, the reasons for supposing
that there are general facts as well as general pro-
positions. When we were discussing molecular pro-
positions I threw doubt upon the supposition that
there are molecular facts, but I do not think one can
doubt that there are general facts. It is perfectly
clear, I think, that when you have enumerated all
the atomic facts in the world, it is a further fact
about the world that those are all the atomic facts
there are about the world, and that is just as much
an objective fact about the world as any of them are.
Itis clear, I think, that you must admit general facts
as distinct from and over and above particular facts.
The same thing applies to ‘All men are mortal’.
When you have taken all the particular men that
there are, and found each one of them severally to
be mortal, it is definitely a new fact that all men are
mortal; how new a fact, appears from what I said a
moment ago, that it could not be inferred from the
mortality of the several men that there are in the
world. Of course, it is not so difficult to admit what
I might call existence-facts — such facts as “There
are men’, ‘There are sheep’, and so on. Those, 1
think, you will readily admit as separate and dis-
tinct facts over and above the atomic facts I spoke
of before. Those facts have got to come into the
inventory of the world, and in that way proposi-
tional functions come in as involved in the study of
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general facts. I do not profess to know what the
right analysis of general facts is. It is an exceedingly
difficult question, and one which I should very
much like to see studied. I am sure that, although
the convenient technical treatment is by means of
propositional functions, that is not the whole of the
right analysis. Beyond that I cannot go.

There is one point about whether there are
molecular facts. I think I mentioned, when I was
saying that I did not think there were disjunctive
facts, that a certain difficulty does arise in regard to
general facts. Take ‘All men are mortal’. That
means:

¢“x is a man” implies
“x is 2 mortal” whatever
x may be.’

You can see at once that it is a hypothetical propo-
sition. It does not imply that there are any men, nor
who are men, and who are not; it simply says that if
you have anything which is a man, that thing is
mortal. As Mr Bradley has pointed out in the
second chapter of his Principles of Logic, “Trespas-
sers will be prosecuted’ may be true even if no one
trespasses, since it means merely that, if any one
trespasses, he will be prosecuted. It comes down to
this that

““x is a man” implies “x is a mortal” is always
true’

is a fact. It is perhaps a little difficult to see how
that can be true if one is going to say that
‘“Socrates is a man” implies “Socrates is a mor-
tal”” is not itself a fact, which is what I suggested
when I was discussing disjunctive facts. I do not
feel sure that you could not get round that diffi-
culty. I only suggest it as a point which should be
considered when one is denying that there are
molecular facts, since, if it cannot be got round,
we shall have to admit molecular facts.

Now I want to come to the subject of completely
general propositions and propositional functions.
By those I mean propositions and propositional
functions that contain only variables and nothing
else at all. This covers the whole of logic. Every
logical proposition consists wholly and solely of
variables, though it is not true that every proposi-
tion consisting wholly and solely of variables is
logical. You can consider stages of generalizations
as, e.g.,

‘Socrates loves Plato’
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‘x loves Plato’
‘x loves y’
‘v Ry’

There you have been going through a process of
successive generalization. When you have got to
xRy, you have got a schema consisting only of
variables, containing no constants at all, the pure
schema of dual relations, and it is clear that any
proposition which expresses a dual relation can be
derived from xRy by assigning values to x and R
and y. So that that is, as you might say, the pure
form of all those propositions. I mean by the form
of a proposition that which you get when for every
single one of its constituents you substitute a vari-
able. If you want a different definition of the form
of a proposition, you might be inclined to define it
as the class of all those propositions that you can
obtain from a given one by substituting other con-
stituents for one or more of the constituents the
proposition contains. E.g., in ‘Socrates loves Plato’,
you can substitute somebody else for Socrates,
somebody else for Plato, and some other verb for
‘loves’. In that way there are a certain number of
propositions which you can derive from the propo-
sition ‘Socrates loves Plato’, by replacing the con-
stituents of that proposition by other constituents,
so that you have there a certain class of proposi-
tions, and those propositions all have a certain
form, and one can, if one likes, say that the form
they all have is the class consisting of all of them.
That is rather a provisional definition, because as a
matter of fact, the idea of form is more fundamental
than the idea of class. I should not suggest that as a
really good definition, but it will do provisionally to
explain the sort of thing one means by the form of a
proposition. The form of a proposition is that
which is in common between any two propositions
of which the one can be obtained from the other by
substituting other constituents for the original
ones. When you have got down to those formulas
that contain only variables, like ¥Ry, you are on
the way to the sort of thing that you can assert in
logic.

To give an illustration, you know what I mean by
the domain of a relation: I mean all the terms that
have that relation to something. Suppose I say:
‘xRy implies that x belongs to the domain of R’,
that would be a proposition of logic and is one that
contains only variables. You might think it contains
such words as ‘belong’ and ‘domain’, but that is an
error. It is only the habit of using ordinary language
that makes those words appear. They are not really

there. That is a proposition of pure logic. It does
not mention any particular thing at all. This is to be
understood as being asserted whatever x and R and

y may be. All the statements of logic are of that sort.

It is not a very casy thing to see what are the
constituents of a logical proposition. When one
takes ‘Socrates loves Plato’, ‘Socrates’ is a consti-
tuent, ‘loves’ is a constituent, and ‘Plato’ is a con-
stituent. Then you turn ‘Socrates’ into x, ‘loves’
into R, and ‘Plato’ into y. x and R and y are
nothing, and they are not constituents, so it seems
as though all the propositions of logic were entirely
devoid of constituents. I do not think that can quite
be true. But then the only other thing you can seem
to say is that the form is a constituent, that proposi-
tions of a certain form are always true: that may be
the right analysis, though I very much doubt
whether it is.

There is, however, just this to observe, viz., that
the form of a proposition is never a constituent of
that proposition itself. If you assert that ‘Socrates
loves Plato’, the form of that proposition is the
form of the dual relation, but this is not a consti-
tuent of the proposition. If it were, you would have
to have that constituent related to the other con-
stituents. You will make the form much too sub-
stantial if you think of it as really one of the things
that have that form, so that the form of a proposi-
tion is certainly not a constituent of the proposition
itself. Nevertheless it may possibly be a constituent
of general statements about propositions that have
that form, so I think it is possible that logical pro-
positions might be interpreted as being about
forms.

I can only say, in conclusion, as regards the
constituents of logical propositions, that it is a
problem which is rather new. There has not been
much opportunity to consider it. I do not think any
literature exists at all which deals with it in any way
whatever, and it is an interesting problem.

T just want now to give you a few illustrations of
propositions which can be expressed in the lan-
guage of pure variables but are not propositions of
logic. Among the propositions that are propositions
of logic are included all the propositions of pure
mathematics, all of which cannot only be expressed
in logical terms but can also be deduced from the
premisses of logic, and therefore they are logical
propositions. Apart from them there are many that
can be expressed in logical terms, but cannot be
proved from logic, and are certainly not proposi-
tions that form part of logic. Suppose you take such
a proposition as: ‘There is at least one thing in the



world’. That is a proposition that you can express
in logical terms. It will mean, if you like, that the
propositional function ‘¢ = &’ is a possible one.
That is a proposition, therefore, that you can
express in logical terms; but you cannot know
from logic whether it is true or false. So far as
you do know it, you know it empirically, because
there might happen not to be a universe, and then it
would not be true. It is merely an accident, so to
speak, that there is a universe. The proposition that
there are exactly 30,000 things in the world can also
be expressed in purely logical terms, and is cer-
tainly not a proposition of logic but an empirical
proposition (true or false), because a world contain-
ing more than 30,000 things and a world containing
fewer than 30,000 things are both possible, so that
if it happens that there are exactly 30,000 things,
that is what one might call an accident and is not a
proposition of logic. There are again two proposi-
tions that one is used to in mathematical logic,
namely, the multiplicative axiom and the axiom of
infinity. These also can be expressed in logical
terms, but cannot be proved or disproved by
logic. In regard to the axiom of infinity, the
impossibility of logical proof or disproof may be
taken as certain, but in the case of the multiplica-
tive axiom, it is perhaps still open to some degree to
doubt. Everything that is a proposition of logic has
got to be in some sense or other like a tautology. It
has got to be something that has some peculiar
quality, which I do not know how to define, that
belongs to logical propositions and not to others.
Examples of typical logical propositions are:

“If p implies ¢ and 4 implies 7, then p implies r.’
‘If all a’s are &’s and all &’s are ¢’s, then all @’s are
c’s’

“If all 4’s are &’s, and « is an a, then x is a b’

Those are propositions of logic. They have a cer-
tain peculiar quality which marks them out from
other propositions and enables us to know them
a priori. But what exactly that characteristic is, I am
not able to tell you. Although it is a necessary
characteristic of logical propositions that they
should consist solely of variables, i.e., that they
should assert the universal truth, or the some-
times-truth, of a propositional function consisting
wholly of variables — although that is a necessary
characteristic, it is not a sufficient one. I am sorry
that I have had to leave so many problems
unsolved. I always have to make this apology, but
the world really is rather puzzling and I cannot
help it.
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Discussion

Question: Is there any word you would substitute
for ‘existence’ which would give existence to indi-
viduals? Are you applying the word ‘existence’ to
two ideas, or do you deny that there are two ideas?
Mr Russell: No, there is not an idea that will
apply to individuals. As regards the actual things
there are in the world, there is nothing at all you
can say about them that in any way corresponds to
this notion of existence. It is a sheer mistake to say
that there is anything analogous to existence that
you can say about them. You get into confusion
through language, because it is a perfectly correct
thing to say ‘All the things in the world exist’, and
it is so easy to pass from this to “This exists because
it is a thing in the world’. There is no sort of point
in a predicate which could not conceivably be false.
I mean, it is perfectly clear that, if there were such a
thing as this existence of individuals that we talk of,
it would be absolutely impossible for it not to
apply, and that is the characteristic of a mistake.

2 Descriptions and Incomplete
Symbols

I am proposing to deal this time with the subject of
descriptions, and what I call ‘incomplete symbols’,
and the existence of described individuals. You will
remember that last time I dealt with the existence
of kinds of things, what you mean by saying “There
are men’ or ‘There are Greeks’ or phrases of that
sort, where you have an existence which may be
ptural. I am going to deal today with an existence
which is asserted to be singular, such as “The man
with the iron mask existed’ or some phrase of that
sort, where you have some object described by the
phrase ‘The so-and-so’ in the singular, and I want
to discuss the analysis of propositions in which
phrases of that kind occur.

There are, of course, a great many propositions
very familiar in metaphysics which are of that sort:
‘T exist’ or ‘God exists’ or ‘Homer existed’, and
other such statements are always occurring in
metaphysical discussions, and are, I think, treated
in ordinary metaphysics in a way which embodies a
simple logical mistake that we shall be concerned
with today, the same sort of mistake that I spoke of
last week in connection with the existence of kinds
of things. One way of examining a proposition of
that sort is to ask yourself what would happen if
it were false. If you take such a proposition as
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‘Romulus existed’, probably most of us think that
Romulus did not exist. It is obviously a perfectly
significant statement, whether true or false, to say
that Romulus existed. If Romulus himself entered
into our statement, it would be plain that the state~
ment that he did not exist would be nonsense,
because you cannot have a constituent of a proposi-
tion which is nothing at all. Every constituent has
got to be there as one of the things in the world, and
therefore if Romulus himself entered into the pro-
positions that he existed or that he did not exist,
both these propositions could not only not be true,
but could not be even significant, unless he existed.
That is obviously not the case, and the first con-
clusion one draws is that, although it looks as if
Romulus were a constituent of that proposition,
that is really a mistake. Romulus does not occur
in the proposition ‘Romulus did not exist’.

Suppose you try to make out what you do mean
by that proposition. You can take, say, all the
things that Livy has to say about Romulus, all the
properties he ascribes to him, including the only
one probably that most of us remember, namely,
the fact that he was called ‘Romulus’. You can put
all this together, and make a propositional function
saying ‘x has such-and-such properties’, the prop-
erties being those you find enumerated in Livy.
There you have a propositional function, and
when you say that Romulus did not exist you are
simply saying that that propositional function is
never true, that it is impossible in the sense I was
explaining last time, i.e., that there is no value of x
that makes it true. That reduces the non-existence
of Romulus to the sort of non-existence I spoke of
last time, where we had the non-existence of uni-
corns. But it is not a complete account of this kind of
existence or non-existence, because there is one
other way in which a described individual can fail
to exist, and that is where the description applies to
more than one person. You cannot, e.g., speak of
¢The inhabitant of London’, not because there are
none, but because there are so many.

You see, therefore, that this proposition ‘Romu-
lus existed” or ‘Romulus did not exist’ does intro-
duce a propositional function, because the name
‘Romulus’ is not really a name but a sort of trunc-
ated description. It stands for a person who did
such-and-such things, who killed Remus, and
founded Rome, and so on. It is short for that
description; if you like, it is short for ‘the person
who was called “Romulus”’. If it were really a
name, the question of existence could not arise,
because a name has got to name something or it is

not a name, and if there is no such person as
Romulus, there cannot be a name for that person
who is not there, so that this single word ‘Romulus’
is really a sort of truncated or telescoped descrip-
tion, and if you think of it as a name, you will get
into logical errors. When you realize that it is
a description, you realize therefore that any propo-
sition about Romulus really introduces the pro-
positional function embodying the description, as
(say) ‘xr was called “Romulus”’. That introduces
you at once to a propositional function, and when
you say ‘Romulus did not exist’, you mean that this
propositional function is not true for one value of x.

There are two sorts of descriptions, what one
may call ‘ambiguous descriptions’, when we speak
of ‘a so-and-so’, and what one may call ‘definite
descriptions’, when we speak of ‘the so-and-so’ (in
the singular). Instances are:

Ambiguous: A man, a dog, a pig, a Cabinet Minister.
Definite: 'The man with the iron mask.
The last person who came into this room.
The only Englishman who ever occupied
the Papal See.
The number of the inhabitants of
London.
The sum of 43 and 34.

(It is not necessary for a description that it should
describe an individual: it may describe a predicate
or a relation or anything else.)

It is phrases of that sort, definite descriptions,
that I want to talk about today. I do not want to talk
about ambiguous descriptions, as what there was to
say about them was said last time.

I want you to realize that the question whether a
phrase is a definite description turns only upon its
form, not upon the question whether there is a
definite individual so described. For instance, I
should call “The inhabitant of London’ a definite
description, although it does not in fact describe
any definite individual.

The first thing to realize about a definite
description is that it is not a name. We will take
“The author of Waverley’. That is a definite
description, and it is easy to see that it is not a
name. A name is a simple symbol (i.e., a symbol
which does not have any parts that are symbols), a
simple symbol used to designate a certain particu-
lar or by extension an object which is not a parti-
cular but is treated for the moment as if it were, or
is falsely believed to be a particular, such as a
person. This sort of phrase, “The author of Waver-
ley’, is not a name because it is a complex symbol. It



contains parts which are symbols. It contains four
words, and the meanings of those four words are
already fixed, and they have fixed the meaning of
“The author of Waverley’ in the only sense in which
that phrase does have any meaning. In that sense,
its meaning is already determinate, i.e., there is
nothing arbitrary or conventional about the mean-
ing of that whole phrase, when the meanings of
‘the’, ‘author’, ‘of’, and ‘Waverley’ have already
been fixed. In that respect, it differs from “Scott’,
because when you have fixed the meaning of all the
other words in the language, you have done noth-
ing toward fixing the meaning of the name ‘Scott’.
That is to say, if you understand the English lan-
guage, you would understand the meaning of the
phrase ‘The author of Waverley’ if you had never
heard it before, whereas you would not understand
the meaning of ‘Scott’ if you had never heard the
word before because to know the meaning of a
name is to know who it is applied to.

You sometimes find people speaking as if
descriptive phrases were names, and you will find
it suggested, e.g., that such a proposition as ‘Scott
is the author of Waverley’ really asserts that ‘Scott’
and the ‘the author of Waverley’ are two names for
the same person. That is an entire delusion,; first of
all, because ‘the author of Waverley’ is not a name,
and, secondly, because, as you can perfectly well
see, if that were what is meant, the proposition
would be one like ‘Scott is Sir Walter’, and would
not depend upon any fact except that the person in
question was so called, because a name is what a
man is called. As a matter of fact, Scott was the
author of Waverley’ at a time when no one called
him so, when no one knew whether he was or not,
and the fact that he was the author was a physical
fact, the fact that he sat down and wrote it with his
own hand, which does not have anything to do with
what he was called. It is in no way arbitrary. You
cannot settle by any choice of nomenclature
whether he is or is not to be the author of Waverley,
because in actual fact he chose to write it and you
cannot help yourself. That illustrates how ‘the
author of Waverley’ is quite a different thing from
a name. You can prove this point very clearly by
formal arguments. In ‘Scott is the author of Waver-
ley’ the ‘is’, of course, expresses identity, i.e., the
entity whose name is Scott is identical with the
author of Waverley. But, when I say ‘Scott is mor-
tal’, this ‘is’ is the ‘is’ of predication, which is quite
different from the ‘is’ of identity. It is a mistake
to interpret ‘Scott is mortal’ as meaning ‘Scott is
identical with one among mortals’, because (among
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other reasons) you will not be able to say what
‘mortals’ are except by means of the propositional
function ‘¥ is mortal’, which brings back the ‘is’ of
predication. You cannot reduce the ‘is’ of predica-
tion to the other ‘is’. But the ‘is’ in ‘Scott is the
author of Waverley’ is the ‘is’ of identity and not of
predication.?

If you were to try to substitute for ‘the author of
Wauverley’ in that proposition any name whatever,
say ‘c’, so that the proposition becomes ‘Scott is ¢,
then if ‘c’ is a name for anybody who is not Scott,
that proposition would become false, while if, on
the other hand, ‘¢’ is a name for Scott, then the
proposition will become simply a tautology. It is at
once obvious that if ‘2’ were ‘Scott’ itself, ‘Scott is
Scott’ is just a tautology. But if you take any other
name which is just a name for Scott, then if the
name is being used 4s a name and not as a descrip-
tion, the proposition will still be a tautology. For
the name itself is merely a means of pointing to the
thing, and does not occur in what you are asserting,
so that if one thing has two names, you make
exactly the same assertion whichever of the two
names you use, provided they are really names
and not truncated descriptions.

So there are only two alternatives. If ‘2’ is a
name, the proposition ‘Scott is ¢’ is either false or
tautologous. But the proposition ‘Scott is the
author of Waverley’ is neither, and therefore is
not the same as any proposition of the form ‘Scott
is ¢’, where ‘¢’ is a name. That is another way of
illustrating the fact that a description is quite a
different thing from a name.

I should like to make clear what I was saying just
now, that if you substitute another name in place of
‘Scott’ which is also a name of the same individual,
say, ‘Scott is Sir Walter’, then ‘Scott’ and ‘Sir
Walter’ are being used as names and not as descrip-
tions, your proposition is strictly a tautology. If one
asserts ‘Scott is Sir Walter’, the way one would
mean it would be that one was using the names as
descriptions. One would mean that the person
called ‘Scott’ is the person called ‘Sir Walter’, and
‘the person called “Scott” is a description, and so is
‘the person called “Sir Walter”.” So that would not
be a tautology. It would mean that the person called
‘Scott’ is identical with the person called ‘Sir Wal-
ter’. But if you are using both as names, the matter
is quite different. You must observe that the name
does not occur in that which you assert when you
use the name. The name is merely that which is a
means of expressing what it is you are trying to
assert, and when 1 say ‘Scott wrote Waverley’, the
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name ‘Scott’ does not occur in the thing I am
asserting. The thing I am asserting is about the
person, not about the name. So if I say ‘Scott is
Sir Walter’, using these two names as names,
neither ‘Scott’ nor ‘Sir Walter’ occurs in what I
am asserting, but only the person who has these
names, and thus what I am asserting is a pure
tautology.

It is rather important to realize this about the
two different uses of names or of any other sym-
bols: the one when you are talking about the symbol
and the other when you are using it s a symbol, asa
means of talking about something else. Normally, if
you talk about your dinner, you are not talking
about the word ‘dinner’ but about what you are
going to eat, and that is a different thing altogether.
The ordinary use of words is as a means of getting
through to things, and when you are using words in
that way the statement ‘Scott is Sir Walter’ is a
pure tautology, exactly on the same level as ‘Scott is
Scott’.

That brings me back to the point that when you
take ‘Scott is the author of Waverley’ and you
substitute for ‘the author of Waverley’ a name in
the place of a description, you get necessarily either
a tautology or a falsehood — a tautology if you
substitute ‘Scott’ or some other name for the
same person, and a falsehood if you substitute any-
thing else. But the proposition itself is neither a
tautology nor a falsehood, and that shows you that
the proposition ‘Scott is the author of Waverley’ is a
different proposition from any that can be obtained
if you substitute a name in the place of ‘the author
of Waverley’. That conclusion is equally true of any
other proposition in which the phrase ‘the author
of Waverley’ occurs. If you take any proposition in
which that phrase occurs and substitute for that
phrase a proper name, whether that name be ‘Scott’
or any other, you will get a different proposition.
Generally speaking, if the name that you substitute
is ‘Scott’, your proposition, if it was true before will
remain true, and if it was false before will remain
false. But it is a different proposition. It is not
always true that it will remain true or false, as
may be seen by the example: ‘George IV wished
to know if Scott was the author of Waverley’. It is
not true that George IV wished to know if Scott
was Scott. So it is even the case that the truth or the
falsehood of a proposition is sometimes changed
when you substitute a name of an object for a
description of the same object. But in any case it
is always a different proposition when you substi-
tute a name for a description.

G2

Identity is a rather puzzling thing at first sight.
When you say ‘Scott is the author of Waverley’, you
are half-tempted to think there are two people, one
of whom is Scott and the other the author of
Waverley, and they happen to be the same. That
is obviously absurd, but that is the sort of way one
is always tempted to deal with identity.

When I say ‘Scott is the author of Waverley’ and
that ‘is’ expresses identity, the reason that identity
can be asserted there truly and without tautology is
just the fact that the one is a name and the other a
description. Or they might both be descriptions. If
I say ‘The author of Wauverley is the author of
Marmion’, that, of course, asserts identity between
two descriptions.

Now the next point that I want to make clear is
that when a description (when I say ‘description’ I
mean, for the future, a definite description) occurs
in a proposition, there is no constituent of that
proposition corresponding to that description as a
whole. In the true analysis of the proposition, the
description is broken up and disappears. That is to
say, when I say ‘Scott is the author of Waverley’, it
is a wrong analysis of that to suppose that you have
there three constituents, ‘Scott’, ‘is’, and ‘the
author of Waverley’. That, of course, is the sort of
way you might think of analysing. You might admit
that ‘the author of Waverley’ was complex and
could be further cut up, but you might think the
proposition could be split into those three bits to
begin with. That is an entire mistake. “The author
of Wauverley’ is not a constituent of the proposition
at all. There is no constituent really there corres-
ponding to the descriptive phrase. I will try to
prove that to you now.

The first and most obvious reason is that you can
have significant propositions denying the existence
of ‘the so-and-so’. “The unicorn does not exist.’
“The greatest finite number does not exist.” Propo-
sitions of that sort are perfectly significant, are
perfectly sober, true, decent propositions, and
that could not possibly be the case if the unicorn
were a constituent of the proposition, because
plainly it could not be a constituent as long as
there were not any unicorns. Because the constitu-
ents of propositions, of course, are the same as the
constituents of the corresponding facts, and since it
is a fact that the unicorn does not exist, it is per-
fectly clear that the unicorn is not a constituent of
that fact, because if there were any fact of which the
unicorn was a constituent, there would be a uni-
corn, and it would not be true that it did not exist.
That applies in this case of descriptions particu-



larly. Now since it is possible for ‘the so-and-so’
not to exist and yet for propositions in which ‘the
so-and-so’ occurs to be significant and even true,
we must try to see what is meant by saying that the
so-and-so does exist.

The occurrence of tense in verbs is an exceed-
ingly annoying vulgarity due to our preoccupation
with practical affairs. It would be much more
agreeable if they had no tense, as I believe is the
case in Chinese, but I do not know Chinese. You
ought to be able to say ‘Socrates exists in the past’,
‘Socrates exists in the present’ or ‘Socrates exists in
the future’, or simply ‘Socrates exists’, without any
implication of tense, but language does not allow
that, unfortunately. Nevertheless, I am going to use
language in this tenseless way: when I say ‘The so-
and-so exists’, I am not going to mean that it exists
in the present or in the past or in the future, but
simply that it exists, without implying anything
involving tense.

“The author of Waverley exists’: there are two
things required for that. First of all, what is ‘the
author of Waverley’? It is the person who wrote
Waverley, i.e., we are coming now to this, that you
have a propositional function involved, viz., ‘x
writes Waverley’, and the author of Waverley is
the person who writes Waverley, and in order that
the person who writes Waverley may exist, it is
necessary that this propositional function should
have two properties:

1 It must be true for af least one x.
2 It must be true for at most one x.

If nobody had ever written Waverley, the author
could not exist, and if two people had written it, the
author could not exist. So that you want these two
properties, the one that it is true for at least one x,
and the other that it is true for at most one x, both
of which are required for existence.

The property of being true for at least one x is
the one we dealt with last time: what I expressed by
saying that the propositional function is possible.
Then we come on to the second condition, that it
is true for at most one x, and that you can express in
this way: ‘If x and y wrote Waverley, then x is
identical with y, whatever x and y may be.’ That
says that at most one wrote it. It does not say that
anybody wrote Wauverley at all, because if nobody
had written it, that statement would still be true. It
only says that at most one person wrote it.

The first of these conditions for existence fails in
the case of the unicorn, and the second in the case
of the inhabitant of London.
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We can put these two conditions together and
get a portmanteau expression including the mean-
ing of both. You can reduce them both down to
this: that ‘(“x wrote Waverley’ is equivalent to “x
is ¢”” whatever x may be) is possible in respect of ¢’.
That is as simple, I think, as you can make the
statement.

You see, that means to say that there is some
entity ¢, we may not know what it is, which is such
that when x is ¢, it is true that x wrote Waverley,
and when « is not ¢, it is not true that x wrote
Waverley, which amounts to saying that ¢ is the
only person who wrote Waverley; and I say there is
a value of ¢ which makes that true. So that this
whole expression, which is a propositional function
about ¢, is possible in respect of ¢ (in the sense
explained last time).

That is what I mean when I say that the author of
Waverley exists. When I say “The author of Waver-
ley exists’, I mean that there is an entity ¢ such that
‘x wrote Waverley’ is true when x is ¢, and is false
when x is not ¢. “The author of Waverley’ as a
constituent has quite disappeared there, so that
when I say ‘The author of Waverley exists’, I am
not saying anything about the author of Waverley.
You have instead this elaborate to-do with proposi-
tional functions, and ‘the author of Wauverley’ has
disappeared. That is why it is possible to say sig-
nificantly “The author of Waverley did not exist’. It
would not be possible if ‘the author of Waverley’
were a constituent of propositions in whose verbal
expression this descriptive phrase occurs.

The fact that you can discuss the proposition
‘God exists’ is a proof that ‘God’, as used in that
proposition, is a description and not a name. If
‘God’ were a name, no question as to existence
could arise.

I have now defined what I mean by saying that a
thing described exists. I have still to explain what I
mean by saying that a thing described has a certain
property. Supposing you want to say “The author
of Waverley was human’, that will be represented
thus: ‘(“x wrote Waverley” is equivalent to “x is ¢’
whatever x may be, and ¢ is human) is possible with
respect to ¢.’

You will observe that what we gave before as the
meaning of “The author of Waverley exists’ is part
of this proposition. It is part of any proposition in
which ‘the author of Waverley’ has what I call a
‘primary occurrence’. When I speak of a ‘primary
occurrence’, I mean that you are not having a
proposition about the author of Waverley occurring
as a part of some larger proposition, such as
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‘I believe that the author of Waverley was human’
or ‘I believe that the author of Waverley exists’.
When it is a primary occurrence, i.e., when the
proposition concerning it is not just part of a larger
proposition, the phrase which we defined as the
meaning of “The author of Waverley exists’ will be
part of that proposition. If I say the author of
Waverley was human, or a poet, or a Scotsman, or
whatever I say about the author of Waverley in the
way of a primary occurrence, always this statement
of his existence is part of the proposition. In that
sense all these propositions that I make about the
author of Waverley imply that the author of Waver-
ley exists. So that any statement in which a descrip-
tion has a primary occurrence implies that the
object described exists. If I say ‘The present King
of France is bald’, that implies that the present
King of France exists. If I say, “The present King
of France has a fine head of hair’, that also implies
that the present King of France exists. Therefore
unless you understand how a proposition contain-
ing a description is to be denied, you will come to
the conclusion that it is not true either that the
present King of France is bald or that he is not
bald, because if you were to enumerate all the
things that are bald you would not find him there,
and if you were to enumerate all the things that are
not bald, you would not find him there either. The
only suggestion I have found for dealing with that
on conventional lines is to suppose that he wears a
wig. You can only avoid the hypothesis that he
wears a wig by observing that the denial of the
proposition “The present King of France is bald’
will not be “The present King of France is not
bald’, if you mean by that ‘“There is such a person
as the King of France and that person is not bald’.
The reason for this is that when you state that the
present King of France is bald, you say “Thereisac
such that ¢ is now King of France and ¢ is bald’, and
the denial is not “There is a ¢ such that ¢ is now
King of France and ¢ is not bald’. It is more
complicated. It is: ‘Either there is not a ¢ such
that ¢ is now King of France, or, if there is such a
¢, then ¢ is not bald.” Therefore you see that, if you
want to deny the proposition. “The present King of
France is bald’, you can do it by denying that he
exists, instead of by denying that he is bald. In
order to deny this statement that the present
King of France is bald, which is a statement con-
sisting of two parts, you can proceed by denying
either part. You can deny the one part, which
would lead you to suppose that the present King
of France exists but is not bald, or the other part,

which will lead you to the denial that the present
King of France exists; and either of those two
denials will lead you to the falsehood of the propo-
sition “The present King of France is bald’. When
you say ‘Scott is human’, there is no possibility of a
double denial. The only way you can deny ‘Scott is
human’ is by saying ‘Scott is not human’. But
where a descriptive phrase occurs, you do have
the double possibility of denial.

It is of the utmost importance to realize that ‘the
so-and-so’ does not occur in the analysis of propo-
sitions in whose verbal expression it occurs; that
when I say ‘“The author of Waverley is human’, ‘the
author of Waverley’ is not the subject of that pro-
position, in the sort of way that Scott would be if
I said ‘Scott is human’, using ‘Scott’ as a name.
I cannot emphasize sufficiently how important this
point is, and how much error you get into in
metaphysics if you do not realize that when I say
“The author of Waverley is human’, that is not a
proposition of the same form as ‘Scott is human’. It
does not contain a constituent ‘the author of
Waverley’. The importance of that is very great
for many reasons, and one of them is this question
of existence. As I pointed out to you last time, there
is a vast amount of philosophy that rests upon the
notion that existence is, so to speak, a property that
you can attribute to things, and that the things that
exist have the property of existence and the things
that do not exist do not. That is rubbish, whether
you take kinds of things, or individual things
described. When I say, e.g., ‘Homer existed’, 1
am meaning by ‘Homer’ some description, say
‘the author of the Homeric poems’, and I am
asserting that those poems were written by one
man, which is a very doubtful proposition; but if
you could get hold of the actual person who did
actually write those poems (supposing there was
such a person), to say of him that he existed would
be uttering nonsense, not a falsehood but nonsense,
because it is only of persons described that it can be
significantly said that they exist. Last time I
pointed out the fallacy in saying ‘Men exist,
Socrates is a man, therefore Socrates exists’.
When I say ‘Homer exists, this is Homer, therefore
this exists’, that is a fallacy of the same sort. It isan
entire mistake to argue: ‘This is the author of the
Homeric poems and the author of the Homeric
poems exists, therefore this exists’. It is only
where a prepositional function comes in that exist-
ence may be significantly asserted. You can assert
“The so-and-so exists’, meaning that there is just
one ¢ which has those properties, but when you get



hold of a ¢ that has them, you cannot say of this ¢
that it exists, because that is nonsense: it is not
false, but it has no meaning at all.

So the individuals that there are in the world do
not exist, or rather it is nonsense to say that they
exist and nonsense to say that they do not exist. Itis
not a thing you can say when you have named
them, but only when you have described them.
When you say ‘Homer exists’, you mean ‘Homer’
is a description which applies to something. A
description when it is fully stated is always of the
form ‘the so-and-so’.

The sort of things that are like these descriptions
in that they occur in words in a proposition, but are
not in actual fact constituents of the proposition
rightly analysed, things of that sort I call ‘incom-
plete symbols’. There are a great many sorts
of incomplete symbols in logic, and they are
sources of a great deal of confusion and false
philosophy, because people get misled by gram-
mar. You think that the proposition ‘Scott is
mortal’ and the proposition ‘The author of Waver-
ley is mortal’ are of the same form. You think that
they are both simple propositions attributing a
predicate to a subject. That is an entire delusion:
one of them is (or rather might be), and one of them
is not. These things, like ‘the author of Waverley’,
which I call incomplete symbols, are things that
have absolutely no meaning whatsoever in isola-
tion, but merely acquire a meaning in a context.
‘Scott’ taken as a name has a meaning all by itself.
It stands for a certain person, and there it is. But
‘the author of Wauverley’ is not a name, and does
not all by itself mean anything at all, because

Notes

1 Cf. Louis Couturat, La Logique de Leibniz (Paris:
F. Alean, 1901).

Existence and Description

when it is rightly used in propositions, those pro-
positions do not contain any constituent corres-
ponding to it.

There are a great many other sorts of incomplete
symbols besides descriptions. These are classes,
which I shall speak of next time, and relations
taken in extension, and so on. Such aggregations
of symbols are really the same thing as what I call
‘logical fictions’, and they embrace practically all
the familiar objects of daily life: tables, chairs,
Piccadilly, Socrates, and so on. Most of them are
either classes, or series, or series of classes. In any
case they are all incomplete symbols; i.e., they are
aggregations that only have a meaning in use, and
do not have any meaning in themselves.

It is important, if you want to understand the
analysis of the world, or the analysis of facts, or if
you want to have any idea what there really is in the
world, to realize how much of what there is in
phraseology is of the nature of incomplete symbols.
You can see that very easily in the case of ‘the
author of Waverley’ because ‘the author of Waver-
ley’ does not stand simply for Scott, nor for any-
thing else. If it stood for Scott, ‘Scott is the author
of Waverley’ would be the same proposition as
‘Scott is Scott’, which it is not, since George IV
wished to know the truth of the one and did not
wish to know the truth of the other. If ‘the author
of Waverley’ stood for anything other than Scott,
‘Scott is the author of Waverley’ would be false,
which it is not. Hence you have to conclude that
‘the author of Waverley’ does not, in isolation,
really stand for anything at all; and that is the
characteristic of incomplete symbols.

2 The confusion of these two meanings of ‘is’ is essential
to the Hegelian conception of identity- in-difference.
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This paper has three parts. In part I ’'m going
to argue that there’s a big difference between
the way English speakers treat empty singular
terms and the way they treat singular terms that
refer to objects that don’t exist. That is, the data of
linguistic behavior suggest that referring to some-
thing that doesn’t exist is very different from fail-
ing to refer to anything at all. Most Anglo-
American philosophers haven’t believed in non-
existent objects, and so they’ve generally tried to
treat singular terms which refer to nonexistent
objects as if they were singular terms which fail to
refer to anything at all. And I think that that is
wrong; I’'m going to argue that it’s wrong in part I
of the paper.

In part II of the paper I'm going to describe for
you a theory about nonexistent objects. I think
people are generally opposed to nonexistent objects
because they don’t understand them, and because
such objects have gotten a bad press from people
like Russell and Quine, people who argue very
eloquently. But I think that if we had a better
understanding of nonexistent objects, then we
wouldn’t be persuaded by these arguments against
them. So I am trying to bring about such an under-
standing by sketching a theory about nonexistent
objects. The present paper only contains a sketch of
such a theory; a more comprehensive development
will be given elsewhere.!

Originally published in Theory and Decision 11 (1979),
pp. 95-110. Copyright © by Reidel Publishing Com-
pany. Reprinted by permission of Kluwer Academic
Publishers.

Finally, in part III ’m going to sketch a theory
of singular terms. According to this theory, some
of these terms will refer to existing objects, some of
them will refer to nonexistent objects, and some
of them just won’t refer at all.

Part 1: Referring to Nonexistent
Objects isn’t Failing to Refer

The first point I’d like to make is that people
behave differently when they fail to refer than
when they refer to something that doesn’t exist —
that is, they react differently when they realize
what they’ve done in each case. ’'m going to give
you two conversations. In each conversation there
are two characters, A and B, plus one outsider. In
the first conversation speaker B plays the devil’s
advocate; you’re supposed to find speaker A’s reac-
tions normal.

A: “The man in the doorway over there looks
pretty silly.”

Outsider: “But there is no man in the doorway
over there.”

A: (Looks again) “Oh! I thought there was; I
was wrong.”

B: “Does he look anything like your depart-

ment chairman?”

“Who?”

“The man in the doorway over there.”

“There isn’t any man there; I was mistaken

about that.”
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B: “Well, he doesn’t exist, but he’s there, isn’t
he?”

A: “Look, I was talking about a guy who exists;
that is I thought I was, but I was wrong, I
wasn’t talking about anybody. I can’t tell
you what ‘he’ looks like because there’s no
‘he’ to describe.”

Now that was supposed to be a case of failure of
reference. The speaker was trying to refer to some-
one, but he just made a mistake and failed to do so.
When confronted with questions about the object
he was referring to he treats the questions as spuri-
ous (i.e., he does this once he realizes his mistake).

Now here’s another case:

A: “The unicorn I dreamed about last night
looked pretty silly.”

Outsider: “But there are no unicorns.”

A: “So what?”

Outsider: “Well there aren’t any unicorns, so
there couldn’t be any such thing as the uni-
corn you dreamed about last night, so ‘it’
couldn’t possibly have looked silly.”

A: “Come on, it’s not a real unicorn, it’s one 1
dreamed about.”

B: “Did it look anything like your department
chairman?”

A: “No, actually it looked a little bit like my
hairdresser.”

In this conversation speaker A rejects the conten-
tion that he had failed to refer to anything, though
he grants that what he is referring to doesn’t exist.
And he treats questions about it as perfectly rea-
sonable. Some philosophers would criticize A for
this; they’ll say that he should have rejected the
questions. But that won’t work. The question was
reasonable, and it 4ad an answer, which 4 com-
municated to B.

Now I know what many of you are thinking:
sure, 4 managed to communicate some informa-
tion to B, but did he do it by referring to a non-
existent object? The grammatical form of the
English sentences being used suggests yes, but as
Russell, and the early Wittgenstein, and Carnap,
and Ryle, and Quine, and Chisholm, and half the
rest of the philosophical world have been telling us
for ages now, you can’t trust the “surface”
grammatical form of a sentence to reveal what’s
really going on. Since there aren’t any nonexistent
objects to be referred to, A4’s sentences must have a
different logical form than their grammatical form
suggests. And what we need to do to account for

Referring to Nonexistent Objects

what’s going on is merely to show how to para-
phrase A’s sentences in such a way that we eliminate
the apparent reference to an unreal object.

Well I hate to be a spoilsport, but, as various
people have pointed out, there’s one major flaw in
this idea: nobody knows how to produce the para-
phrases. It hasn’t been done. None of you know
how to do it either. So here’s the situation: speakers
of English act as if they sometimes refer to non-
existent objects. We either have to take this at face
value or explain it away. Nobody knows how to
explain it away.

T’ve tried to illustrate the situation with reference
to a couple of lifelike conversations. If you're will-
ing to supply the lifelike contexts yourselves, there
are lots of other examples. You are all probably
willing to assert each of the following sentences:

(1) TIronically, a certain fictional detective
(namely, Sherlock Holmes) is much more
famous than any real detective, living or dead.

(2) Certain Greek gods were also worshipped by
the Romans, though they called them by dif-
ferent names. For example, the Romans wor-
shipped Zeus, though they called him
“Jupiter.”

(3) Any good modern criminologist knows much
more about chemical analysis than Sherlock
Holmes knew.

(4) Pegasus is the winged horse of Greek mytho-
logy.

(5) Pegasus is not the chief Greek deity; Zeus is.

I suggest that you are not only willing to assert
these sentences, but you are also prepared to treat
the singular terms in them as if they referred; you
are willing to “refer back” to previous utterances of
“Zeus” with pronouns, and you do not treat ques-
tions about the chief Roman deity as spurious;
many of them you’re willing to answer.

Of course, I certainly haven’t shown that all of
this apparent reference to the nonexistent can’t be
paraphrased away. But some of the best minds have
been trying for over fifty years now, without suc-
cess. Maybe it’s time to stop beating our heads
against that wall. Besides, there’s another wall
that’s more fun.

Part 2: A Quasi-Meinongian View

Alexius Meinong is perhaps the most infamous
believer in nonexistent objects. The theory to be
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sketched here was inspired by him, though I think
there are ways in which it diverges from his views.?

I am going to assume that no two existing objects
have exactly the same properties. This is not so
much an assumption about the paucity of existing
objects as it is an assumption about the variety of
properties; in particular I assume that for any exist-
ing object there is at least one property (and prob-
ably many) that it has and that no other existing
object has. Anyway, given this assumption, there’s
a natural one—one correlation between real, existing
objects and certain non-empty sets of properties.
For example, Madame Curie is a real object, and
correlated with her is the set of properties that
she has:

Madame Curie {p: Madame Curie has p}
Now, make a list of all existing objects. Correlated

with each one is a set of properties — the set of all
the properties it has:

REAL OBJECTS SETS OF PROPERTIES
0, {p: 0y has p}
0, {p: 0y has 1}
0, {p: 0y has p}

The left-hand list now exhausts the ontology that
people like Russell; Quine, Frege, and most of us
find acceptable; the existing objects constitute all
there is. But the theory now being presented says
that there’s a Jor more, and it goes like this. It’s not
clear how to continue the left-hand list (that’s our
goal), but you can easily see how to continue the
right-hand list — just write down any other non-
empty set of properties. For example, write down:

{goldenness, mountainhood,

filling in whatever properties for the dots that you
like. Now the theory under discussion says that for
any such set in the right-hand list, there is correl-
ated with it exactly one object. So write in “0y41”
in the left-hand list:

Oq+1 {goldenness, mountainhood,

The object 0,41 can’t be an existing object, because
it has the properties goldenness and mountainhood
— it’s a gold mountain — and there aren’t any real
gold mountains. But, as Meinong pointed out, that

doesn’t stop there from being unreal gold moun-
tains; although certain narrow-minded people
object to this, that’s just because they’re preju-
diced! (He called this ‘the prejudice in favor of
the actual.’)

1t’s clear how to extend the right-hand list — just
include any set of properties that isn’t already
there. Corresponding to each such set is a unique
object, and vice versa — i.e., each object appears
only once in the left-hand list. The two lists extend
our original correlation, so that it is now a correla-
tion between a// objects and the sets of properties
that they have.

Actually we can dispense with talk of lists and
correlations and present the theory in a more direct
manner in terms of two principles. For reasons that
will become apparent shortly, let me call the prop-
erties I have been discussing nuclear properties.
The principles are:

1 No two objects (real or unreal) have exactly the
same nuclear properties.

2 For any set of nuclear properties, some object
has all of the properties in that set and no other
nuclear properties.

Principle 2 does most of the work; it’s a sort of
“comprehension” principle for objects. Notice that
principle 2 does not require that objects be “logic-
ally closed”; e.g., an object may have the property
of being blue and the property of being square
without having the property of being blue-and-
square. This lack of logical closure is important in
certain applications of the theory, particularly
applications to fictional objects and objects in
dreams.’

Many nonexistent objects will be incomplete. By
calling an object ‘complete,” I mean that for any
nuclear property, the object either has that prop-
erty or it has its negation. This characterization
presupposes that it makes sense to talk of the ‘nega-
tion” of a nuclear property in a somewhat unusual
sense. The assumption is that for any nuclear prop-
erty, p, there is another nuclear property, g, which
(necessarily) is had by all and only those exiszing
objects which don’t have p, and which I call the
negation of p. The negation of a nuclear property, p,
will not be a property that any object has if and only
if it does not have p, for no nuclear property fits
that description (by principle 2 any nuclear prop-
erty, ¢, is such that some object has both p and ¢).*

Given this account of nuclear property negation,
all existing objects are complete. Some nonexistent
objects are complete too, but some aren’t. Consider



the object whose sole nuclear properties are gold-
enness and mountainhood. It does not have the
property of blueness, nor does it have the property
of nonblueness either; I will say that it is indeterm-
inate with respect to blueness. That object will in
fact be indeterminate with respect to every nuclear
property except goldenness and mountainhood.
(The object in question may be the one that Mei-
nong was referring to when he used the words “the
gold mountain’’; whether this is so or not involves
questions of textual interpretation that I am unsure
about.)

Completeness is different from logical closure.
Consider the set of properties got by taking all of
my properties and replacing “hazel-eyed” by
“non-hazel-eyed.” According to principle 2 there
is an object which has the resulting properties and
no others. This object will be complete, but it will
not be logically closed. For example, it has brown-
hairedness and it has non-hazel-eyedness, but it
does not have the nuclear property of being both-
brown-haired-and-non-hazel-eyed.

To get an object which is logically closed yet
incomplete, add to “the gold mountain” all nuclear
properties that are entailed by goldenness and
mountainhood. Then it will have, e.g., the prop-~
erty of either-being-located-in-North-America-or-
not-being-located-in-North-America, but it will
not have either of those disjuncts; it will be inde-
terminate with respect to being located in North
America.

Some objects are impossible. By calling an
object, x, possible, T mean that it is possible that
there exists an object which has all of x’s nuclear
properties (and perhaps more besides).® All exist-
ing objects are automatically possible objects by
this definition. And some unreal ones are too,
e.g., “the gold mountain.” But consider the object
whose sole nuclear properties are roundness and
squareness (this may be Meinong’s famous “round
square”). This is an impossible object, since there
could not be an exiszing object which has both of
these properties. Still, as Meinong pointed out,
that doesn’t prevent there from being an imposs-
ible object which has them.

Principles 1 and 2 yield a theory that has an
important virtue: they not only tell us that there
are nonexistent objects, they also in part tell us
what nonexistent objects there are, and they tell
us what properties they have. Nuclear properties
anyway, which brings us to the following point:

Not all predicates can stand for nuclear properties.

Referring to Nonexistent Objects

Take “exists.” In the theory I've sketched, if we
allowed “exists” to stand for a nuclear property,
there would be trouble. Because, suppose it did
stand for a nuclear property, existence. Now con-
sider this set of properties:

{goldenness, mountainhood, existence}

If existence were a nuclear property, then there
would be an object correlated with this set of prop-
erties; call it “the existent gold mountain.” Then
the existent gold mountain would turn out to have
the property existence; that is, the existent gold
mountain would exist. But that’s just false.

Initially we were troubled by there being a gold
mountain; Meinong placated us by pointing out
that it’s only an unreal object, it doesn’t exist. But
in the case of the existent gold mountain, this option
doesn’t seem open. Conclusion: “exists,” at least as
it is used above, does not stand for a nuclear prop-
erty. I'll call “exists” an extranuclear predicate, and
in general I’ll divide predicates into two categories,
those which stand for nuclear properties, which I’ll
call nuclear predicates, and the others, which I’ll
call extranuclear.

Which are which? First, here are some examples:

NUCLEAR PREDICATES:
“is blue,” “is tall,” “kicked Socrates,” “‘was
kicked by Socrates,” “kicked somebody,” “is
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golden,” “is a mountain,” . ..

EXTRANUCLEAR PREDICATES:

Ontological:  “exists,” “is mythical,” “is
fictional,” . ..

Modal: “is possible,” “is impossible,” . ..

Intentional:  “is thought about by Meinong,” “is
worshipped by someone,” ...

Technical: “is complete,” . ..

T’d like to emphasize that this division of pre-
dicates into nuclear and extranuclear is not peculiar
to Meinong at all, it’s an old and familiar one.
People like Frege and Russell distinguish predic-
ates that stand for properties of individuals from
those that don’t. The extranuclear predicates listed
above are mostly ones that Frege and Russell have
been telling us all along do not stand for properties
of individuals. For example, is “‘exists” a predicate?
Some people say flatly “no.” Frege tells us that it is
a predicate, but not a predicate of individuals; it’s a
higher-order predicate, a predicate of concepts.
Likewise, we all know that ““is possible” is either
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not a predicate at all, or it’s a predicate not of
individuals but of propositions or sentences. With
the intentional predicates we're not sure what to
say, but we are sure that there’s trouble in suppos-
ing them to be properties of individuals.

Our historical situation yields a very rough kind
of decision procedure for telling whether a predic-
ate is nuclear or extranuclear. It’s this: if everyone
agrees that the predicate stands for an ordinary
property of individuals, then it’s a nuclear predic-
ate, and it stands for a nuclear property. On the
other hand, if everyone agrees that it doesn’t stand
for an ordinary property of individuals (for what-
ever reason), or if there’s a history of controversy
about whether it stands for a property of indi-
viduals, then it’s an extranuclear predicate, and
it does not stand for a nuclear property.

Of course, this “decision procedure” is a very
imperfect one. Probably its main virtue is to give us
enough clear cases of nuclear and extranuclear pre-
dicates for us to develop an intuitive feel for the
distinction, so that we can readily classify new
cases. I find that I have such a feel, and that other
people pick it up quite readily, and even those who
are skeptical about the viability of the distinction
seem to agree about which predicates are supposed
to be which.

The theory itself will help by putting severe
constraints on what can be nuclear. For example,
it is a thesis of the theory that no nuclear property,
F, satisfies:

(3X) (X is a set of nuclear properties & F ¢ X
& (x) (x has every member of X D x has F)).

This is because if Fis nuclear and F ¢ X, then the
object which has exactly those nuclear properties in
X has every member of X without having F. For
similar reasons, no nuclear property, F, satisfies:

(3X) (X is a set of nuclear properties & F € X
& (x) (x has every member of X D «x lacks F)).

If we make some minimal assumptions about
nuclear properties, then these principles will show
that lots of properties are extranuclear. For ex-
ample, suppose that we assume the following to
be nuclear: being a unicorn, being a ball bearing,
being round, being square. Then we can show that
all of the paradigm extranuclear predicates listed
above are indeed extranuclear. For example, for
F = existence, pick as X the unit set of being a
unicorn. Every object that has every member of X,

i.e., every object that is a unicorn, lacks existence.
So existence is extranuclear. For each of the fol-
lowing choices of F, the corresponding choice of X
can be used in one of the above theses to show that
F is extranuclear:®

F X

is mythical, is fictional {is a ball bearing}

is possible, is impossible  {is round, is square}

is thought about by {p: Jimmy Carter has
Meinong 2}

is worshipped by someone {is a ball bearing}

is complete {p: Madame Curie

has p}

Part 3: Singular Terms

Now let me turn to singular terms, specifically
definite descriptions and proper names. Ideally I
would discuss these within the context of ordinary
language, but I find it too complicated to say any-
thing both precise and general and brief in that
context. So instead I’ll talk about a certain artificial
language, one that’s designed to allow us a lot of
talk about objects. The language will look very
much like the predicate calculus, and that’s good,
because we all know how to symbolize lots of
English in that language. There are problems
here, of course; for example, whether the English
“4f ...then...” means the same as the material
conditional. But most of my examples will deal
with atomic sentences, so we can avoid many of
these issues.

In fact, to avoid complexity, I'll just talk about
the monadic part of the language.” Here’s what it
looks like:

We have nuclear predicates: PN, QN, RN ..
they are supposed to stand for nuclear properties.

We have extranuclear predicates: PP, QF
RE, ..., and they are supposed to stand for extra-
nuclear properties.

And we have object names and object variables:
a, b, ¢ ... x Y, z,... these are supposed to stand
for objects.

I’ve called 4, b, ,. .. object “names,” but don’t
take that too seriously because I really don’t think
that they behave very much like English proper
names (one reason is that they’re not allowed to
lack reference, like Russellian “logically proper
names”). In fact, eventually I won’t use them at
all; they’re just a temporary expedient to help out
in my exposition.



We make sentences as in the predicate calculus.
For example, suppose that

DV stands for being a detective,
EE stands for existing, and
s stands for Sherlock Holmes.

Then we can write:

DVs for “Holmes is a detective” (which is true), and
EEs for “Holmes exists” (which is false).

I suppose that we also have some connectives, so
that we can write things like: (D"Vs & ~ EEs), mean-
ing that Sherlock Holmes is a detective who doesn’t
exist. And this is a truth of the simplest sort; the
name, s, refers to Sherlock Holmes, and we say of
him, of that object, that he’s a detective and that he
doesn’t exist.

Quantifiers are nice to have too, so I'll suppose
we have quantifiers. They range over objects, all
objects of course, not just the ones that exist. So we
can truly say things like: (3x)(DVx & Efx) &
(3x) (DVx & ~ EEx), that is, “some detectives
exist, and some don’t.”

Now a certain amount of care is needed in sym-
bolizing English here. For sometimes we don’t say
literally quite all that we mean. For example, for-
getting nonexistent objects for the moment, if I tell
someone “Every dish is broken,” it would be
wrong to symbolize this as (x) (Dx D Bx); because
that says that every dish in the universe is broken,
and I certainly didn’t mean that. I only had certain
dishes in mind. We can capture this by using a
special predicate to symbolize my use of ‘“‘dish,”
or else we can display what’s going on by *“‘expand-
ing” the symbolization, something like this:
{x) (Dx & Ox D Bx, which says “Every dish that
we own is broken.” Now we sometimes have to do
something like this with respect to existence. For
example, we are sometimes inclined to say “There
are winged horses (Pegasus for example),” and this
is easy to symbolize; it’s: (Fx)(WVNx & HVx). But
we're also sometimes inclined to say ‘“There are no
winged horses,” and I don’t think that we then
contradict what we said earlier. We use the same
words, but we mean something different. We
mean, I suppose, that there are no existent winged
horses: ~ (Jx)(Efx & WNx & HVx).

Well now let me turn to definite descriptions.
I’'m going to write them just like everybody else,
namely, if you have a formula, {}, then you can put
an (v in front of it like this: (tx)(, and you read it
‘the thing such that §),” or words to this effect. For
example, you read:
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(ex)(Wx & Hx)
as “‘the thing such that it’s winged and it’s a horse,”
or just “the winged horse.” And my semantical
account of these definite descriptions is pretty
ordinary: (tx)@ refers to the unique object that
satisfies {, if there is one, and otherwise (1x)0 just
doesn’t refer at all.

Now we can make sentences with these things,
and I’m going to do something just slightly
unorthodox here — it’s really just heuristic and
not a matter of logic or semantics at all — but I
want to put definite descriptions in frent of the
predicates they combine with, as we do it in Eng-
lish. So if we want to write ‘““The man in the door-
way is clever,” we can write:

(o) (MY x & IV x)CN.

Now actually that isn’t the way I’d be inclined to
symbolize that English sentence if someone used it
in an ordinary real-life situation. Because, if you
remember how big our ontology is, you’ll realize
that there are /ots of men in the doorway — and this
is partly in answer to Quine’s worries about what
he called “the possible man in the doorway”;®
there’s no such thing as the possible man in the
doorway, because there are lots of men there.
There are fat men in the doorway, skinny ones,
bald ones, and so on. But probably if I say, in real
life, ““The man in the doorway is clever,” I’m not
talking about, them — they’re all nonexistent men,
and I’m talking about an existing one. So the right
way to symbolize the most natural use of the sen-
tence is like we did with the winged horses earlier,
namely:

() (MY x & IV & EEx)CV

that is, “The existing man in the doorway is cle-
ver,” but I don’t say “existing” when I talk, because
content makes it clear that that’s what I mean. And
now if I’'m lucky, my definite description will refer
to someone, and that will happen if there’s an
existing man there, and if he’s alone there (except
for the unreal men who are there). And then maybe
what I say will be true. When will it be true? Well
this much is clear: if (1x)0 refers to an object, then a
sentence of the form (wx)PF will be true if the
object referred to has property F, and false if it
lacks property F. (It doesn’t matter here whether F
is nuclear or extranuclear.) But what if the definite
description fails to refer? Well, for sure the



Terence Parsons

sentence is untrue, but is it untrue because it’s
false, or untrue because it lacks truth-value alto-
gether? Oh, I don’t know. The data doesn’t seem to
tell us. I’ve said that the linguistic data tell us this:
that if we believe that “the 0 fails to refer, and if
someone asks us whether the @) is F, then we gen-
erally regard the question as spurious; we won’t
answer it. But there are two ways this might be
explained. First, maybe simple sentences with non-
referring definite descriptions lack truth-value;
that would explain why the question is spurious —
it has no true or false answer. But maybe instead of
lacking truth-value such sentences are false, auto-
matically false, because of the failure of reference.
Then literally the question has an answer — the
answer is “no” — but the speaker will be reluctant
to say this, for fear of encouraging the impression
that the () has some property incompatible with F.
In the first conversation I gave you, maybe speaker
A won’t say ‘no’ when speaker B asks if the man in
the doorway looks like A’s department chairman
for fear of conveying the impression that the man
in the doorway looks different from his department
chairman. If this explanation were correct, it would
be OK for A to precede his answer with the word
“no,” just as long as he went on to explain that
there was no such man. And I think it would be
natural for him to do this, but that doesn’t show he
thinks there literally 4s an answer to B’s question,
because we often say “no” just as a kind of general-
ized protest reaction.

So I don’t know what the right thing is to say
here, but for present purposes I think I can remain
neutral on this issue. So let me just stick with
saying that when (.x)0 fails to refer, then (cx)0F
is automatically untrue, without committing
myself to which sort of untruth is in question.
And that’s really all I need to illustrate how failing
to refer is different from referring to something
nonexistent, because, for example, we can truly
say that the fictional detective who lived at 221B
Baker Street was clever, but we can’t ever say truly
that the man in the doorway (i.e., the existing man
in the doorway) is clever, when there exists no man
in the doorway. (We can’t even truly say that “he”
is a man.)

Before moving on to names, I should say one
more thing about descriptions. Suppose that we
have in our language some verbs of propositional
attitude, such as believes or wonders whether. Then,
as lots of people have pointed out, a sentence like:

Agatha believes the tallest spy is a spy

is ambiguous. It has a de dicto reading, which can be
symbolized:

aB{(wx)}S}

where (1x)0 stands for “the tallest spy” (I don’t
really have the resources in this monadic fragment
to represent the superlative construction, so just
suppose it’s done somehow). But the sentence also
has a de re reading; Agatha believes of the tallest spy
that he or she is a spy. So how is this to be written?
Well, I’ll use a technique here that Ron Scales has
made much of.® First, we use abstraction to sym-
bolize the de re property of being believed by
Agatha to be a spy:

[AxaB{Sx}|

and then we say that the tallest spy has that prop-
erty:

(ex)B[AxaB{Sx}].

This gives us the effect of descriptions having
scope, but without forcing us to consider them to
be incomplete symbols. And that in turn lets us
solve one of Russell’s problems, a problem that
Russell himself failed to solve; namely, we can
symbolize the de dicto reading of “George IV won-
dered whether the author of Waverley was such-
and-such” as:

g wondered whether {(:x) (x authored Waver-
ley) was such-and-such}

without insisting that this means the same as
“George IV wondered whether one and only one
person authored Waverley”, and was such-and-
such.’1?

Finally, what about proper names? Let me sym-
bolize them with capital letters: 4, B,C, ..., and
put them in sentences in the same places where
definite descriptions go, just as in English. So we
write “Pegasus flies” just as PF. Semantically,
some names refer, and some don’t; of those that
refer, some refer to existing objects, and some to
nonexistent objects. The rest of their semantics is
just like definite descriptions.

Now I want to deny some of the popular things
that have been said recently about proper names.
Well first I'll say (I’ve already said) that, contrary
to popular opinion, names like “Pegasus” and
“Sherlock Holmes” do refer; they refer to non-



existent objects. The former refers to a certain
winged horse that appears in Greek mythology,
and the latter to a certain fictional detective.

My second denial: T deny that whether or not a
name refers depends on whether our use of it can
be traced back by means of a causal chain to some-
thing like a dubbing that takes place in the presence
of its referent. I'm denying a popular version of the
causal theory of names. Though in fact I think that
the causal theory may come very close to being
right in these cases; it only makes a small mistake
(maybe) that isn’t really relevant to the spirit of the
theory. The mistake is to suppose that the referent
of a name must itself be a causal agent in the chain.
I don’t think that’s right even in the case of certain
existing things. For example, the novel The Wind in
the Willows has a certain name (namely, “The Wind
in the Willows”); but if we trace back our present
use of that name causally, we don’t come to the
novel, but rather to a copy of the novel. The novel
itself is not a physical object, and doesn’t enter into
causal relations. But coming to a copy of the novel
is good enough; we need one more link in the chain,
but it’s not a causal one; rather it consists of some-
thing like exemplification, or tokening. I think that
reference to Sherlock Holmes is like this. We trace
the name back causally to the Conan Doyle novels,
but then instead of encountering what Keith Don-
nellan!! calls a “block,” which is sort of like a break
in the chain, we make one more non-causal step to
Sherlock Holmes.'? If we couldn’t reach Holmes
through the novels in this way, probably we
couldn’t refer to him.

Third, T have heard some people recently say
that proper names do not manifest de re/de dicto
ambiguities. This is thought to follow from the
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claim that they are rigid designators. But it doesn’t
follow. A rigid designator is a name that names the
same object in every possible world. But all that
follows from this is that proper names do not
manifest de re/ de dicto ambiguities with respect to
modal operators. It says nothing about what they
do in the presence of, say, epistemic words. Agatha
can believe de dicto that Plato is a famous philoso-
pher without having any de re beliefs about Plato at
all. Conversely, she can believe of Tully (i.e., de re)
that he did such and such without believing de dicto
that Tully did such and such.

Lastly, I want to say that proper names have
sense. Or at least they’re as good candidates for
having sense as any other kind of word in our
language. Their having sense would explain how
it’s possible for Agatha to believe (de dicto) that
Cicero did such and such without her believing
(again de dicto) that Tully did. The reason people
have thought that proper names lacked sense is that
they seem to think that if proper names do have
sense, then they must be synonymous with certain
definite descriptions. But there’s no good reason to
think this, any more than you should think that if
definite descriptions have sense, then they must be
synonymous with certain names. I know that both
Frege and Russell suggested this — that names are
synonymous with descriptions — and recently this
has been rejected. And the view that names have
sense has been maligned by being associated with
this view. But it’s a classic case of guilt by associa-
tion. I think that people have failed to notice
the need for senses because of their preoccupation
with modalities, and the view that names are rigid
designators.

Meinong and Leibniz,” Nous 12 (1978), pp. 147-51.
A more comprehensive treatment is being developed
in a book entitled Nonexistent Objects (New Haven:
Yale University Press, 1980), hereafter NO. In none
of these works are objects taken to be sets of properties.

2 Many of Meinong’s views can be found in A. Mei-
nong, “The theory of objects,” in R. Chisholm (ed.)
Realism and the Background of Phenomenology (Glen-
coe, Ill.: Free Press, 1960), and in J. Findlay, Me:-
nong’s Theory of Objects and Values (Oxford:
Clarendon Press, 1963). For purposes of comparing
my views with Meinong’s, interpret my “exists” as
his “exists or subsists”.

3 Cf. MAFO and NO, 3 and 7.
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4 Perhaps for this reason I shouldn’t use the term
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“negation,” but should use something like “comple-
ment.” It isn’t certain that “the” negation of p is
unique, but the discussion of incomplete objects in
the text doesn’t suffer from this. Cf. NO, chs 5 and 6.
Many other notions may have an equal right to the
title “possible.” E.g., we might want to reserve the
term for objects which are both possible in the sense
defined and also complete. Or we might use it to
denote those objects which are such that they might
have existed (in a de re sense of “might have”). Cf.
NO, chs I and 5.

By ““is mythical” I mean “occurs in an actual myth”;
similarly for “is fictional.” For certain of the predi-
cates we might have to appeal to the stronger, mod-
alized principle:

(3X) (X is a set of nuclear properties & F ¢ X &
possibly (x) (x has every member of X D «x lacks
Fy).

B=l

10

11

12

Ultimately the distinction between nuclear and extra-
nuclear properties should gain viability by being
incorporated into a general theory of objects and
properties; that is the task of most of NO.

Relations are very important; they, together with the
other constructions discussed below in the text, are
developed throughout NO.

In W. V. Quine, From a Logical Point of View (New
York: Harper & Row, 1961), p. 4.

R. Scales, “Attribution and existence” (Ph.D. diss.,
University of California, Irvine, 1969).

Cf. L. Linsky, Referring (London: Routledge and
Kegan Paul, 1967).

K. Donnellan, “Speaking of nothing,” Phtlvsophical
Review 83 (1974), pp. 3-32, sect. 6.

The nature of the noncausal step from the story to
Sherlock Holmes is discussed tersely in MAFO and in
somewhat more detail in NO, ch. 7.



W. V. Quine

I listened to Dewey on Art as Experience when I
was a graduate student in the spring of 1931.
Dewey was then at Harvard as the first William
James Lecturer. I am proud now to be at Columbia
as the first John Dewey Lecturer.

Philosophically I am bound to Dewey by the
naturalism that dominated his last three decades.
With Dewey I hold that knowledge, mind, and
meaning are part of the same world that they have
to do with, and that they are to be studied in the
same empirical spirit that animates natural science.
There is no place for a prior philosophy.

When a naturalistic philosopher addresses him-
self to the philosophy of mind, he is apt to talk of
language. Meanings are, first and foremost, mean-
ings of language. Language is a social art which we
all acquire on the evidence solely of other people’s
overt behavior under publicly recognizable circum-
stances. Meanings, therefore, those very models of
mental entities, end up as grist for the behaviorist’s
mill. Dewey was explicit on the point: “Meaning
.. .1is not a psychic existence; it is primarily a prop~-
erty of behavior.”!

Once we appreciate the institution of language in
these terms, we see that there cannot be, in any
useful sense, a private language. This point was

Originally published in W.V. Quine Ontological Relativity
and other Essays (1969), pp. 26—68. Copyright © by
W. V. Quine. Reprinted by permission of Columbia Uni-
versity Press.

stressed by Dewey in the twenties. “Soliloquy,”
he wrote, ‘“is the product and reflex of converse
with others.”? Further along he expanded the point
thus: “Language is specifically a mode of interac-
tion of at least two beings, a speaker and a hearer; it
presupposes an organized group to which these
creatures belong, and from whom they have
acquired their habits of speech. It is therefore a
mlationship.”3 Years later, Wittgenstein likewise
rejected private language. When Dewey was writ-
ing in this naturalistic vein, Wittgenstein still held
his copy theory of language.

The copy theory in its various forms stands
closer to the main philosophical tradition, and to
the attitude of common sense today. Uncritical
semantics is the myth of a museum in which the
exhibits are meanings and the words are labels. To
switch languages is to change the labels. Now the
naturalist’s primary objection to this view is not an
objection to meanings on account of their being
mental entities, though that could be objection
enough. The primary objection persists even if we
take the labeled exhibits not as mental ideas but as
Platonic ideas or even as the denoted concrete
objects. Semantics is vitiated by a pernicious ment-
alism as long as we regard a man’s semantics as
somehow determinate in his mind beyond what
might be implicit in his dispositions to overt behav-
ior. Tt is the very facts about meaning, not the
entities meant, that must be construed in terms of
behavior.

There are two parts to knowing a word. One part
is being familiar with the sound of it and being able
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to reproduce it. This part, the phonetic part, is
achieved by observing and imitating other people’s
behavior, and there are no important illusions
about the process. The other part, the semantic
part, is knowing how to use the word. This part,
even in the paradigm case, is more complex than
the phonetic part. The word refers, in the para-
digm case, to some visible object. The learner has
now not only to learn the word phonetically, by
hearing it from another speaker; he also has to see
the object; and in addition to this, in order to
capture the relevance of the object to the word, he
has to see that the speaker also sees the object.
Dewey summed up the point thus: “The character-
istic theory about B’s understanding of A’s sounds
is that he responds to the thing from the standpoint
of A.”* Each of us, as he learns his language, is a
student of his neighbor’s behavior; and conversely,
insofar as his tries are approved or corrected, heis a
subject of his neighbor’s behavioral study.

The semantic part of learning a word is more
complex than the phonetic part, therefore, even in
simple cases: we have to see what is stimulating the
other speaker. In the case of words not directly
ascribing observable traits to things, the learning
process is increasingly complex and obscure; and
obscurity is the breeding place of mentalistic
semantics. What the naturalist insists on is that,
even in the complex and obscure parts of language
learning, the learner has no data to work with but
the overt behavior of other speakers.

When with Dewey we turn thus toward a natur-
alistic view of language and a behavioral view of
meaning, what we give up is not just the museum
figure of speech. We give up an assurance of deter-
minacy. Seen according to the museum myth, the
words and sentences of a language have their deter-
minate meanings. To discover the meanings of the
native’s words, we may have to observe his behav-
ior, but still the meanings of the words are sup-
posed to be determinate in the native’s mind, his
mental museum, even in cases where behavioral
criteria are powerless to discover them for us.
When on the other hand we recognize with
Dewey that “meaning...is primarily a property
of behavior,” we recognize that there are no mean-
ings, nor likenesses nor distinctions of meaning,
beyond what are implicit in people’s dispositions
to overt behavior. For naturalism the question
whether two expressions are alike or unlike in
meaning has no determinate answer, known or
unknown, except insofar as the answer is settled
in principle by people’s speech dispositions, known

or unknown. If by these standards there are inde-
terminate cases, so much the worse for the termi-
nology of meaning and likeness of meaning.

To see what such indeterminacy would be like,
suppose there were an expression in a remote lan-
guage that could be translated into English equally
defensibly in either of two ways, unlike in meaning
in English. I am not speaking of ambiguity within
the native language. I am supposing that one and
the same native use of the expression can be given
either of the English translations, each being
accommodated by compensating adjustments in
the translation of other words. Suppose both trans-
lations, along with these accommodations in each
case, accord equally well with all observable beha-
vior on the part of speakers of the remote language
and speakers of English. Suppose they accord per-
fectly not only with behavior actually observed, but
with all dispositions to behavior on the part of all
the speakers concerned. On these assumptions it
would be forever impossible to know of one of these
translations that it was the right one, and the other
wrong. Still, if the museum myth were true, there
would be a right and wrong of the matter; it is just
that we would never know, not having access to the
museum. See language naturalistically, on the
other hand, and you have to see the notion of
likeness of meaning in such a case simply as non-
sense.

I have been keeping to the hypothetical. Turning
now to examples, let me begin with a disappointing
one and work up. In the French construction
“ne...rien” you can translate “rien” into English
as “anything’ or as “nothing” at will, and then
accommodate your choice by translating “ne” as
“not” or by construing it as pleonastic. This ex~
ample is disappointing because you can object that
I have merely cut the French units too small. You
can believe the mentalistic myth of the meaning
museum and still grant that “rien” of itself has no
meaning, being no whole label; it is part of
“ne. . .rien,” which has its meaning as a whole.

I began with this disappointing example because
I think its conspicuous trait — its dependence on
cutting language into segments too short to carry
meanings — is the secret of the more serious cases as
well. What makes other cases more serious is that
the segments they involve are seriously long: long
enough to be predicates and to be true of things and
hence, you would think, to carry meanings.

An artificial example which 1 have used else-
where® depends on the fact that a whole rabbit is



present when and only when an undetached part of
a rabbit is present; also when and only when a
temporal stage of a rabbit is present. If we are
wondering whether to translate a native expression
“gavagai” as ‘“‘rabbit” or as “undetached rabbit
part” or as “rabbit stage,” we can never settle the
matter simply by ostenston — that is; simply by
repeatedly querying the expression “gavagai” for
the native’s assent or dissent in the presence of
assorted stimulations.

Before going on to urge that we cannot settle the
matter by non-ostensive means either, let me bela-
bor this ostensive predicament a bit. I am not
worrying, as Wittgenstein did, about simple cases
of ostension. The color word “‘sepia,” to take one of
his examples,® can certainly be learned by an ordin-
ary process of conditioning, or induction. One need
not even be told that sepia is a color and not a shape
or a material or an article. True, barring such hints,
many lessons may be needed, so as to eliminate
wrong generalizations based on shape, material,
etc., rather than color, and so as to eliminate
wrong notions as to the intended boundary of an
indicated example, and so as to delimit the admis-
sible variations of color itself. Like all conditioning,
or induction, the process will depend ultimately
also on one’s own inborn propensity to find one
stimulation qualitatively more akin to a second
stimulation than to a third; otherwise there can
never be any selective reinforcement and extinction
of responses.” Still, in principle nothing more is
needed in learning “sepia® than in any condition-
ing or induction.

But the big difference between “rabbit” and
““sepia” is that whereas “sepia” is a mass term like
“water,” “rabbit” is a term of divided reference. As
such it cannot be mastered without mastering its
principle of individuation: where one rabbit leaves
off and another begins. And this cannot be mas-
tered by pure ostension, however persistent.

Such is the quandary over “‘gavagai”: where one
gavagai leaves off and another begins. The only
difference between rabbits, undetached rabbit
parts, and rabbit stages is in their individuation.
If you take the total scattered portion of the spatio-
temporal world that is made up of rabbits, and that
which is made up of undetached rabbit parts, and
that which is made up of rabbit stages, you come
out with the same scattered portion of the world
each of the three times. The only difference is in
how you slice it. And how to slice it is what osten-
sion or simple conditioning, however persistently
repeated, cannot teach.

Ontological Relativity

Thus consider specifically the problem of decid-
ing between ‘“rabbit” and ‘“‘undetached rabbit
part” as translation of “gavagai.” No word of the
native language is known, except that we have
settled on some working hypothesis as to what
native words or gestures to construe as assent and
dissent in response to our pointings and queryings.
Now the trouble is that whenever we point to
different parts of the rabbit, even sometimes
screening the rest of the rabbit, we are pointing
also each time to the rabbit. When, conversely, we
indicate the whole rabbit with a sweeping gesture,
we are still pointing to a multitude of rabbit parts.
And note that we do not have even a native analo-
gue of our plural ending to exploit, in asking “‘gava-
gai?” It seems clear that no even tentative decision
between “rabbit” and “‘undetached rabbit part” is
to be sought at this level.

How would we finally decide? My passing men~
tion of plural endings is part of the answer. Our
individuating of terms of divided reference, in
English, is bound up with a cluster of interrelated
grammatical particles and constructions: plural
endings, pronouns, numerals, the *‘is” of identity,
and its adaptations “‘same” and “other.” It is the
cluster of interrelated devices in which quantifica-
tion becomes central when the regimentation of
symbolic logic is imposed. If in his language we
could ask the native “Is this gavaga: the same as
that one?” while making appropriate multiple
ostensions, then indeed we would be well on our
way to deciding between “rabbit,” “undetached
rabbit part,” and “rabbit stage.” And of course
the linguist does at length reach the point where
he can ask what purports to be that question. He
develops a system for translating our pluralizations,
pronouns, numerals, identity, and related devices
contextually into the native idiom. He develops
such a system by abstraction and hypothesis. He
abstracts native particles and constructions from
observed native sentences and tries associating
these variously with English particles and con-
structions. Insofar as the native sentences and the
thus associated English ones seem to match up in
respect of appropriate occasions of use, the linguist
feels confirmed in these hypotheses of translation —
what I call analytical hypotheses.t

But it seems that this method, though laudable
in practice and the best we can hope for, does not in
principle settle the indeterminancy between “‘rab-
bit,” “undetached rabbit part,” and “rabbit stage.”
For if one workable overall system of analytical
hypotheses provides for translating a given native
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expression into “is the same as,” perhaps another
equally workable but systematically different sys-
tem would translate that native expression rather
into something like “belongs with.” Then, when in
the native language we try to ask, “Is this gavagai
the same as that?,” we could as well be asking
“Does this gavagai belong with that?” Insofar,
the native’s assent is no objective evidence for
translating “gavagai” as “rabbit” rather than
‘“‘undetached rabbit part” or “rabbit stage.”

This artificial example shares the structure of
the trivial earlier example “ne...rien.” We were
able to translate “rien” as “anything” or as “noth-
ing,” thanks to a compensatory adjustment in the
handling of “ne.” And I suggest that we can trans-
late “gavagai” as “rabbit” or “undetached rabbit
part” or “rabbit stage,” thanks to compensatory
adjustments in the translation of accompanying
native locutions. Other adjustments still might
accommodate translation of ‘“‘gavagai” as “rabbit-
hood,” or in further ways. I find this plausible
because of the broadly structural and contextual
character of any considerations that could guide
us to native translations of the English cluster of
interrelated devices of individuation. There seem
bound to be systematically very different choices,
all of which do justice to all dispositions to verbal
behaviour on the part of all concerned.

An actual field linguist would of course be sen-
sible enough to equate “gavagai” with “rabbit,”
dismissing such perverse alternatives as ‘“‘unde-
tached rabbit part” and “rabbit stage” out of
hand. This sensible choice and others like it would
help in turn to determine his subsequent hypoth-
eses as to what native locutions should answer to the
English apparatus of individuation, and thus every-
thing would come out all right. The implicit maxim
guiding his choice of “rabbit,” and similar choices
for other native words, is that an enduring and
relatively homogeneous object, moving as a whole
against a contrasting background, is a likely refer-
ence for a short expression. If he were to become
conscious of this maxim, he might celebrate it as
one of the linguistic universals, or traits of all
languages, and he would have no trouble pointing
out its psychological plausibility. But he would be
wrong; the maxim is his own imposition, toward
settling what is objectively indeterminate. It is a
very sensible imposition, and I would recommend
no other. But I am making a philosophical point.

It is philosophically interesting, moreover, that
what is indeterminate in this artificial example is
not just meaning, but extension; reference. My

remarks on indeterminacy began as a challenge to
likeness of meaning. I had us imagining ‘“an
expression that could be translated into English
equally defensibly in either of two ways, unlike in
meaning in English.” Certainly likeness of mean-
ing is a dim notion, repeatedly challenged. Of two
predicates which are alike in extension, it has never
been clear when to say that they are alike in mean-
ing and when not; it is the old matter of featherless
bipeds and rational animals, or of equiangular and
equilateral triangles. Reference, extension, has
been the firm thing; meaning, intension, the
infirm. The indeterminacy of translation now con-
fronting us, however, cuts across extension and
intension alike. The terms “rabbit,” “undetached
rabbit part,” and “‘rabbit stage’ differ not only in
meaning; they are true of different things. Refer-
ence itself proves behaviorally inscrutable.

Within the parochial limits of our own language,
we can continue as always to find extensional talk
clearer than intensional. For the indeterminacy
between ‘“‘rabbit,” “rabbit stage,” and the rest
depended only on a correlative indeterminacy of
translation of the English apparatus of individua-
tion — the apparatus of pronouns, pluralization,
identity, numerals, and so on. No such indetermi-
nacy obtrudes so long as we think of this apparatus
as given and fixed. Given this apparatus, there is no
mystery about extension; terms have the same
extension when true of the same things. At the
level of radical translation, on the other hand,
extension itself goes inscrutable.

My example of rabbits and their parts and stages
is a contrived example and a perverse one, with
which, as I said, the practicing linguist would have
no patience. But there are also cases, less bizarre
ones, that obtrude in practice. In Japanese there
are certain particles, called “classifiers,” which
may be explained in either of two ways. Commonly
they are explained as attaching to numerals, to form
compound numerals of distinctive styles. Thus
take the numeral for 5. If you attach one classifier
to it, you get a style of ‘‘5” suitable for counting
animals; if you attach a different classifier, you get a
style of “5” suitable for counting slim things like
pencils and chopsticks; and so on. But another way
of viewing classifiers is to view them not as consti-
tuting part of the numeral, but as constituting part
of the term — the term for “chopsticks” or “oxen”
or whatever. On this view the classifier does the
individuative job that is done in English by “sticks
of ” as applied to the mass term “wood,” or “head
of ” as applied to the mass term “cattle.”



What we have on either view is a Japanese phrase
tantamount say to “five oxen,” but consisting of
three words;’ the first is in effect the neutral
numeral “5,” the second is a classifier of the animal
kind, and the last corresponds in some fashion to
“ox.” On one view the neutral numeral and the
classifier go together to constitute a declined
numeral in the “‘animal gender,”” which then modi-
fies “‘ox” to give, in effect, “‘five oxen.” On the other
view the third Japanese word answers not to the
individuative term “ox” but to the mass term “‘cat-
tle”; the classifier applies to this mass term to pro-
duce a composite individuative term, in effect ‘““head
of cattle’’; and the neutral numeral applies directly
to all this without benefit of gender, giving “five
head of cattle,” hence again in effect “five oxen.”

If so simple an example is to serve its expository
purpose, it needs your connivance. You have to
understand “cattle” as a mass term covering only
bovines, and “ox” as applying to all bovines. That
these usages are not the invariable usages is beside
the point. The point is that the Japanese phrase
comes outas “five bovines,” as desired, when parsed
in either of two ways. The one way treats the third
Japanese word as an individuative term true of each
bovine, and the other way treats that word rather as
a mass term covering the unindividuated totality of
beef on the hoof. These are two very different ways
of treating the third Japanese word; and the three-
word phrase as a whole turns out all right in both
cases only because of compensatory differences in
our account of the second word, the classifier.

This example is reminiscent in a way of our
trivial initial example, “ne...rien.”” We were able
to represent ‘“‘rien”” as “anything” or as “nothing,”
by compensatorily taking ‘“ne” as negative or as
vacuous. We are able now to represent a Japanese
word either as an individuative term for bovines or
as a mass term for live beef, by compensatorily
taking the classifer as declining the numeral or as
individuating the mass term. However, the trivial-
ity of the one example does not quite carry over to
the other. The early example was dismissed on the
ground that we had cut too small; “rien” was to
short for significant translation on its own, “and
‘ne...rien” was the significant unit. But you can-
not dismiss the Japanese example by saying that the
third word was too short for significant translation
on its own and that only the whole three-word
phrase, tantamount to “five oxen,” was the signifi-
cant unit. You cannot take this line unless you are
prepared to call a word too short for significant
translation even when it is long enough to be a
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term and carry denotation. For the third Japanese
word is, on either approach, a term: on one
approach a term of divided reference, and on the
other a mass term. If you are indeed prepared thus
to call a word too short for significant translation
even when it is a denoting term, then in a back-
handed way you are granting what I wanted to
prove: the inscrutability of reference.

Between the two accounts of Japanese classifiers
there is no question of right and wrong. The one
account makes for more efficient translation into
idiomatic English; the other makes for more of a
feeling for the Japanese idiom. Both fit all verbal
behavior equally well. All whole sentences, and
even component phrases like “five oxen,” admit
of the same net overall English translations on
either account. This much is invariant. But what
is philosophically interesting is that the reference
or extension of shorter terms can fail to be invar-
iant. Whether that third Japanese word is itself true
of each ox, or whether on the other hand it is a mass
term which needs to be adjoined to the classifier to
make a term which is true of each ox — here is a
question that remains undecided by the totality of
human dispositions to verbal behavior. It is inde-
terminate in principle; there is no fact of the mat-
ter. Either answer can be accommodated by an
account of the classifier. Here again, then, is the
inscrutability of reference — illustrated this time by
a humdrum point of practical translation.

The inscrutability of reference can be brought
closer to home by considering the word “‘alpha,” or
again the word “green.” In our use of these words
and others like them there is a systematic ambigu-
ity. Sometimes we use such words as concrete
general terms, as when we say the grass is green,
or that some inscription begins with an alpha.
Sometimes, on the other hand, we use them as
abstract singular terms, as when we say that green
is a color and alpha is a letter. Such ambiguity is
encouraged by the fact that there is nothing in
ostension to distinguish the two uses. The pointing
that would be done in teaching the concrete general
term “green” or “alpha” differs none from the
pointing that would be done in teaching the
abstract singular term ‘“‘green” or “alpha.” Yet
the objects referred to by the word are very differ-
ent under the two uses; under the one use the word
is true of many concrete objects, and under the
other use it names a single abstract object.

We can of course tell the two uses apart by seeing
how the word turns up in sentences: whether it
takes an indefinite article, whether it takes a plural
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ending, whether it stands as singular subject,
whether it stands as modifier, as predicate comple-
ment, and so on. But these criteria appeal to our
special English grammatical constructions and par-
ticles, our special English apparatus of individu-
ation, which, I already urged, is itself subject to
indeterminacy of translation. So, from the point of
view of translation into a remote language, the
distinction between a concrete general and an
abstract singular term is in the same predicament
as the distinction between “rabbit,” “rabbit part,”
and “rabbit stage.” Here then is another example
of the inscrutability of reference, since the differ-
ence between the concrete general and the abstract
singular is a difference in the objects referred to.

Incidentally we can concede this much indeter-
minacy also to the “sepia” example, after all. But
this move is not evidently what was worrying Witt-
genstein,

The ostensive indistinguishability of the abstract
singular from the concrete general turns upon what
may be called “deferred ostension,” as opposed to
direct ostension. First let me define direct osten~
sion. The ostended point, as 1 shall call it, is the point
where the line of the pointing finger first meets an
opaque surface. What characterizes direct ostension,
then, is that the term which is being ostensively
explained is true of something that contains the
ostended point. Even such direct ostension has its
uncertainties, of course, and these are familiar.
There is the question how wide an environment
of the ostended point is meant to be covered by the
term that is being ostensively explained. There is
the question how considerably an absent thing or
substance might be allowed to differ from what is
now ostended, and still be covered by the term that
is now being ostensively explained. Both of these
questions can in principle be settled as well as need
be by induction from multiple ostensions. Also, if
the term is a term of divided reference like “apple,”
there is the question of individuation: the question
where one of its objects leaves off and another
begins. This can be settled by induction from multi-
ple ostensions of a more elaborate kind, accompa-
nied by expressions like “same apple” and
“another,” if an equivalent of this English apparatus
of individuation has been settled on; otherwise the
indeterminacy persists that was illustrated by “‘rab-
bit,” “undetached rabbit part,” and “rabbit stage.”

Such, then, is the way of direct ostension. Other
ostension I call deferred. It occurs when we point at
the gauge, and not the gasoline, to show that there

is gasoline. Also it occurs when we explain the
abstract singular term ‘“green” or ‘“alpha” by
pointing at grass or a Greek inscription. Such
pointing is direct ostension when used to explain
the concrete general term “green” or “alpha,” but
it is deferred ostension when used to explain the
abstract singular terms; for the abstract object
which is the color green or the letter alpha does
not contain the ostended point, nor any point.

Deferred ostension occurs very naturally when,
as in the case of the gasoline gauge, we have a
correspondence in mind. Another such example is
afforded by the Godel numbering of expressions.
Thus if 7 has been assigned as Godel number of the
letter alpha, a man conscious of the Gédel number-
ing would not hesitate to say ‘“Seven” on pointing
to an inscription of the Greek letter in question.
This is, on the face of it, a doubly deferred osten-
sion: one step of deferment carries us from the
inscription to the letter as abstract object, and a
second step carries us thence to the number.

By appeal to our apparatus of individuation, if it
is available, we can distinguish between the con-
crete general and the abstract singular use of the
word “alpha”; this we saw. By appeal again to that
apparatus, and in particular to identity, we can
evidently settle also whether the word “alpha” in
its abstract singular use is being used really to name
the letter or whether, perversely, it is being used to
name the Gédel number of the letter. At any rate
we can distinguish these alternatives if also we have
located the speaker’s equivalent of the numeral “7”
to our satisfaction; for we can ask him whether
alpha is 7.

These considerations suggest that deferred
ostension adds no essential problem to those pres-
ented by direct ostension. Once we have settled
upon analytical hypotheses of translation covering
identity and the other English particles relating to
individuation, we can resolve not only the indeci-
sion between “rabbit” and “rabbit stage” and the
rest, which came of direct ostension, but also any
indecision between concrete general and abstract
singular, and any indecision between expression
and Godel number, which come of deferred osten-
sion. However, this conclusion is too sanguine.
The inscrutability of reference runs deep, and it
persists in a subtle form even if we accept identity
and the rest of the apparatus of individuation as
fixed and settled; even, indeed, if we forsake radical
translation and think only of English.

Consider the case of a thoughtful protosyntacti-
cian. He has a formalized system of first-order



proof theory, or protosyntax, whose universe com-
prises just expressions, that is, strings of signs of a
specified alphabet. Now just what sorts of things,
more specifically, are these expressions? They are
types, not tokens. So, one might suppose, each of
them is the set of all its tokens. That is, each
expression is a set of inscriptions which are var-
iously situated in space-time but are classed
together by virtue of a certain similarity in shape.
The concatenate ¥ " y of two expressions x and y,
in a given order, will be the set of all inscriptions
each of which has two parts which are tokens
respectively of x and y and follow one upon the
other in that order. But x ™ y may then be the null
set, though x and y are not null; for it may be that
inscriptions belonging to » and y happen to turn up
head to tail nowhere, in the past, present, or future.
This danger increases with the lengths of x and y.
But it is easily seen to violate a law of protosyntax
which says that v+ = z whenever x "y =2""y.

Thus it is that our thoughtful protosyntactician
will not construe the things in his universe as sets
of inscriptions. He can still take his atoms, the
single signs, as sets of inscriptions, for there is no
risk of nullity in these cases. And then, instead of
taking his strings of signs as sets of inscriptions, he
can invoke the mathematical notion of sequence
and take them as sequences of signs. A familiar
way of taking sequences, in turn, is as a mapping
of things on numbers. On this approach an expres-
sion or string of signs becomes a finite set of pairs
each of which is the pair of a sign and a number.

This account of expressions is more artificial and
more complex than one is apt to expect who simply
says he is letting his variables range over the strings
of such and such signs. Moreover, it is not the
inevitable choice; the considerations that motivated
it can be met also by alternative constructions. One
of these constructions is Godel numbering itself,
and it is temptingly simple. It uses just natural
numbers, whereas the foregoing construction
used sets of one-letter inscriptions and also natural
numbers and sets of pairs of these. How clear is it
that at just ¢#is point we have dropped expressions
in favor of numbers? What is clearer is merely that
in both constructions we were artificially devising
models to satisfy laws that expressions in an unex-
plicated sense had been meant to satisfy.

So much for expressions. Consider now the
arithmetician himself, with his elementary number
theory. His universe comprises the natural num-
bers outright. Is it clearer than the protosyntacti-
cian’s? What, after all, is a natural number? There
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are Frege’s version, Zermelo’s, and von Neu-
mann’s, and countless further alternatives, all
mutually incompatible and equally correct. What
we are doing in any one of these explications of
natural number is to devise set-theoretic models to
satisfy laws which the natural numbers in an unex-
plicated sense had been meant to satisfy. The case
is quite like that of protosyntax.

It will perhaps be felt that any set-theoretic
explication of natural number is at best a case of
obscurum per obscurius; that all explications must
assume something, and the natural numbers them-
selves are an admirable assumption to start with. I
must agree that a construction of sets and set theory
from natural numbers and arithmetic would be far
more desirable than the familiar opposite. On the
other hand, our impression of the clarity even of
the notion of natural number itself has suffered
somewhat from Godel’s proof of the impossibility
of a complete proof procedure for elementary num-
ber theory, or, for that matter, from Skolem’s and
Henkin’s observations that all laws of natural num-
bers admit nonstandard models.'®

We are finding no clear difference between spe-
cifying a universe of discourse — the range of the
variables of quantification — and reducing that uni-
verse to some other. We saw no significant differ-
ence between clarifying the notion of expression
and supplanting it by that of number. And now to
say more particularly what numbers themselves are
is in no evident way different from just dropping
numbers and assigning to arithmetic one or another
new model, say in set theory.

Expressions are known only by their laws, the
laws of concatenation theory, so that any constructs
obeying those laws — Gddel numbers, for instance —
are ipso facto eligible as explications of expression.
Numbers in turn are known only by their laws, the
laws of arithmetic, so that any constructs obeying
those laws — certain sets, for instance — are eligible
in turn as explications of number. Sets in turn are
known only by their laws, the laws of set theory.

Russell pressed a contrary thesis, long ago. Writ-
ing of numbers, he argued that for an under-
standing of number the laws of arithmetic are not
enough; we must know the applications, we must
understand numerical discourse embedded in dis-
course of other matters. In applying number, the
key notion, he urged, is Anzahl: there are n so-
and-so’s. However, Russell can be answered. First
take, specifically, Anzahl. We can define “there are
n so-and-so’s” without ever deciding what num-
bers are, apart from their fulfillment of arithmetic.
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That there are » so-and-so’s can be explained sim-
ply as meaning that the so-and-so’s are in one-to-
one correspondence with the numbers up to #."!

Russell’s more general point about application
can be answered too. Always, if the structure is
there, the applications will fall into place. As para-
digm it is perhaps sufficient to recall again this
reflection on expressions and Godel numbers:
that even the pointing out of an inscription is no
final evidence that our talk is of expressions and not
of Gédel numbers. We can always plead deferred
ostension.

It is in this sense true to say, as mathematicians
often do, that arithmetic is all there is to number.
But it would be a confusion to express this point by
saying, as is sometimes said, that numbers are any
things fulfilling arithmetic. This formulation is
wrong because distinct domains of objects yield
distinct models of arithmetic. Any progression
can be made to serve; and to identify all progres-
sions with one another, e.g., to identify the pro-
gression of odd numbers with the progression of
evens, would contradict arithmetic after all.

So, though Russell was wrong in suggesting that
numbers need more than their arithmetical proper-
ties, he was right in objecting to the definition of
numbers as any things fulfilling arithmetic. The
subtle point is that any progression will serve as a
version of number so long and only so long as we
stick to one and the same progression. Arithmetic
is, in this sense, all there is to number: there is no
saying absolutely what the numbers are; there is
only arithmeric.'?

II

I first urged the inscrutability of reference with the
help of examples like the one about rabbits and
rabbit parts. These used direct ostension, and the
inscrutability of reference hinged on the indeter-
minacy of translation of identity and other indivi-
duative apparatus. The setting of these examples,
accordingly, was radical translation: translation
from a remote language on behavioral evidence,
unaided by prior dictionaries. Moving then to
deferred ostension and abstract objects, we found
a certain dimness of reference pervading the home
language itself.

Now it should be noted that even for the earlier
examples the resort to a remote language was not
really essential. On deeper reflection, radical trans-
lation begins at home. Must we equate our neigh-
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bor’s English words with the same strings of
phonemes in our own mouths? Certainly not; for
sometimes we do not thus equate them. Sometimes
we find it to be in the interests of communication to
recognize that our neighbor’s use of some word,
such as “cool” or “square” or “hopefully,” differs
from ours, and so we translate that word of his into
a different string of phonemes in our idiolect. Our
usual domestic rule of translation is indeed the
homophonic one, which simply carries each string
of phonemes into itself; but still we are always
prepared to temper homophony with what Neil
Wilson has called the “principle of charity.”"* We
will construe a neighbor’s word heterophonically
now and again if thereby we see our way to making
his message less absurd.

The homophonic rule is a handy one on the
whole. That it works so well is no accident, since
imitation and feedback are what propagate a lan-
guage. We acquired a great fund of basic words and
phrases in this way, imitating our elders and
encouraged by our elders amid external circum-
stances to which the phrases suitably apply. Homo-
phonic translation is implicit in this social method
of learning. Departure from homophonic transla-
tion in this quarter would only hinder communica-
tion. Then there are the relatively rare instances of
opposite kind, due to divergence in dialect or con-~
fusion in an individual, where homophonic transla-
tion incurs negative feedback. But what tends to
escape notice is that there is also a vast mid-region
where the homophonic method is indifferent.
Here, gratuitously, we can systematically recon-
strue our neighbor’s apparent references to rabbit
stages, and his apparent references to formulas as
really references to Godel numbers, and vice versa.
We can reconcile all this with our neighbor’s verbal
behavior, by cunningly readjusting our translations
of his various connecting predicates so as to com-
pensate for the switch of ontology. In short, we can
reproduce the inscrutability of reference at home.
It is of no avail to check on this fanciful version of
our neighbor’s meanings by asking him, say,
whether he really means at a certain point to refer
to formulas or to their Godel numbers; for our
question and his answer — By all means, the num-
bers” — have lost their title to homophonic transla-
tion. The problem at home differs none from
radical translation ordinarily so called except in
the willfulness of this suspension of homophonic
translation.

I have urged in defense of the behavioral philo-
sophy of language, Dewey’s, that the inscrutability



of reference is not the inscrutability of a fact; there
is no fact of the matter. But if there is really no fact
of the matter, then the inscrutability of reference
can be brought even closer to home than the neigh-
bor’s case; we can apply it to ourselves. If it is to
make sense to say even of oneself that one is refer-
ring to rabbits and formulas and not to rabbit stages
and Godel numbers, then it should make sense
equally to say it of someone else. After all, as
Dewey stressed, there is no private language.

We seem to be maneuvering ourselves into the
absurd position that there is no difference on any
terms, interlinguistic or intralinguistic, objective or
subjective, between referring to rabbits and refer-
ring to rabbit parts or stages; or between referring
to formulas and referring to their Gédel numbers.
Surely this is absurd, for it would imply that there
is no difference between the rabbit and each of its
parts or stages, and no difference between a for-
mula and its Godel number. Reference would seem
now to become nonsense not just in radical transla-
tion but at home.

Toward resolving this quandary, begin by pic-
turing us at home in our language, with all its
predicates and auxiliary devices. This vocabulary
includes ‘“‘rabbit,” “rabbit part,” “rabbit stage,”
“formula,” “number,” ‘“‘ox,” “‘cattle”; also the
two-place predicates of identity and difference,
and other logical particles. In these terms we can
say in so many words that this is a formula and that
a number, this a rabbit and that a rabbit part, this
and that the same rabbit, and this and that different
parts. In just those words. This network of terms and
predicates and auxiliary devices is, in relativity
jargon, our frame of reference, or coordinate sys-
tem. Relative to it we can and do talk meaningfully
and distinctively of rabbits and parts, numbers and
formulas. Next, as in recent paragraphs, we con-
template alternative denotations for our familiar
terms. We begin to appreciate that a grand and
ingenious permutation of these denotations, along
with compensatory adjustments in the interpreta-
tions of the auxiliary particles, might still accom-
modate all existing speech dispositions. This was
the inscrutability of reference, applied to ourselves;
and it made nonsense of reference. Fair enough;
reference #s nonsense except relative to a coordinate
system. In this principle of relativity lies the reso-
lution of our quandary.

It is meaningless to ask whether, in general, our
terms ‘“‘rabbit,” “rabbit part,” “number,” etc.
really refer respectively to rabbits, rabbit parts,
numbers, etc., rather than to some ingeniously
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permuted denotations. It is meaningless to ask
this absolutely; we can meaningfully ask it only
relative to some background language. When we
ask, “Does ‘rabbit’ really refer to rabbits?,” some-
one can counter with the question: “Refer to rab-
bits in what sense of ‘rabbits’?,” thus launching a
regress; and we need the background language to
regress into. The background language gives the
query sense, if only relative sense; sense relative in
turn to it, this background language. Querying
reference in any more absolute way would be like
asking absolute position, or absolute velocity,
rather than position or velocity relative to a given
frame of reference. Also it is very much like asking
whether our neighbour may not systematically see
everything upside down, or in complementary
color, forever undetectably.

We need a background language, I said, to
regress into. Are we involved now in an infinite
regress? If questions of reference of the sort we are
considering make sense only relative to a back-
ground language, then evidently questions of refer-
ence for the background language make sense in
turn only relative to a further background language.
In these terms the situation sounds desperate, but
in fact it is little different from questions of position
and velocity. When we are given position and velo-
city relative to a given coordinate system, we can
always ask in turn about the placing of origin and
orientation of axes of that system of coordinates;
and there is no end to the succession of further
coordinate systems that could be adduced in
answering the successive questions thus generated.

In practice of course we end the regress of coord-
inate systems by something like pointing. And in
practice we end the regress of background lan-
guages, in discussions of reference, by acquiescing
in our mother tongue and taking its words at face
value.

Very well; in the case of position and velocity, in
practice, pointing breaks the regress. But what of
position and velocity apart from practice? what
of the regress then? The answer, of course, is the
relational doctrine of space; there is no absolute
position or velocity; there are just the relations of
coordinate systems to one another, and ultimately
of things to one another. And I think that the
parallel question regarding denotation calls for a
parallel answer, a relational theory of what the
objects of a theories are. What makes sense is to
say not what the objects of a theory are, absolutely
speaking, but how one theory of objects is inter-
pretable or reinterpretable in another.

&



W. V. Quine

The point is not that bare matter is inscrutable:
that things are indistinguishable except by their
properties. That point does not need making. The
present point is reflected better in the riddle about
seeing things upside down, or in complementary
colors; for it is that things can be inscrutably
switched even while carrying their properties with
them. Rabbits differ from rabbit parts and rabbit
stages not just as bare matter, after all, but in
respect of properties; and formulas differ from
numbers in respect of properties. What our present
reflections are leading us to appreciate is that the
riddle about seeing things upside down, or in com-
plementary colors, should be taken seriously and its
moral applied widely. The relativistic thesis to
which we have come is this, to repeat: it makes no
sense to say what the objects of a theory are, beyond
saying how to interpret or reinterpret that theory in
another. Suppose we are working within a theory
and thus treating of its objects. We do so by using
the variables of the theory, whose values those
objects are, though there be no ultimate sense in
which that universe can have been specified. In the
language of the theory there are predicates by
which to distinguish portions of this universe
from other portions, and these predicates differ
from one another purely in the roles they play in
the laws of the theory. Within this background
theory we can show how some subordinate theory,
whose universe is some portion of the background
universe, can by a reinterpretation be reduced to
another subordinate theory whose universe is some
lesser portion. Such talk of subordinate theories
and their ontologies is meaningful, but only relative
to the background theory with its own primitively
adopted and ultimately inscrutable ontology.

To talk thus of theories raises a problem of formu-
lation. A theory, it will be said, is a set of fully
interpreted sentences. (More particularly, it is a
deductively closed set: it includes all its own logical
consequences, insofar as they are couched in the
same notation.) But if the sentences of a theory are
fully interpreted, then in particular the range of
values of their variables is settled. How then can
there be no sense in saying what the objects of a
theory are?

My answer is simply that we cannot require
theories to be fully interpreted, except in a relative
sense, if anything is to count as a theory. In speci-
fying a theory we must indeed fully specify, in our
own words, what sentences are to comprise the
theory, and what things are to be taken as values

of the variables, and what things are to be taken as
satisfying the predicate letters; insofar we do fully
interpret the theory, relative to our own words and
relative to our overall home theory which lies
behind them. But this fixes the objects of the
described theory only relative to those of the
home theory; and these can, at will, be questioned
in turn.

One is tempted to conclude simply that mean-
inglessness sets in when we try to pronounce on
everything in our universe; that universal predica-
tion takes on sense only when furnished with the
background of a wider universe, where the predi-
cation is no longer universal. And this is even a
familiar doctrine, the doctrine that no proper pre-
dicate is true of everything. We have all heard it
claimed that a predicate is meaningful only by
contrast with what it excludes, and hence that
being true of everything would make a predicate
meaningless. But surely this doctrine is wrong.
Surely self-identity, for instance, is not to be
rejected as meaningless. For that matter, any state-
ment of fact at all, however brutally meaningful,
can be put artificially into a form in which it pro-
nounces on everything. To say merely of Jones that
he sings, for instance, is to say of everything that it
is other than Jones or sings. We had better beware
of repudiating universal predication, lest we be
tricked into repudiating everything there is to say.

Carnap took an intermediate line in his doctrine
of universal words, or Allwirter, in The Logical
Syntax of Language. He did treat the predicating
of universal words as ‘“‘quasi-syntactical” — as a
predication only by courtesy, and without empiri-
cal content. But universal words were for him not
just any universally true predicates, like “is other
than Jones or sings.” They were a special breed of
universally true predicates, ones that are univer-
sally true by the sheer meanings of their words and
no thanks to nature. In his later writing this doc-
trine of universal words takes the form of a distinc-
tion between “internal” questions, in which a
theory comes to grips with facts about the world,
and “external” questions, in which people come to
grips with the relative merits of theories.

Should we look to these distinctions of Carnap’s
for light on ontological relativity? When we found
there was no absolute sense in saying what a theory
is about, were we sensing the in-factuality of what
Carnap calls ““external questions”’? When we found
that saying what a theory is about did make sense
against a background theory, were we sensing the
factuality of internal questions of the background



theory? I see no hope of illumination in this quar-
ter. Carnap’s universal words were not just any
universally true predicates, but, as I said, a special
breed; and what distinguishes this breed is not
clear. What I said distinguished them was that
they were universally true by sheer meanings and
not by nature; but this is a very questionable dis-
tinction. Talking of “internal” and “‘external’ is no
better.

Ontological relativity is not to be clarified by any
distinction between kinds of universal predication
— unfactual and factual, external and internal. It is
not a question of universal predication. When
questions regarding the ontology of a theory are
meaningless absolutely, and become meaningful
relative to a background theory, this is not in gen-
eral because the background theory has a wider
universe. One is tempted, as I said a little while
back, to suppose that it is; but one is then wrong.

What makes ontological questions meaningless
when taken absolutely is not universality but circu-
larity. A question of the form ‘“What is an F?” can
be answered only by recourse to a further term: “An
Fis a G.” The answer makes only relative sense:
sense relative to the uncritical acceptance of “G.”

We may picture the vocabulary of a theory as
comprising logical signs such as quantifiers and the
signs for the truth functions and identity, and in
addition descriptive or nonlogical signs, which,
typically, are singular terms, or names, and general
terms, or predicates. Suppose next that in the
statements which comprise the theory, that is, are
true according to the theory, we abstract from the
meanings of the nonlogical vocabulary and from
the range of the variables. We are left with the
logical form of the theory, or, as I shall say, the
theary form. Now we may interpret this theory form
anew by picking a new universe for its variables of
quantification to range over, and assigning objects
from this universe to the names, and choosing
subsets of this universe as extensions of the one-
place predicates, and so on. Each such interpreta-
tion of the theory form is called a model of it, if it
makes it come out true. Which of these models is
meant in a given actual theory cannot, of course, be
guessed from the theory form. The intended refer-
ences of the names and predicates have to be
learned rather by ostension, or else by paraphrase
in some antecedently familiar vocabulary. But the
first of these two ways has proved inconclusive,
since, even apart from indeterminacies of transla-
tion affecting identity and other logical vocabulary,
there is the problem of deferred ostension. Para-
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phrase in some antecedently familiar vocabulary,
then, is our only recourse; and such is ontological
relativity. To question the reference of all the terms
of our all-inclusive theory becomes meaningless,
simply for want of further terms relative to which
to ask or answer the question.

It is thus meaningless within the theory to say
which of the various possible models of our theory
form is our real or intended model. Yet even here
we can make sense still of there being many models.
For we might be able to show that for each of the
models, however unspecifiable, there is bound to
be another which is a permutation or perhaps a
diminution of the first.

Suppose, for example, that our theory is purely
numerical. Its objects are just the natural numbers.
There is no sense in saying, from within that the-
ory, just which of the various models of number
theory is in force. But we can observe even from
within the theory that, whatever 0, 1, 2, 3, etc. may
be, the theory would still hold true if the 17 of this
series were moved into the role of 0, and the 18
moved into the role of 1, and so on.

Ontology is indeed doubly relative. Specifying
the universe of a theory makes sense only relative to
some background theory, and only relative to some
choice of a manual of translation of the one theory
into the other. Commonly of course the back-
ground theory will simply be a containing theory,
and in this case no question of a manual of transla-
tion arises. But this is after all just a degenerate case
of translation still — the case where the rule of
translation is the homophonic one.

We cannot know what something is without
knowing how it is marked off from other things.
Identity is thus of a piece with ontology. Accord-
ingly it is involved in the same relativity, as may be
readily illustrated. Imagine a fragment of economic
theory. Suppose its universe comprises persons,
but its predicates are incapable of distinguishing
between persons whose incomes are equal. The
interpersonal relation of equality of income enjoys,
within the theory, the substitutivity property of the
identity relation itself; the two relations are indis-
tinguishable. It is only relative to a background
theory, in which more can be said of personal
identity than equality of income, that we are able
even to appreciate the above account of the frag-
ment of economic theory, hinging as the account
does on a contrast between persons and incomes.

A usual occasion for ontological talk is reduction,
where it is shown how the universe of some theory
can by a reinterpretation be dispensed with in favor
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of some other universe, perhaps a proper part of
the first. I have treated elsewhere!* of the reduction
of one ontology to another with help of a proxy
Jfunction: a function mapping the one universe into
part or all of the other. For instance, the function
“Godel number of ” is a proxy function. The uni~
verse of elementary proof theory or protosyntax,
which consists of expressions or strings of signs,
is mapped by this function into the universe of
elementary number theory, which consists of
numbers.

The proxy function used in reducing one onto-
logy to another need not, like Gédel numbering, be
one-to-one. We might, for instance, be confronted
with a theory treating of both expressions and
ratios. We would cheerfully reduce all this to the
universe of natural numbers, by invoking a proxy
function which enumerates the expressions in the
Godel way and enumerates the ratios by the classi-
cal method of short diagonals. This proxy function
is not one-to-one, since it assigns the same natural
number both to an expression and to a ratio. We
would tolerate the resulting artificial convergence
between expressions and ratios, simply because the
original theory made no capital of the distinction
between them; they were so invariably and extra-
vagantly unlike that the identity question did not
arise. Formally speaking, the original theory used a
two-sorted logic.

For another kind of case where we would not
require the proxy function to be one-to-one, con-
sider again the fragment of economic theory lately
noted. We would happily reduce its ontology of
persons to a less numerous one of incomes. The
proxy function would assign to each person his
income. It is not one-to-one; distinct persons give
way to identical incomes. The reason such a reduc-
tion is acceptable is that it merges the images of
only such individuals as never had been distin-
guishable by the predicates of the original theory.
Nothing in the old theory is contravened by the
new identities.

If on the other hand the theory that we are
concerned to reduce or reinterpret is straight pro-
tosyntax, or a straight arithmetic of ratios or of real
numbers, then a one-to-one proxy function is man-
datory. This is because any two elements of such a
theory are distinguishable in terms of the theory.
This is true even for the real numbers, even though
not every real number is uniquely specifiable; any
two real numbers x and y are still distinguishable,
in that ¥ < y or y < x and never x < x. A proxy
function that did not preserve the distinctness of

the elements of such a theory would fail of its
purpose of reinterpretation.

One ontology is always reducible to another
when we are given a proxy function f that is one-
to-one. The essential reasoning is as follows.
Where P is any predicate of the old system, its
work can be done in the new system by a new
predicate which we interpret as true of just the
correlates fi of the old objects x that P was true
of. Thus suppose we take fx as the Godel number
of x, and as our old system we take a syntactical
system in which one of the predicates is
segment of.” The corresponding predicate of the
new or numerical system, then, would be one
which amounts, so far as its extension is concerned,
to the words “is the Godel number of a segment of
that whose Godel number is.” The numerical
predicate would not be given this devious form,
of course, but would be rendered as an appropriate
purely arithmetical condition.

Our dependence upon a background theory
becomes especially evident when we reduce our
universe U to another }J by appeal to a proxy
function. For it is only in a theory with an inclusive
universe, embracing U and ¥ that we can make
sense of the proxy function. The function maps U
into V and hence needs all the old objects of U as
well as their new proxies in V.

The proxy function need not exist as an object in
the universe even of the background theory. It may
do its work merely as what I have called a “virtual
class,”'® and Gédel has called a “notion.”'® That is
to say, all that is required toward a function is an
open sentence with two free variables, provided
that it is fulfilled by exactly one value of the first
variable for each object of the old universe as value
of the second variable. But the point is that it is
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only in the background theory, with its inclustve
universe, that we can hope to write such a sentence
and have the right values at our disposal for its
variables.

If the new objects happen to be among the old,
so that Vis a subclass of U, then the old theory with
universe U can itself sometimes qualify as the back-
ground theory in which to describe its own onto-
logical reduction. But we cannot do better than
that; we cannot declare our new ontological econo-
mies without having recourse to the uneconomical
old ontology.

This sounds, perhaps, like a predicament: as if
no ontological economy is justifiable unless it is a
false economy and the repudiated objects really
exist after all. But actually this is wrong; there is



no more cause for worry here than there is in
reductio ad absurdum, where we assume a falsehood
that we are out to disprove. If what we want to
show is that the universe U is excessive and that
only a part exists, or need exist, then we are quite
within our rights to assume all of U for the space of
the argument. We show thereby that if all of U
were needed, then not all of U would be needed;
and so our ontological reduction is sealed by reduc-
tio ad absurdum.

Toward further appreciating the bearing of onto-
logical relativity on programs of ontological reduc-
tion, it is worthwhile to reexamine the
philosophical bearing of the Lowenheim—Skolem
theorem. I shall use the strong early form of the
theorem,'” which depends on the axiom of choice.
It says that if a theory is true and has an indenu-
merable universe, then all but a denumerable part
of that universe is dead wood, in the sense that it
can be dropped from the range of the variables
without falsifying any sentences.

On the face of it, this theorem declares a reduc-
tion of all acceptable theories to denumerable
ontologies. Moreover, a denumerable ontology is
reducible in turn to an ontology specifically of
natural numbers, simply by taking the enumeration
as the proxy function, if the enumeration is expli-
citly at hand. And even if it is not at hand, it exists;
thus we can still think of all our objects as natural
numbers, and merely reconcile ourselves to not
always knowing, numerically, which number an
otherwise given object is. May we not thus settle
for an all-purpose Pythagorean ontology outright?

Suppose, afterward, someone were to offer us
what would formerly have qualified as an ontolo-
gical reduction — a way of dispensing in future
theory with all things of a certain sort .S, but still
leaving an infinite universe. Now in the new Pytha-
gorean setting his discovery would still retain its
essential content, though relinquishing the form of
an ontological reduction; it would take the form
merely of a move whereby some numerically
unspecified numbers were divested of some prop-
erty of numbers that corresponded to S.

Blanket Pythagoreanism on these terms is unat-
tractive, for it merely offers new and obscurer
accounts of old moves and old problems. On this
score again, then, the relativistic proposition seems
reasonable: that there is no absolute sense in speak-
ing of the ontology of a theory. It very creditably
brands this Pythagoreanism itself as meaningless.
For there is no absolute sense in saying that all the
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objects of a theory are numbers, or that they are
sets, or bodies, or something else; this makes no
sense unless relative to some background theory.
The relevant predicates — ‘“number,” ”
“body,” or whatever — would be distinguished
from one another in the background theory by the
roles they play in the laws of that theory.

Elsewhere I urged in answer to such Pythagor-
eanism that we have no ontological reduction in an
interesting sense unless we can specify a proxy
function. Now where does the strong Léwen-
hetm—Skolem theorem leave us in this regard? If
the background theory assumes the axiom of choice
and even provides a notation for a general selector
operator, can we in these terms perhaps specify an
actual proxy function embodying the Léwenheim—
Skolem argument?

The theorem is that all but a denumerable part
of an ontology can be dropped and not be missed.
One could imagine that the proof proceeds by
partitioning the universe into denumerably many
equivalence classes of indiscriminable objects, such
that all but one member of each equivalence class
can be dropped as superfluous; and one would then
guess that where the axiom of choice enters the
proof is in picking a survivor from each equivalence
class. If this were so, then with help of Hilbert’s
selector notation we could indeed express a proxy
function. But in fact the Léwenheim-Skolem
proof has another structure. I see in the proof
even of the strong Lowenheim—Skolem theorem
no reason to suppose that a proxy function can be
formulated anywhere that will map an indenumer-
able ontology, say the real numbers, into a denu-
merable one.

On the face of it, of course, such a proxy func-
tion is out of the question. It would have to be one-
to-one, as we saw, to provide distinct images of
distinct real numbers; and a one-to-one mapping
of an indenumerable domain into a2 denumerable
one is a contradiction. In particular it is easy to
show in the Zermelo—Fraenkel system of set theory
that such a function would neither exist nor admit
even of formulation as a virtual class in the notation
of the system.

«

set,

The discussion of the ontology of a theory can
make variously stringent demands upon the back-
ground theory in which the discussion is couched.
The stringency of these demands varies with what
is being said about the ontology of the object the-
ory. We are now in a position to distinguish three
such grades of stringency.
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The least stringent demand is made when, with
no view to reduction, we merely explain what
things a theory is about, or what things its terms
denote. This amounts to showing how to translate
part or all of the object theory into the background
theory. It is a matter really of showing how we
propose, with some arbitrariness, to relate terms of
the object theory to terms of the background the-
ory; for we have the inscrutability of reference to
allow for. But there is here no requirement that the
background theory have a wider universe or a
stronger vocabulary than the object theory. The
theories could even be identical; this is the case
when some terms are clarified by definition on
the basis of other terms of the same language.

A more stringent demand was observed in the
case where a proxy function is used to reduce an
ontology. In this case the background theory
needed the unreduced universe. But we saw, by
considerations akin to reductio ad absurdum, that
there was little here to regret.

The third grade of stringency has emerged now
in the kind of ontological reduction hinted at by the
Lowenheim—Skolem theorem. If a theory has by its
own account an indenumerable universe, then even
by taking that whole unreduced theory as back-
ground theory we cannot hope to produce a proxy
function that would be adequate to reducing the
ontology to a denumerable one. To find such a
proxy function, even just a virtual one, we would
need a background theory essentially stronger than
the theory we were trying to reduce. This demand
cannot, like the second grade of stringency above,
be accepted in the spirit of reductio ad absurdum. It
is 2 demand that simply discourages any general
argument for Pythagoreanism from the Lowen-
heim—Skolem theorem.

A place where we see a more trivial side of
ontological relativity is in the case of a finite uni-
verse of named objects. Here there is no occasion
for quantification, except as an inessential abbre-
viation; for we can expand quantifications into
finite conjunctions and alternations. Variables
thus disappear, and with them the question of a
universe of values of variables. And the very dis-
tinction between names and other signs lapses in
turn, since the mark of a name is its admissibility in
positions of variables. Ontology thus is emphat-
ically meaningless for a finite theory of named
objects, considered in and of itself. Yet we are
now talking meaningfully of such finite ontologies.
We are able to do so precisely because we are
talking, however vaguely and implicitly, within a

broader containing theory. What the objects of the
finite theory are, makes sense only as a statement of
the background theory in its own referential idiom.
The answer to the question depends on the
background theory, the finite foreground theory,
and, of course, the particular manner in which
we choose to translate or embed the one in the
other.

Ontology is internally indifferent also, I think, to
any theory that is complete and decidable. Where
we can always settle truth values mechanically,
there is no evident internal reason for interest in
the theory of quantifiers nor, therefore, in values of
variables. These matters take on significance only
as we think of the decidable theory as embedded in
a richer background theory in which the variables
and their values are serious business.

Ontology may also be said to be internally indif-
ferent even to a theory that is not decidable and
does not have a finite universe, if it happens still
that each of the infinitely numerous objects of the
theory has a name. We can no longer expand quan-
tifications into conjunctions and alternations, bar-
ring infinitely long expressions. We can, however,
revise our semantical account of the truth condi-
tions of quantification, in such a way as to turn our
backs on questions of reference. We can explain
universal quantifications as true when true under
all substitutions; and correspondingly for existen-
tial. Such is the course that has been favored by
Lesniewski and by Ruth Marcus.'® Its nonreferen-
tial orientation is seen in the fact that it makes no
essential use of namehood. That is, additional
quantifications could be explained whose variables
are place-holders for words of any syntactical cate-
gory. Substitutional quantification, as I call it, thus
brings no way of distinguishing names from other
vocabulary, nor any way of distinguishing between
genuinely referential or value-taking variables and
other place-holders. Ontology is thus meaningless
for a theory whose only quantification is substitu-
tionally construed; meaningless, that is, insofar as
the theory is considered in and of itself. The ques-
tion of its ontology makes sense only relative to
some translation of the theory into a background
theory in which we use referential quantification.
The answer depends on both theories and, again,
on the chosen way of translating the one into the
other.

A final touch of relativity can in some cases cap
this, when we try to distinguish between substitu-
tional and referential quantification. Suppose again
a theory with an infinite lot of names, and suppose



that, by Godel numbering or otherwise, we are
treating of the theory’s notations and proofs within
the terms of the theory. If we succeed in showing
that every result of substituting a name for the
variable in a certain open sentence is true in the
theory, but at the same time we disprove the uni-
versal quantification of the sentence,' then cer-
tainly we have shown that the universe of the
theory contained some nameless objects. This is a
case where an absolute decision can be reached in
favor of referential quantification and against sub-
stitutional quantification, without ever retreating
to a background theory.

But consider now the opposite situation, where
there is no such open sentence. Imagine on the
contrary that, whenever an open sentence is such
that each result of substituting a name in it can be
proved, its universal quantification can be proved
in the theory too. Under these circumstances we
can construe the universe as devoid of nameless
objects and hence reconstrue the quantifications
as substitutional, but we need not. We could still
construe the universe as containing nameless
objects. It could just happen that the nameless
ones are inseparable from the named ones, in this
sense: it could happen that all properties of name-
less objects that we can express in the notation of
the theory are shared by named objects.

We could construe the universe of the theory as
containing, e.g., all real numbers. Some of them are
nameless, since the real numbers are indenumer-
able while the names are denumerable. But it could
still happen that the nameless reals are inseparable
from the named reals. This would leave us unable
within the theory to prove a distinction between
referential and substitutional quantification.’
Every expressible quantification that is true when
referentially construed remains true when substi-
tutionally construed, and vice versa.

We might still make the distinction from the
vantage point of a background theory. In it we
might specify some real number that was nameless
in the object theory; for there are always ways of
strengthening a theory so as to name more real
numbers, though never all. Further, in the back-
ground theory, we might construe the universe of
the object theory as exhausting the real numbers.
In the background theory we could, in this way,
clinch the quantifications in the object theory as
referential. But this clinching is doubly relative: it
is relative to the background theory and to the
interpretation or translation imposed on the object
theory from within the background theory.

Ontological Relativity

One might hope that this recourse to a back-
ground theory could often be avoided, even when
the nameless reals are inseparable from the named
reals in the object theory. One might hope by
indirect means to show within the object theory
that there are nameless reals. For we might prove
within the object theory that the reals are indenu-
merable and that the names are denumerable and
hence that there is no function whose arguments
are names and whose values exhaust the real num-
bers. Since the relation of real numbers to their
names would be such a function if each real num-
ber had a name, we would seem to have proved
within the object theory itself that there are name-
less reals and hence that quantification must be
taken referentially.

However, this is wrong; there is a loophole. This
reasoning would prove only that a relation of all
real numbers to their names cannot exist as an
entity in the universe of the theory. This reasoning
denies no number a name in the notation of the
theory, as long as the name relation does not belong
to the universe of the theory. And anyway we
should know better than to expect such a relation,
for it is what causes Berry’s and Richard’s and
related paradoxes.

Some theories can attest to their own nameless
objects and so claim referential quantification on
their own; other theories have to look to background
theories for this service. We saw how a theory might
attest to its own nameless objects, namely, by show-
ing that some open sentence became true under all
constant substitutions but false under universal
quantification. Perhaps this is the only way a theory
can claim referential import for its own quantifica-
tions. Perhaps, when the nameless objects happen
to be inseparable from the named, the quantifica-
tion used in a theory cannot meaningfully be
declared referential except through the medium
of a background theory. Yet referential quantifica-
tion is the key idiom of ontology.

Thus ontology can be multiply relative, multiply
meaningless apart from a background theory.
Besides being unable to say in absolute terms
just what the objects are, we are sometimes unable
even to distinguish objectively between referential
quantification and a substitutional counterfeit.
When we do relativize these matters to a back-
ground theory, moreover, the relativization itself
has two components: relativity to the choice of
background theory and relativity to the choice
of how to translate the object theory into the back-
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ground theory. As for the ontology in turn of the
background theory, and even the referentiality of
its quantification — these matters can call for a
background theory in turn.

There is not always a genuine regress. We saw
that, if we are merely clarifying the range of the
variables of a theory or the denotations of its terms,
and are taking the referentiality of quantification
itself for granted, we can commonly use the object
theory itself as background theory. We found that
when we undertake an ontological reduction, we
must accept at least the unreduced theory in order
to cite the proxy function; but this we were able
cheerfully to accept in the spirit of reductio ad
absurdum arguments. And now in the end we have
found further that if we care to question quantifi-
cation itself, and settle whether it imports a uni-
verse of discourse or turns merely on substitution
at the linguistic level, we in some cases have genu-
inely to regress to a background language endowed
with additional resources. We seem to have to do
this unless the nameless objects are separable from
the named in the object theory.

Regress in ontology is reminiscent of the now
familiar regress in the semantics of truth and kin-
dred notions — satisfaction, naming. We know from
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Introduction

On the face of it, identity seems like the simplest of
concepts: everything is identical with itself and
with nothing else. But, as philosophers have long
been aware, the concept of identity gives rise to
some complex and difficult problems. One of these
is the so-called Leibniz’ law, or the identity of
indiscernibles: Things with the same properties
are one and the same. (The converse of this prin-
ciple, also sometimes called “Leibniz’ law,” is
uncontroversial: Identical things have the same
properties.) In his “The Identity of Indiscernibles”
(chapter 6), Max Black presents a possible objec-
tion to Leibniz’ law, by presenting a by-now
famous counterexample involving two distinct
spheres that nonetheless appear to have exactly
the same properties. (Black’s example is discussed
further by A. J. Ayer and D. J. O’Connor; see
Further reading, below.)

Another question that has recently been much
discussed is whether all statements of identity are
metaphysically necessary or whether they can be
contingent. The Evening Star is identical with the
Morning Star. Given this, could or might the Eve-
ning Star not have been the Morning Star? It was
long assumed that some identities, especially those
that can be known only empirically, were only
contingently true or contingently false, not neces-
sarily true or necessarily false. Saul Kripke’s chal-
lenge to this assumption, in “Identity and
Necessity” (chapter 7), is among the more impor-
tant developments in contemporary metaphysics,
and has generated much discussion.

Further reading
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Macmillan, 1954).
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In “The Same F” (chapter 8), John Perry
explores the claim, due to Peter Geach (see Further
reading), that identities are relative to a sorzal. That
is, it is not proper to say simply ‘x is identical with
7, one should rather say ‘x is the same F as y,”
where ‘F’ is a sortal term denoting a kind. The
following sort of example has been used in support
of the doctrine of ‘relative identity’: although the
chairman of the school board is not the same official
as the postmaster, they are the same person. (This
issue is further discussed in works by Fred
Feldman and David Wiggins; see Further reading.)

In “Contingent Identity” (chapter 9), Allan
Gibbard makes a case for contingent identities,
and carefully and systematically investigates some
complex issues involved in allowing identities that
are not necessary. The issue of sortal relativity of
identity reappears in this context. Stephen Yablo,
too, is concerned, in his “Identity, Essence, and
Indiscernibility” (chapter 10), with the problem of
making sense of identities and related relations that
are not necessary, and develops a scheme that is
interestingly different from that of Gibbard. The
distinction between essential and contingent pro-
perties of an object plays a large role in Yablo, and
his distinctions between ‘‘categorical” and
“hypothetical” properties, and between ‘‘coinci-
dence” and ‘“‘identity,” are worthy of note.
(Modal concepts, such as necessity and contin-
gency, which are used prominently in some of the
chapters in this section, are treated more fully in
Part ITI, “Modalities and Possible Worlds.”)

Kripke, Saul, Naming and Necessity (Cambridge, Mass.:
Harvard University Press, 1980).

Lowe, E. J., “What is a criterion of identity?,” Philoso-
phical Quarterly 39 (1989), pp. 1-21.

O’Connor, D. J., “The identity of indiscernibles,”
Analysis 14 (1954), pp. 102-10.

Salmon, Nathan, Frege’s Puzzle (Cambridge, Mass.: MIT
Press, 1986).
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Max Black

A:  The principle of the Identity of Indiscernibles
seems to me obviously true. And I don’t see how we
are going to define identity or establish the con-
nection between mathematics and logic without
using it.

B: It seems to me obviously false. And your trou-
bles as a mathematical logician are beside the point.
If the principle is false, you have no right to use it.
A:  You simply say it’s false —and even if you said
so three times, that wouldn’t make it so.

B:  Well, you haven’t done anything more your-
self than assert the principle to be true. As Bradley
once said, ‘assertion can demand no more than
counter-assertion; and what is affirmed on the
one side, we on the other can simply deny.’

A: How will this do for an argument? If two
things, @ and b, are given, the first has the property
of being identical with ¢. Now 4 cannot have this
property, for else » would be 4, and we should have
only one thing, not two as assumed. Hence 4 has at
least one property, which 4 does not have, that is to
say the property of being identical with a.

B: This is a roundabout way of saying nothing,
for ‘a has the property of being identical with 4’
means no more than ‘a is o’. When you begin to say
‘ais...’ I am supposed to know what thing you are
referring to as ‘@’, and I expect to be told something
about that thing. But when you end the sentence

Originally published in Mind 51 (1952), and reprinted in
Max Black, Problems of Analysis (1954), pp. 204-16.
Copyright © N. Black and by Cornell University. Re-
printed here by permission of the Cornell University
Press.

with the words *. . .1s a’, T am left still waiting. The
sentence ‘g is @’ is a useless tautology.

A:  Are you as scornful about difference as about
identity? For 4 also has, and 4 does not have, the
property of being different from 4. This is a second
property that the one thing has but not the other.

B:  All you are saying is that 4 is different from a.
I think the form of words ‘a is different from 4’
does have the advantage over ‘a is &’ that it might
be used to give information. I might learn from
hearing it used that ‘@’ and ‘4’ were applied to
different things. But this is not what you want to
say, since you are trying to use the names, not
mention them. When I already know what ‘4’ and
‘b’ stand for, ‘a is different from 4’ tells me nothing.
It, too, is a useless tautology.

A: 1 wouldn’t have expected you to treat ‘tauto-
logy’ as a term of abuse. Tautology or not, the
sentence has a philosophical use. It expresses the
necessary truth that different things have at least
one property not in common. Thus different things
must be discernible; and hence, by contraposition,
indiscernible things must be identical. Q.E.D.

B:  Why obscure matters by this old-fashioned
language? By ‘indiscernible’ I suppose you mean
the same as ‘having all properties in common’ Do
you claim to have proved that two things having all
their properties in common are identical?

A:  Exactly.

B: Then this is a poor way of stating your con-
clusion. If 4 and b are identical, there is just one
thing having the two names ‘a’ and ‘4’; and in that
case it is absurd to say that @ and » are two. Con-
versely, once you have supposed there are iwo



things having all their properties in common, you
can’t without contradicting yourself say that they
are ‘identical’.

A:  Ican’t believe you were really misled. I simply
meant to say it is logically impossible for two things
to have all their properties in common. I showed
that 2 must have at least two properties — the
property of being identical with 4 and the property
of being different from b — neither of which can be a
property of 4. Doesn’t this prove the principle of
identity of indiscernibles?

B:  Perhaps you have proved something. If so, the
nature of your proof should show us exactly what
you have proved. If you want to call ‘being identical
with &’ a ‘property’ I suppose I can’t prevent you.
But you must then accept the consequences of this
way of talking. All you mean when you say ‘a has
the property of being identical with 4’ is that a is 4.
And all you mean when you say ‘6 does not have the
property of being identical with 4’ is that 4 is not 4.
So what you have ‘proved’ is that @ is 4 and 4 is not
a; that is to say, b and 4 are different. Similarly,
when you said that @, but not 4, had the property of
being different from &, you were simply saying that
a and b were different. In fact you are merely
redescribing the hypothesis that 4 and & are differ-
ent by calling it a case of ‘difference of properties’.
Drop the misleading description and your famous
principle reduces to the truism that different things
are different. How true! And how uninteresting!
A: Well, the properties of identity and difference
may be uninteresting, but they are properties. If I
had shown that grass was green, I suppose you
would say I hadn’t shown that grass was coloured.
B:  You certainly would not have shown that grass
had any colour other than green.

A: What it comes to is that you object to the
conclusion of my argument fo/lowing from the pre-
miss that ¢ and 5 are different.

B: No, I object to the triviality of the conclusion.
If you want to have an interesting principle to
defend, you must interpret ‘property’ more nar-
rowly — enough so, at any rate, for ‘identity’ and
‘difference’ not to count as properties.

A: Your notion of an interesting principle seems
to be one which I shall have difficulty in establish-
ing. Will you at least allow me to include among
‘properties’ what are sometimes called ‘relational
characteristics’ — like being married to Caesar or
being at a distance from London?

B: Why not? If you are going to defend the prin-
ciple, it is for you to decide what version you wish
to defend.
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A:  In that case, [ don’t need to count identity and
difference as properties. Here is a different argu-
ment that seems to me quite conclusive. The only
way we can discover that two different things exist
is by finding out that one has a quality not pos-
sessed by the other or else that one has a relational
characteristic that the other hasn’t.

If both are blue and hard and sweet and so on,
and have the same shape and dimensions and are in
the same relations to everything in the universe, it
is logically impossible to tell them apart. The sup-
position that in such a case there might really be
two things would be unverifiable in principle.
Hence it would be meaningless.

B:  You are going too fast for me.

A: Think of it this way. If the principle were
false, the fact that I can see only two of your
hands would be no proof that you had just two.
And even if every conceivable test agreed with the
supposition that you had two hands, you might all
the time have three, four, or any number. You
might have nine hands, different from one another
and all indistinguishable from your left hand, and
nine more all different from each other but indis-
tinguishable from your right hand. And even if you
really did have just two hands, and no more,
neither you nor I nor anybody else could ever
know that fact. This is too much for me to swallow.
This is the kind of absurdity you get into, as soon as
you abandon verifiability as a test of meaning.

B:  Far be it from me to abandon your sacred cow.
Before I give you a direct answer, let me try to
describe a counter-example.

Isn’t it logically possible that the universe should
have contained nothing but two exactly similar
spheres? We might suppose that each was made
of chemically pure iron, had a diameter of one mile,
that they had the same temperature, colour, and so
on, and that nothing else existed. Then every qual-
ity and relational characteristic of the one would
also be a property of the other. Now if what I am
describing is logically possible, it is not impossible
for two things to have all their properties in com-
mon. This seems to me to refute the Principle.

A: Your supposition, I repeat, isn’t verifiable and
therefore can’t be regarded as meaningful. But
supposing you have described a possible world, I
still don’t see that you have refuted the principle.
Consider one of the spheres, a, ...

B: How can I, since there is no way of telling
them apart? Which one do you want me to consider?
A: This is very foolish. I mean either of the two
spheres, leaving you to decide which one you
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wished to consider. If [ were to say to you ‘Take
any book off the shelf’, it would be foolish on your
part to reply ‘Which?’

B:  It’s a poor analogy. I know how to take a book
off a shelf, but I don’t know how to identify one of
two spheres supposed to be alone in space and so
symmetrically placed with respect to each other
that neither has any quality or character the other
does not also have.

A: All of which goes to show as I said before, the
unverifiability of your supposition. Can’t you ima-
gine that one sphere has been designated as ‘a’?

B: I can imagine only what is logically possible.
Now it is logically possible that somebody should
enter the universe I have described, see one of the
spheres on his left hand and proceed to call it ‘2’. 1
can imagine that all right, if that’s enough to satisfy
you.

A Very well, now let me try to finish what I
began to say about 4. ..

B:  TIstill can’t let you, because you, in your pres-
ent situation, have no right to talk about 4. All I
have conceded is that if something were to happen
to introduce a change into my universe, so that an
observer entered and could see the two spheres,
one of them could then have a name. But this
would be a different supposition from the one I
wanted to consider. My spheres don’t yet have
names. If an observer were to enter the scene, he
could perhaps put a red mark on one of the spheres.
You might just as well say ‘By “4” I mean the
sphere which would be the first to be marked by a
red mark if anyone were to arrive and were to
proceed to make a red mark!” You might just as
well ask me to consider the first daisy in my lawn
that would be picked by a child, if a child were to
come along and do the picking. This doesn’t now
distinguish any daisy from the others. You are just
pretending to use a name.

A: And I think you are just pretending not to
understand me. All I am asking you to do is to
think of one of your spheres, no matter which, so
that I may go on to say something about it when
you give me a chance.

B: You talk as if naming an object and then
thinking about it were the easiest thing in the
world. But it isn’t so easy. Suppose I tell you to
name any spider in my garden: if you can catch one
first or describe one uniquely, you can name it
easily enough. But you can’t pick one out, let
alone ‘name’ it, by just thinking. You remind me
of the mathematicians who thought that talking
about an Axiom of Choice would really allow

them to choose a single member of a collection
when they had no criterion of choice.

A: At this rate you will never give me a chance to
say anything. Let me try to make my point without
using names. Each of the spheres will surely differ
from the other in being at some distance from that
other one, but at no distance from itself — that is to
say, it will bear at least one relation to itself — being
at no distance from, or being in the same place as — that
it does not bear to the other. And this will serve to
distinguish it from the other.

B:  Not at all. Each will have the relational char-
acteristic being at a distance of two miles, say, from
the centre of a sphere one mile in diameter, etc. And
each will have the relational characteristic (if you
want to call it that) of being in the same place as itself.
The two are alike in this respect as in all others.
A: But look here. Each sphere occupies a differ-
ent place; and this at least will distinguish them
from one another.

B:  This sounds as if you thought the places had
some independent existence, though I don’t sup-
pose you really think so. To say the spheres are in
‘different places’ is just to say that there is a dis-
tance between the two spheres; and we have already
seen that that will not serve to distinguish them.
Fach is at a distance — indeed the same distance —
from the other.

A: When I said they were at different places, I
didn’t mean simply that they were at a distance
from one another. That one sphere is in a certain
place does not entail the existence of any other
sphere. So to say that one sphere is in its place,
and the other in its place, and then to add that these
places are different seems to me different from
saying the spheres are at a distance from one
another.

B: What does it mean to say ‘a sphere is in its
place’? Nothing at all, so far as I can see. Where else
could it be? All you are saying is that the spheres
are in different places.

A:  Then my retort is, What does it mean to say
“T'wo spheres are in different places’? Or, as you so
neatly put it, ‘Where else could they be?’

B:  You have a point. What I should have said was
that your assertion that the spheres occupied dif-
ferent places said nothing at all, unless you were
drawing attention to the necessary truth that dif-
ferent physical objects must be in different places.
Now if two spheres must be in different places, as
indeed they must, to say that the spheres occupy
different places is to say no more than they are two
spheres.



A: This is like a point you made before. You
won’t allow me to deduce anything from the sup-
position that there are two spheres.

B:  Let me put it another way. In the two-sphere
universe, the only reason for saying that the places
occupied were different would be that different
things occupied them. So in order to show the
places were different, you would first have to
show, in some other way, that the spheres were
different. You will never be able to distinguish the
spheres by means of the places they occupy.

A: A minute ago, you were willing to allow that
somebody might give your spheres different
names. Will you let me suppose that some traveller
has visited your monotonous ‘universe’ and has
named one sphere ‘Castor’ and the other ‘Pollux’?
B:  Allright — provided you don’t try to use those
names yourself.

A: Wouldn’t the traveller, at least, have to
recognize that being at a distance of two miles from
Castor was not the same property as being at a
distance of two miles from Pollux?

B: Idon’t see why. If he were to see that Castor
and Pollux had exactly the same properties, he
would see that ‘being at a distance of two miles
from Castor’ meant exactly the same as ‘being at a
distance of two miles from Pollux’.

A:  They couldn’t mean the same. If they did,
‘being at a distance of two miles from Castor and at
the same time not being at a distance of two miles from
Pollux’ would be a self-contradictory description.
But plenty of bodies could answer to this descrip-~
tion. Again, if the two expressions meant the same,
anything which was two miles from Castor would
have to be two miles from Pollux — which is clearly
false. So the two expressions don’t mean the same,
and the two spheres have at least two properties not
in common.

B: Which?

A: Being at a distance of two miles from Castor and
being at a distance of two miles from Pollux.

B:  But now you are using the words ‘Castor’ and
‘Pollux’ as if they really stood for something. They
are just our old friends ‘@’ and ‘4’ in disguise.

A: You surely don’t want to say that the arrival of
the name-giving traveller creates spatial proper-
ties? Perhaps we can’t name your spheres and
therefore can’t name the corresponding properties;
but the properties must be there.

B: What can this mean? The traveller has not
visited the spheres, and the spheres have no
names — neither ‘Castor’, nor ‘Pollux’, nor ‘’, nor
‘6’, nor any others. Yet you still want to say they
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have certain properties which cannot be referred to
without using names for the spheres. You want to
say ‘the property of being at a distance from Cas-
tor’, though it is logically impossible for you to talk
in this way. You can’t speak, but you won’t be
silent.

A: How eloquent, and how unconvincing! But
since you seem to have convinced yourself, at
least, perhaps you can explain another thing that
bothers me: I don’t see that you have a right to talk
as you do about places or spatial relations in con-
nection with your so-called universe. So long as we
are talking about our own universe — the universe —
I know what you mean by ‘distance’, ‘diameter’;
‘place’ and so on. But in what you want to call a
universe, even though it contains only two objects,
I don’t see what such words could mean. So far as 1
can see, you are applying these spatial terms in their
present usage to a hypothetical situation which
contradicts the presuppositions of that usage.

B: What do you mean by ‘presupposition’?

A: Well, you spoke of measured distances, for
one thing. Now this presupposes some means of
measurement. Hence your ‘universe’ must contain
at least a third thing — a ruler or some other mea-
suring device.

B:  Are you claiming that a universe must have at
least three things in it? What is the least number of
things required to make a world?

A:  No, all I am saying is that you cannot describe
a configuration as spatial/ unless it includes at least
three objects. This is part of the meaning of ‘spa-
tial’ — and it is no more mysterious than saying you
can’t have a game of chess without there existing at
least thirty-five things (thirty-two pieces, a chess-
board, and two players).

B: If this is all that bothers you, I can easily
provide for three or any number of things without
changing the force of my counter-example. The
important thing, for my purpose, was that the
configuration of two spheres was symmetrical. So
long as we preserve this feature of the imaginary
universe, we can now allow any number of objects
to be found in it.

A: You mean any even number of objects.

B:  Quite right. Why not imagine a plane running
clear through space, with everything that happens
on one side of it always exactly duplicated at an
equal distance in the other side.

A: A kind of cosmic mirror producing real
images.

B:  Yes, except that there wouldn’t be any mirror!
The point is that in this world we can imagine any
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degree of complexity and change to occur. No
reason to exclude rulers, compasses and weighing
machines. No reason, for that matter, why the
Battle of Waterloo shouldn’t happen.

A: Twice over, you mean — with Napoleon sur-
rendering later in two different places simultan-
eously!

B: Provided you wanted to call both of them
‘Napoleon’.

A: So your point is that everything could be
duplicated on the other side of the non-existent
Looking Glass. 1 suppose whenever a man got
married, his identical twin would be marrying the
identical twin of the first man’s fiancée?

B:  Exactly.

A:  Except that ‘identical twins’ wouldn’t be
numerically identical?

B:  You seem to be agreeing with me.

A:  Far from it. This is just a piece of gratuitous
metaphysics. If the inhabitants of your world had
enough sense to know what was sense and what
wasn’t, they would never suppose all the events in
their world were duplicated. It would be much
more sensible for them to regard the ‘second’
Napoleon as a mere mirror image — and similarly
for all the other supposed ‘duplicates’.

B:  But they could walk through the ‘mirror’ and
find water just as wet, sugar just as sweet, and grass
just as green on the other side.

A: You don’t understand me. They would not
postulate ‘another side’. A man looking at the
‘mirror’ would be seeing Aimself, not a duplicate.
If he walked in a straight line toward the ‘mirror’,
he would eventually find himself back at his
starting point, not at a duplicate of his starting
point. This would involve their having a different
geometry from ours — but that would be preferable
to the logician’s nightmare of the reduplicated uni-
verse.

B: They might think so — until the twins really
began to behave differently for the first time!

A: Now it’s you who are tinkering with your
supposition. You can’t have your universe and
change it too.

B:  All right, I retract.

A:  The more 1 think about your ‘universe’, the
queerer it seems. What would happen when a man
crossed your invisible ‘mirror’? While he was
actually crossing, his body would have to change
shape, in order to preserve the symmetry. Would
it gradually shrink to nothing and then expand
again?

B: I confess I hadn’t thought of that.

A: And here is something that explodes the
whole notion. Would you say that one of the two
Napoleons in your universe had his heart in the
right place — literally, I mean?

B:  Why, of course.

A: In that case his ‘mirror-image’ twin would
have the heart on the opposite side of the body.
One Napoleon would have his heart on the left of
his body, and the other would have it on the right
of his body.

B: 1It’s a good point, though it would still make
objects like spheres indistinguishable. But let me
try again. Let me abandon the original idea of a
plane of symmetry and suppose instead that we
have only a centre of symmetry. I mean that every-
thing that happened at any place would be exactly
duplicated at a place an equal distance on the
opposite side of the centre of symmetry. In short,
the universe would be what the mathematicians call
‘radially symmetrical’. And to avoid complications,
we could suppose that the centre of symmetry itself
was physically inaccessible, so that it would be
impossible for any material body to pass through
it. Now in this universe, identical twins would have
to be either both right-handed or both left-handed.
A: Your universes are beginning to be as plentiful
as blackberries. You are too ingenuous to see the
force of my argument about verifiability. Can’t you
see that your supposed description of a universe in
which everything has its ‘identical twin’ doesn’t
describe anything verifiably different from a
corresponding universe without such duplication?
This must be so, no matter what kind of symmetry
your universe manifested.

B: You are assuming that in order to verify that
there are two things of a certain kind, it must be
possible to show that one has a property not pos-
sessed by the other. But this is not so. A pair of very
close but similar magnetic poles produce a charac-
teristic field of force which assures me that there
are two poles, even if I have no way of examining
them separately. The presence of two exactly simi-
lar stars at a great distance might be detected by
some resultant gravitational effect or by optical
interference — or in some such similar way — even
though we had no way of inspecting one in isolation
from the other. Don’t physicists say something like
this about the electrons inside an atom? We can
verify that there are two, that is to say a certain
property of the whole configuration, even though
there is no way of detecting any character that
uniquely characterises any element of the config-
uration.



A:  Butif you were to approach your two stars one
would have to be on your left and one on the right’.
And this would distinguish them.

B: T agree. Why shouldn’t we say that the two
stars are distinguishable — meaning that it would be
possible for an observer to see one on his left and
the other on his right, or more generally, that it
would be possible for one star to come to have a
relation to a third object that the second star would
not have to that third object.

A: So you agree with me after all.

B:  Not if you mean that the two stars do not have
all their properties in common. All T said was that it
was logically possible for them to enter into differ-
ent relationships with a third object. But this would
be a change in the universe.

A:  If you are right, nothing unobserved would be
observable. For the presence of an observer would
always change it, and the observation would always
be an observation of something else.

B: 1 don’t say that every observation changes
what is observed. My point is that there isn’t any
being to the right or being to the left in the two-sphere
universe until an observer is introduced, that is to
say until a real change is made.

A: But the spheres themselves wouldn’t have
changed.

B:  Indeed they would: they would have acquired
new relational characteristics. In the absence of any
asymmetric observer, I repeat, the spheres would
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have all their properties in common (including, if
you like, the power to enter into different relations
with other objects). Hence the principle of identity
of indiscernibles is false.

A:  So perhaps you really do have twenty hands
after all?

B:  Not a bit of it. Nothing that I have said prev-
ents me from holding that we can verify that there
are exactly two. But we could know tAat two things
existed without there being any way to distinguish
one from the other. The Principle is false.

A:  Tam not surprised that you ended in this way,
since you assumed it in the description of your
fantastic ‘universe’. Of course, if you began by
assuming that the spheres were numerically differ-
ent though qualitatively alike, you could end by
‘proving’ what you first assumed.

B: But I wasn’t ‘proving’ anything. I tried to
support my contention that it is logically possible
for two things to have all their properties in com-
mon by giving an illustrative description. (Simil-
arly, if I had to show it is logically possible for
nothing at all to be seen, I would ask you to imagine
a universe in which everybody was blind.) It was
for you to show that my description concealed
some hidden contradiction. And you haven’t done
so.

A:  All the same I am not convinced.

B:  Well, then, you ought to be.
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A problem which has arisen frequently in contem-
porary philosophy is: “How are contingent identity
statements possible?” This question is phrased by
analogy with the way Kant phrased his question
“How are synthetic a priori judgments possible?”
In both cases, it has usually been taken for granted
in the one case by Kant that synthetic a priori
judgments were possible, and in the other case in
contemporary philosophical literature that con-
tingent statements of identity are possible. I do
not intend to deal with the Kantian question except
to mention this analogy: After a rather thick book
was written trying to answer the question how
synthetic a priori judgments were possible, others
came along later who claimed that the solution to
the problem was that synthetic a priori judgments
were, of course, impossible and that a book trying
to show otherwise was written in vain. I will not
discuss who was right on the possibility of syn-
thetic a priori judgments. But in the case of con-
tingent statements of identity, most philosophers
have felt that the notion of a contingent identity
statement ran into something like the following
paradox. An argument like the following can be
given against the possibility of contingent identity
statements:

First, the law of the substitutivity of identity says
that, for any objects x and y, if x is identical to y,
then if x has a certain property F, so does y:

Originally published in Milton K.Munitz (ed.), Identity and
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(1) HWIx=y) 2 (Fx D Fy)]

On the other hand, every object surely is necessa-
rily self-identical:

(2) ()3 =x)
But

() WO)x=y») 2 [O =x) >0 =)

is a substitution instance of (1), the substitutivity
law. From (2) and (3), we can conclude that, for
every x and y, if x equals y, then, it is necessary that
v equals y:

@ @O0 =y) >0 =y))

This is because the clause [J{x = x) of the condi-
tional drops out because it is known to be true.

This is an argument which has been stated many
times in recent philosophy. Its conclusion, how-
ever, has often been regarded as highly paradoxical.
For example, David Wiggins, in his paper, “Ident-
ity-Statements,” says:

Now there undoubtedly exist contingent ident-
ity-statements. Let @ = 4 be one of them. From
its simple truth and (5) [=(4) above] we can
derive “[J{a = #)”. But how then can there
be any contingent identity-statements?>

He then says that five various reactions to this
argument are possible, and rejects all of these reac-



tions, and reacts himself. I do not want to discuss
all the possible reactions to this statement, except
to mention the second of those Wiggins rejects.
This says:

We might accept the result and plead that pro-
vided ‘4’ and ‘4’ are proper names nothing is
amiss. The consequence of this is that no con-
tingent identity-statements can be made by
means of proper names.

And then he says that he is discontented with this
solution, and many other philosophers have been
discontented with this solution, too, while still
others have advocated it.

What makes the statement (4) seem surprising?
It says, for any objects x and y, if x is y, then it is
necessary that x is y. I have already mentioned that
someone might object to this argument on the
grounds that premise (2) is already false, that it is
not the case that everything is necessarily self-
identical. Well, for example, am I myself necessa-
rily self-identical? Someone might argue that in
some situations which we can imagine I would
not even have existed, and therefore the statement
“Saul Kripke is Saul Kripke” would have been
false, or it would not be the case that I was self-
identical. Perhaps, it would have been neither true
nor false, in such a world, to say that Saul Kripke is
self-identical. Well, that may be so, but really it
depends on one’s philosophical view of a topic
that I will not discuss: that is, what is to be said
about truth-values of statements mentioning
objects that do not exist in the actual world or any
given possible world or counterfactual situation.
Let us interpret necessity here weakly. We can
count statements as necessary if, whenever the
objects mentioned therein exist, the statement
would be true. If we wished to be very careful
about this, we would have to go into the question
of existence as a predicate and ask if the statement
can be reformulated in the form: For every x it is
necessary that, if x exists, then x is self-identical. I
will not go into this particular form of subtlety here
because it is not going to be relevant to my main
theme. Nor am I really going to consider formula
(4). Anyone who believes formula (2) is, in my
opinion, committed to formula (4). If x and y are
the same things and we can talk about modal prop-
erties of an object at all, that is, in the usual par-
lance, we can speak of modality de re and an object
necessarily having certain properties as such, then
formula (1), I think, has to hold. Where x is any
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property at all, including a property involving
modal operators, and if ¥ and y are the same object
and x had a certain property F, then y has to have
the same property F. And this is so even if the
property Fis itself of the form of necessarily having
some other property G, in particular that of neces-
sarily being identical to a certain object. Well, I will
not discuss the formula (4) itself because by itself it
does not assert, of any particular true statement of
identity, that it is necessary. It does not say any-
thing about statements at all. It says for every object
x and object y, if ¥ and y are the same object, then it
is necessary that x and y are the same object. And
this, I think, if we think about it (anyway, if some-
one does not think so, I will not argue for it here),
really amounts to something very little different
from the statement (2). Since x, by definition of
identity, is the only object identical with x,
“O)(y = x D Fy)” seems to me to be little more
than a garrulous way of saying “Fx,” and thus
(x)(y)(y = x D Fx) says the same as (x)Fx no
matter what “F” is — in particular, even if “F”
stands for the property of necessary identity with x.
So if x has this property (of necessary identity with
x), trivially everything identical with x has it, as (4)
asserts. But, from statement (4) one may apparently
be able to deduce that various particular statements
of identity must be necessary, and this is then
supposed to be a very paradoxical consequence.
Wiggins says, “Now there undoubtedly exist
contingent identity-statements.” One example of
a contingent identity statement is the statement
that the first Postmaster General of the United
States is identical with the inventor of bifocals, or
that both of these are identical with the man
claimed by the Saturday Evening Post as its founder
(falsely claimed, I gather, by the way). Now some
such statements are plainly contingent. It plainly is
a contingent fact that one and the same man both
invented bifocals and took on the job of Postmaster
General of the United States. How can we recon-
cile this with the truth of statement (4)? Well, that,
too, is an issue I do not want to go into in detail
except to be very dogmatic about it. It was, I think,
settled quite well by Bertrand Russell in his notion
of the scope of a description. According to Russell,
one can, for example, say with propriety that the
author of Hamlet might not have written Hamlet, or
even that the author of Hamlet might not have been
the author of Hamlet. Now here, of course, we do
not deny the necessity of the identity of an object
with itself; but we say it is true concerning a certain
man that he in fact was the unique person to have
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written Hamlet and secondly that the man, who in
fact was the man who wrote Hamlet, might not have
written Hamlet. In other words, if Shakespeare had
decided not to write tragedies, he might not have
written Hamlet. Under these circumstances, the
man who in fact wrote Hamlet would not have
written Hamlet. Russell brings this out by saying
that in such a statement, the first occurrence of the
description “the author of Hamler” has large
scope.® That is, we say, “The author of Hamlet
has the following property: that he might not have
written Hamlet.” We do not assert that the follow-
ing statement might have been the case, namely
that the author of Hamlet did not write Hamiet,
for that is not true. That would be to say that it
might have been the case that someone wrote Ham-
Jet and yet did not write Hamlet, which would be a
contradiction. Now, aside from the details of Rus-
sell’s particular formulation of it, which depends on
his theory of descriptions, this seems to be the
distinction that any theory of descriptions has to
make. For example, if someone were to meet the
President of Harvard and take him to be a Teaching
Fellow, he might say: “I took the President of
Harvard for a Teaching Fellow.” By this he does
not mean that he took the proposition “The Pre-
sident of Harvard is a Teaching Fellow” to be true.
He could have meant this, for example, had he
believed that some sort of democratic system had
gone so far at Harvard that the President of it
decided to take on the task of being a Teaching
Fellow. But that probably is not what he means.
What he means instead, as Russell points out, is
“Someone is President of Harvard and I took him
to be a Teaching Fellow.” In one of Russell’s
examples someone says, “I thought your yacht is
much larger than it is.”” And the other man replies,
“No, my yacht is not much larger than it is.”
Provided that the notion of modality de re, and
thus of quantifying into modal contexts, makes any
sense at all, we have quite an adequate solution to
the problem of avoiding paradoxes if we substitute
descriptions for the universal quantifiers in (4)
because the only consequence we will draw,” for
example, in the bifocals case, is that there is a man
who both happened to have invented bifocals and
happened to have been the first Postmaster Gen-
eral of the United States, and is necessarily self-
identical. There is an object x such that x invented
bifocals, and as a matter of contingent fact an object
7, such that y is the first Postmaster General of the
United States, and finally, it is necessary, that x is
y. What are x and y here? Here, x and y are both

Benjamin Franklin, and it can certainly be neces-
sary that Benjamin Franklin is identical with him-
self. So, there is no problem in the case of
descriptions if we accept Russell’s notion of
scope.” And I just dogmatically want to drop that
question here and go on to the question about
names which Wiggins raises. And Wiggins says
he might accept the result and plead that, provided
a and b are proper names, nothing is amiss. And
then he reject this.

Now what is the special problem about proper
names? At least if one is not familiar with the phi-
losophical literature about this matter, one naively
feels something like the following about proper
names. First, if someone says “Cicero was an ora-
tor,” then he uses the name “Cicero” in that state-
ment simply to pick out a certain object and then to
ascribe a certain property to the object, namely, in
this case, he ascribes to a certain man the property of
having been an orator. If someone else uses another
name, such as, say, “Tully,” he is still speaking
about the same man. One ascribes the same prop-
erty, if one says “Tully is an orator,” to the same
man. So to speak, the fact, or state of affairs, repre-
sented by the statement is the same whether one
says “Cicero is an orator” or one says “Tully is an
orator.” It would, therefore, seem that the function
of names is simply to refer, and not to describe the
objects so named by such properties as “being the
inventor of bifocals” or “being the first Postmaster
General.” It would seem that Leibniz’ law and the
law (1) should not only hold in the universally
quantified form, but also in the form “if 4 = b and
Fa, then Fb,” wherever “a” and “#” stand in place
of names and “F” stands in place of a predicate
expressing a genuine property of the object:

(a=b-Fa) D Fb

We can run the same argument through again to
obtain the conclusion where “2” and *“b” replace
any names, “If 4 = b, then necessarily 2 = 4.” And
so, we could venture this conclusion: that when-
ever “‘a” and “b” are proper names, if @ is b, that it
is necessary that 4 is 4. Identity statements between
proper names have to be necessary if they are going
to be true at all. This view in fact has been advo-
cated, for example, by Ruth Barcan Marcus in a
paper of hers on the philosophical interpretation of
modal logic.® According to this view, whenever, for
example, someone makes a correct statement of
identity between two names, such as, for example,
that Cicero is Tully, his statement has to be neces-
sary if it is true. But such a conclusion seems plainly



to be false. (I, like other philosophers, have a habit
of understatement in which “it seems plainly false”
means “it is plainly false.” Actually, I think the
view is true, though not quite in the form defended
by Mrs Marcus.) At any rate, it seems plainly false.
One example was given by Professor Quine in his
reply to Professor Marcus at the symposium: “I
think I see trouble anyway in the contrast between
proper names and descriptions as Professor Mar-
cus draws it. The paradigm of the assigning of
proper names is tagging. We may tag the planet
Venus some fine evening with the proper name
‘Hesperus’. We may tag the same planet again
someday before sunrise with the proper name
‘Phosphorus’.” (Quine thinks that something like
that actually was done once.) “When, at last, we
discover that we have tagged the same planet twice,
our discovery is empirical, and not because the
proper names were descriptions.” According to
what we are told, the planet Venus seen in the
morning was originally thought to be a star and
was called “the Morning Star,” or (to get rid of any
question of using a description) was called “Phos-
phorus.” One and the same planet, when seen in
the evening, was thought to be another star, the
Evening Star, and was called “Hesperus.” Later
on, astronomers discovered that Phosphorus and
Hesperus were one and the same. Surely no
amount of a priori ratiocination on their part
could conceivably have made it possible for them
to deduce that Phosphorus is Hesperus. In fact,
given the information they had, it might have
turned out the other way. Therefore, it is argued,
the statement ‘“Hesperus is Phosphorus” has to be
an ordinary contingent, empirical truth, one which
might have come out otherwise, and so the view
that true identity statements between names are
necessary has to be false. Another example which
Quine gives in Word and Object is taken from Pro-
fessor Schrodinger, the famous pioneer of quan-
tum mechanics: A certain mountain can be seen
from both Tibet and Nepal. When seen from one
direction, it was called “Gaurisanker”; when seen
from another direction, it was called “Everest”;
and then, later on, the empirical discovery was
made that Gaurisanker is Everest. (Quine further
says that he gathers the example is actually
geographically incorrect. I guess one should not
rely on physicists for geographical information.)
Of course, one possible reaction to this argument
is to deny that names like “Cicero,” “Tully,”
“Gaurisanker,” and “Everest” really are proper
names. Look, someone might say (someone has

Identity and Necessity

said it: his name was ‘“Bertrand Russell”), just
because statements like “Hesperus is Phosphorus”
and “Gaurisanker is Everest” are contingent, we
can see that the names in question are not really
purely referential. You are not, in Mrs Marcus’s
phrase, just “tagging’ an object; you are actually
describing it. What does the contingent fact that
Hesperus is Phosphorus amount to? Well, it
amounts to the fact that ke star in a certain portion
of the sky in the evening is the star in a certain
portion of the sky in the morning. Similarly, the
contingent fact that Guarisanker is Everest
amounts to the fact that the mountain viewed
from such and such an angle in Nepal is the moun-
tain viewed from such and such another angle in
Tibet. Therefore, such names as “Hesperus” and
“Phosphorus’ can only be abbreviations for
descriptions. The term ‘“Phosphorus” has to
mean “the star seen...,” or (let us be cautious
because it actually turned out not to be a star),
“the heavenly body seen from such and such a
position at such and such a time in the morning,”
and the name “Hesperus” has to mean “the hea-
venly body seen in such and such a position at such
and such a time in the evening.” So, Russell con-
cludes, if we want to reserve the term “name” for
things which really just name an object without
describing it, the only real proper names we can
have are names of our own immediate sense-data,
objects of our own “immediate acquaintance.” The
only such names which occur in language are
demonstratives like “this” and “that.” And it is
easy to see that this requirement of necessity of
identity, understood as exempting identities
between names from all imaginable doubt, can
indeed be guaranteed only for demonstrative
names of immediate sense-data; for only in such
cases can an identity statement between two differ-
ent names have a general immunity from Cartesian
doubt. There are some other things Russell has
sometimes allowed as objects of acquaintance,
such as one’s self;, we need not go into details
here. Other philosophers (for example, Mrs Mar-
cus in her reply, at least in the verbal discussion as I
remember it — I do not know if this got into print,
so perhaps this should not be “tagged” on her’)
have said, “If names are really just tags, genuine
tags, then a good dictionary should be able to tell us
that they are names of the same object.” You have
an object ¢ and an object 4 with names “John” and
“Joe.” Then, according to Mrs Marcus, a diction-
ary should be able to tell you whether or not
“John” and “Joe” are names of the same object.
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Of course, I do not know what ideal dictionaries
should do, but ordinary proper names do not seem
to satisfy this requirement. You certainly can, in
the case of ordinary proper names, make quite
empirical discoveries that, let’s say, Hesperus is
Phosphorus, though we thought otherwise. We
can be in doubt as to whether Gaurisanker is Ever-
est or Cicero is in fact Tully. Even now, we could
conceivably discover that we were wrong in sup-
posing that Hesperus was Phosphorus. Maybe the
astronomers made an error. So it seems that this
view is wrong and that if by a name we do not mean
some artificial notion of names such as Russell’s,
but a proper name in the ordinary sense, then there
can be contingent identity statements using proper
names, and the view to the contrary seems plainly
wrong.

In recent philosophy a large number of other
identity statements have been emphasized as ex~-
amples of contingent identity statements, different,
perhaps, from either of the types I have mentioned
before. One of them is, for example, the statement
“Heat is the motion of molecules.” First, science is
supposed to have discovered this. Empirical scient-
ists in their investigations have been supposed to
discover (and, I suppose, they did) that the external
phenomenon which we call “heat” is, in fact, mo-
lecular agitation. Another example of such a dis-
covery is that water is H,0, and yet other examples
are that gold is the element with such and such an
atomic number, that light is a stream of photons,
and so on. These are all in some sense of “identity
statement” identity statements. Second, it is
thought, they are plainly contingent identity state-
ments, just because they were scientific discoveries.
After all, heat might have turned out not to have
been the motion of molecules. There were other
alternative theories of heat proposed, for example,
the caloric theory of heat. If these theories of heat
had been correct, then heat would not have been the
motion of molecules, but instead, some substance
suffusing the hot object, called “caloric.” And it was
a matter of course of science and not of any logical
necessity that the one theory turned out to be cor-
rect and the other theory turned out to be incorrect.

So, here again, we have, apparently, another
plain example of a contingent identity statement.
This has been supposed to be a very important
example because of its connection with the mind
—body problem. There have been many philoso-
phers who have wanted to be materialists, and to be
materialists in a particular form, which is known
today as “the identity theory.” According to this

theory, a certain mental state, such as a person’s
being in pain, is identical with a certain state of his
brain (or, perhaps, of his entire body, according to
some theorists), at any rate, a certain material or
neural state of his brain or body. And so, according
to this theory, my being in pain at this instant, if I
were, would be identical with my body’s being or
my brain’s being in a certain state. Others have
objected that this cannot be because, after all, we
can imagine my pain existing even if the state of the
body did not. We can perhaps imagine my not
being embodied at all and still being in pain, or,
conversely, we could imagine my body existing and
being in the very same state even if there were no
pain. In fact, conceivably, it could be in this state
even though there were no mind “back of it,” so to
speak, at all. The usual reply has been to concede
that all of these things might have been the case,
but to argue that these are irrelevant to the question
of the identity of the mental state and the physical
state. This identity, it is said, is just another con-
tingent scientific identification, similar to the iden-
tification of heat with molecular motion, or water
with H;O. Just as we can imagine heat without any
molecular motion, so we can imagine a mental state
without any corresponding brain state. But, just as
the first fact is not damaging to the identification of
heat and the motion of molecules, so the second
fact is not at all damaging to the identification of a
mental state with the corresponding brain state.
And so, many recent philosophers have held it to
be very important for our theoretical understand-
ing of the mind-body problem that there can be
contingent identity statements of this form.

To state finally what [ think, as opposed to what
seems to be the case, or what others think, I think
that in both cases, the case of names and the case of
the theoretical identifications, the identity state-
ments are necessary and not contingent. That is
to say, they are necessary if zrue; of course, false
identity statements are not necessary. How can one
possibly defend such a view? Perhaps I lack a
complete answer to this question, even though 1
am convinced that the view is true. But to begin an
answer, let me make some distinctions that I want
to use. The first is between a rigid and a nonrigid
designator. What do these terms mean? As an ex-
ample of a nonrigid designator, I can give an
expression such as “the inventor of bifocals.” Let
us suppose it was Benjamin Franklin who invented
bifocals, and so the expression, “the inventor of
bifocals,” designates or refers to a certain man,
namely, Benjamin Franklin. However, we can



easily imagine that the world could have been dif-
ferent, that under different circumstances someone
else would have come upon this invention before
Benjamin Franklin did, and in that case, /e would
have been the inventor of bifocals. So, in this sense,
the expression “‘the inventor of bifocals’ is non-
rigid: Under certain circumstances one man would
have been the inventor of bifocals; under other
circumstances, another man would have. In con-
trast, consider the expression “the square root of
25.” Independently of the empirical facts, we can
give an arithmetical proof that the square root of 25
is in fact the number 5, and because we have proved
this mathematically, what we have proved is neces-
sary. If we think of numbers as entities at all, and let
us suppose, at least for the purpose of this lecture,
that we do, then the expression “the square root of
25” necessarily designates a certain number,
namely 5. Such an expression I call “a rigid desig-
nator.” Some philosophers think that anyone who
even uses the notions of rigid or nonrigid designator
has already shown that he has fallen into a certain
confusion or has not paid attention to certain facts.
What do I mean by “rigid designator”? I mean a
term that designates the same object in all possible
worlds. To get rid of one confusion, which certainly
is not mine, I do not use “might have designated a
different object” to refer to the fact that language
might have been used differently. For example, the
expression “the inventor of bifocals’” might have
been used by inhabitants of this planet always to
refer to the man who corrupted Hadleyburg. This
would have been the case, if, first, the people on this
planet had not spoken English, but some other
language, which phonetically overlapped with Eng-
lish; and if, second, in that language the expression
“the inventor of bifocals” meant the “man who
corrupted Hadleyburg.” Then it would refer, of
course, in their language, to whoever in fact cor-
rupted Hadleyburg in this counterfactual situation.
That is not what I mean. What I mean by saying
that a description might have referred to something
different, I mean that in our language as we use it in
describing a counterfactual situation, there might
have been a different object satisfying the descrip-
tive conditions we give for reference. So, for exam-
ple, we use the phrase “the inventor of bifocals,”
when we are talking about another possible world or
a counterfactual situation, to refer to whoever in
that counterfactual situation would have invented
bifocals, not to the person whom people iz that
counterfactual situation would have called “the
inventor of bifocals.” They might have spoken a
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different language which phonetically overlapped
with English in which “the inventor of bifocals” is
used in some other way. I am #ot concerned with
that question here. For that matter, they might
have been deaf and dumb, or there might have
been no people at all. (There still could have been
an inventor of bifocals even if there were no people
— God, or Satan, will do.)

Second, in talking about the notion of a rigid
designator, I do not mean to imply that the object
referred to has to exist in all possible worlds, that is,
that it has to necessarily exist. Some things, per-
haps mathematical entities such as the positive
integers, if they exist at all, necessarily exist.
Some people have held that God both exists and
necessarily exists; others, that he contingently
exists; others, that he contingently fails to exist;
and others, that he necessarily fails to exist:® all
four options have been tried. But at any rate, when
I use the notion of rigid designator, I do not imply
that the object referred to necessarily exists. All I
mean is that in any possible world where the object
in question does exist, in any situation where the
object would exist, we use the designator in ques-
tion to designate that object. In a situation where
the object does not exist, then we should say that
the designator has no referent and that the object in
question so designated does not exist.

As I said, many philosophers would find the very
notion of rigid designator objectionable per se. And
the objection that people make may be stated as
follows: Look, you’re talking about situations
which are counterfactual, that is to say, you’re
talking about other possible worlds. Now these
worlds are completely disjoint, after all, from the
actual world which is not just another possible
world; it is the actual world. So, before you talk
about, let us say, such an object as Richard Nixon
in another possible world at all; you have to say
which object in this other possible world would be
Richard Nixon. Let us talk about a situation in
which, as you would say, Richard Nixon would
have been a member of SDS. Certainly the mem-
ber of SDS you are talking about is someone very
different in many of his properties from Nixon.
Before we even can say whether this man would
have been Richard Nixon or not, we have to set up
criteria of identity across possible worlds. Here are
these other possible worlds. There are all kinds of
objects in them with different properties from
those of any actual object. Some of them resemble
Nixon in some ways, some of them resemble Nixon
in other ways. Well, which of these objects is
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Nixon? One has to give a criterion of identity. And
this shows how the very notion of rigid designator
runs in a circle. Suppose we designate a certain
number as the number of planets. Then, if that is
our favorite way, so to speak, of designating this
number, then in any other possible worlds we will
have to identify whatever number is the number of
planets with the number 9, which in the actual
world is the number of planets. So, it is argued by
various philosophers, for example, implicitly by
Quine, and explicitly by many others in his wake,
we cannot really ask whether a designator is rigid or
nonrigid because we first need a criterion of ident-
ity across possible worlds. An extreme view has
even been held that, since possible worlds are so
disjoint from our own, we cannot really say that any
object in them is the same as an object existing now
but only that there are some objects which resem-
ble things in the actual world, more or less. We,
therefore, should not really speak of what would
have been true of Nixon in another possible world
but, only of what “‘counterparts” (the term which
David Lewis uses’) of Nixon there would have
been. Some people in other possible worlds have
dogs whom they call “Checkers.” Others favor the
ABM but do not have any dog called Checkers.
There are various people who resemble Nixon
more or less, but none of them can really be said
to be Nixon; they are only counterparts of Nixon,
and you choose which one is the best counterpart
by noting which resembles Nixon the most closely,
according to your favorite criteria. Such views are
widespread, both among the defenders of quanti-
fied modal logic and among its detractors.

All of this talk seems to me to have taken the
metaphor of possible worlds much too seriously in
some way. It is as if a “possible world” were like a
foreign country, or distant planet way out there. It
is as if we see dimly through a telescope various
actors on this distant planet. Actually David
Lewis’s view seems the most reasonable if one
takes this picture literally. No one far away on
another planet can be strictly identical with some-
one here. But, even if we have some marvelous
methods of transportation to take one and the
same person from planet to planet, we really need
some epistemological criteria of identity to be able
to say whether someone on this distant planet is the
same person as someone here.

All of this seems to me to be a totally misguided
way of looking at things. What it amounts to is the
view that counterfactual situations have to be
described purely qualitatively. So, we cannot say,

for example, “If Nixon had only given a sufficient
bribe to Senator X, he would have gotten Carswell
through,” because that refers to certain people,
Nixon and Carswell, and talks about what things
would be true of them in a counterfactual situation.
We must say instead “If a man who has a hairline
like such and such, and holds such and such polit-
ical opinions had given a bribe to a man who was a
senator and had such and such other qualities, then
a man who was a judge in the South and had many
other qualities resembling Carswell would have
been confirmed.” In other words, we must describe
counterfactual situations purely qualitatively and
then ask the question, “Given that the situation
contains people or things with such and such qual-
ities, which of these people is (or is a counterpart
of) Nixon, which is Carswell, and so on?” This
seems to me to be wrong. Who is to prevent us
from saying “Nixon might have gotten Carswell
through had he done certain things”? We are
speaking of Nixon and asking what, in certain coun-
terfactual situations, would have been true of Aim.
We can say that if Nixon had done such and such,
he would have lost the election to Humphrey.
Those I am opposing would argue, “Yes, but how
do you find out if the man you are talking about is
in fact Nixon?” It would indeed be very hard to
find out, if you were looking at the whole situation
through a telescope, but that is not what we are
doing here. Possible worlds are not something to
which an epistemological question like this applies.
And if the phrase “possible worlds” is what makes
anyone think some such question applies, he should
just drop this phrase and use some other expression,
say “counterfactual situation,” which might be less
misleading. If we say “If Nixon had bribed such
and such a senator, Nixon would have gotten Cars-
well through,” what is given in the very description
of that situation is that it is a situation in which we
are speaking of Nixon, and of Carswell, and of such
and such a senator. And there seems to be no less
objection to stipulating that we are speaking of
certain people than there can be objection to stipul-
ating that we are speaking of certain qualities. Advo-
cates of the other view take speaking of certain
qualities as unobjectionable. They do not say,
“How do we know that this quality (in another
possible world) is that of redness?” But they do
find speaking of certain people objectionable. But I
see no more reason to object in the one case than in
the other. I think it really comes from the idea of
possible worlds as existing out there, but very far
off, viewable only through a special telescope. Even



more objectionable is the view of David Lewis.
According to Lewis, when we say “Under certain
circumstances Nixon would have gotten Carswell
through,” we really mean “Some man, other than
Nixon but closely resembling him, would have
gotten some judge, other than Carswell but closely
resembling him, through.” Maybe that is so, that
some man closely resembling Nixon could have
gotten some man closely resembling Carswell
through. But that would not comfort either Nixon
or Carswell, nor would it make Nixon kick himself
and say “I should have done such and such to get
Carswell through.” The question is whether under
certain circumstances Nixon Aimself could have
gotten Carswell through. And I think the objection
is simply based on a misguided picture.

Instead, we can perfectly well talk about rigid
and nonrigid designators. Moreover, we have a
simple, intuitive test for them. We can say, for
example, that the number of planets might have
been a different number from the number it in fact
is. For example, there might have been only seven
planets. We can say that the inventor of bifocals
might have been someone other than the man who
in fact invented bifocals.'® We cannot say, though,
that the square root of 81 might have been a dif-
ferent number from the number it in fact is, for
that number just has to be 9. If we apply this
intuitive test to proper names, such as for example
“Richard Nixon,” they would seem intuitively to
come out to be rigid designators. First, when we
talk even about the counterfactual situation in
which we suppose Nixon to have done different
things, we assume we are still talking about Nixon
himself. We say, “If Nixon had bribed a certain
senator, he would have gotten Carswell through,”
and we assume that by “Nixon” and “Carswell” we
are still referring to the very same people as in the
actual world. And it seems that we cannot say
“Nixon might have been a different man from the
man he in fact was,” unless, of course, we mean it
metaphorically: He might have been a different sors
of person (if you believe in free will and that people
are not inherently corrupt). You might think the
statement true in that sense, but Nixon could not
have been in the other literal sense a different
person from the person he, in fact, is, even though
the thirty-seventh President of the United States
might have been Humphrey. So the phrase “the
thirty-seventh  President” is nonrigid, but
“Nixon,” it would seem, is rigid.

Let me make another distinction before I go back
to the question of identity statements. This dis-
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tinction is very fundamental and also hard to see
through. In recent discussion, many philosophers
who have debated the meaningfulness of various
categories of truths, have regarded them as ident-
ical. Some of those who identify them are vocifer-
ous defenders of them, and others, such as Quine,
say they are all identically meaningless. But usually
they’re not distinguished. These are categories
such as “analytic,” “necessary,” “a priori,” and
sometimes even “‘certain.” I will not talk about all
of these but only about the notions of aprioricity
and necessity. Very often these are held to be
synonyms. (Many philosophers probably should
not be described as holding them to be synonyms;
they simply use them interchangeably.) T wish to
distinguish them. What do we mean by calling a
statement necessary? We simply mean that the
statement in question, first, is true, and, second,
that it could not have been otherwise. When we say
that something is contingently true, we mean that,
though it is in fact the case, it could have been the
case that things would have been otherwise. If we
wish to assign this distinction to a branch of philo-
sophy, we should assign it to metaphysics. To the
contrary, there is the notion of an a prieri truth. An
a priori truth is supposed to be one which can be
known to be true independently of all experience.
Notice that this does not in and of itself say any-
thing about all possible worlds, unless this is put
into the definition. All that it says is that it can be
known to be true of the actual world, independ-
ently of all experience. It may, by some philo-
sophical argument, follow from our knowing,
independently of experience, that something is
true of the actual world, that it has to be known
to be true also of all possible worlds. But if this is to
be established, it requires some philosophical argu-
ment to establish it. Now, this notion, if we were to
assign it to a branch of philosophy, belongs, not to
metaphysics, but to epistemology. It has to do with
the way we can know certain things to be in fact
true. Now, it may be the case, of course, that any-
thing which is necessary is something which can be
known a priori. (Notice, by the way, the notion a
priori truth as thus defined has in it ganother mod-
ality: it can be known independently of all experi-
ence. It is a little complicated because there is a
double modality here.) I will not have time to
explore these notions in full detail here, but one
thing we can see from the outset is that these two
notions are by no means trivially the same. If they
are coextensive, it takes some philosophical argu-
ment to establish it. As stated, they belong to
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different domains of philosophy. One of them has
something to do with knowledge, of what can be
known in certain ways about the actual world. The
other one has to do with meraphysics, how the world
could have been; given that it is the way it is, could
it have been otherwise, in certain ways? Now [
hold, as a matter of fact, that neither class of state-
ments is contained in the other. But all we need to
talk about here is this: Is everything that is neces-
sary knowable a priori or known a priori? Consider
the following example: the Goldbach conjecture.
This says that every even number is the sum of two
primes. It is a mathematical statement, and if it is
true at all, it has to be necessary. Certainly, one
could not say that though in fact every even num-
ber is the sum of two primes, there could have been
some extra number which was even and not the
sum of two primes. What would that mean? On the
other hand, the answer to the question whether
every even number s in fact the sum of two primes
is unknown, and we have no method at present for
deciding. So we certainly do not know, a priori or
even a posteriori, that every even number is the
sum of two primes. (Well, perhaps we have some
evidence in that no counterexample has been
found.) But we certainly do not know a priori any-
way, that every even number is, in fact, the sum of
two primes. But, of course, the definition just says
“can be known independently of experience,” and
someone might say that if it is true, we could know
it independently of experience. It is hard to see
exactly what this claim means. It might be so.
One thing it might mean is that if it were true we
could prove it. This claim is certainly wrong if it is
generally applied to mathematical statements and
we have to work within some fixed system. This is
what Godel proved. And even if we mean an
“intuitive proof in general,” it might just be the
case (at least, this view is as clear and as probable as
the contrary) that though the statement is true,
there is just no way the human mind could ever
prove it. Of course, one way an infinite mind might
be able to prove it is by looking through each
natural number one by one and checking. In this
sense, of course, it can, perhaps, be known a priori,
but only by an infinite mind, and then this gets into
other complicated questions. I do not want to dis-
cuss questions about the conceivability of perform-
ing an infinite number of acts like looking through
each number one by one. A vast philosophical
literature has been written on this: Some have
declared it is logically impossible; others that it is
logically possible; and some do not know. The

main point is that it is not trivial that just because
such a statement is necessary it can be known a
priori. Some considerable clarification is required
before we decide that it can be so known. And so
this shows that even if everything necessary is a
priori in some sense, it should not be taken as a
trivial matter of definition. It is a substantive phi-
losophical thesis which requires some work.
Another example that one might give relates to
the problem of essentialism. Here is a lectern. A
question which has often been raised in philosophy
is: What are its essential properties? What proper-
ties, aside from trivial ones like self-identity, are
such that this object has to have them if it exists at
all,"! are such that if an object did not have it, it
would not be this object?'> For example, being
made of wood, and not of ice, might be an essential
property of this lectern. Let us just take the weaker
statement that it is not made of ice. That will
establish it as strongly as we need it, perhaps as
dramatically. Supposing this lectern is in fact made
of wood, could this very lectern have been made
from the very beginning of its existence from ice,
say frozen from water in the Thames? One has a
considerable feeling that it could not, though in fact
one certainly could have made a lectern of water
from the Thames, frozen it into ice by some pro-
cess, and put it right there in place of this thing. If
one had done so, one would have made, of course, a
different object. It would not have been this very
lectern, and so one would not have a case in which
this very lectern here was made of ice, or was made
from water from the Thames. The question of
whether it could afterward, say in a2 minute from
now, turn into ice is something else. So, it would
seem, if an example like this is correct —and this is
what advocates of essentialism have held — that this
lectern could not have been made of ice, that is in
any counterfactual situation of which we would say
that this lectern existed at all, we would have to say
also that it was not made from water from the
Thames frozen into ice. Some have rejected, of
course, any such notion of essential property as
meaningless. Usually, it is because (and I think
this is what Quine, for example, would say) they
have held that it depends on the notion of identity
across possible worlds, and that this is itself mean-
ingless. Since I have rejected this view already, 1
will not deal with it again. We can talk about this
very object, and whether it could have had certain
properties which it does not in fact have. For
example, it could have been in another room from
the room it in fact is in, even at this very time, but it



could not have been made from the very beginning
from water frozen into ice.

If the essentialist view is correct, it can only be
correct if we sharply distinguish between the
notions of a posteriori and a priori truth on the
one hand, and contingent and necessary truth on
the other hand, for although the statement that this
table, if it exists at all, was not made of ice, is
necessary, it certainly is not something that we
know a priori. What we know is that first, lecterns
usually are not made of ice, they are usually made
of wood. This looks like wood. It does not feel cold,
and it probably would if it were made of ice. There-
fore, I conclude, probably this is not made of ice.
Here my entire judgment is a posteriori. 1 could
find out that an ingenious trick has been played
upon me and that, in fact, this lectern is made of
ice; but what I am saying is, given that it is in fact
not made of ice, in fact is made of wood, one cannot
imagine that under certain circumstances it could
have been made of ice. So we have to say that
though we cannot know a priori whether this
table was made of ice or not, given that it is not
made of ice, it is mecessarily not made of ice. In
other words, if P is the statement that the lectern is
not made of ice, one knows by a priori philosoph-
ical analysis, some conditional of the form “if P,
then necessarily P.” If the table is not made of ice,
it is necessarily not made of ice. On the other hand,
then, we know by empirical investigation that P,
the antecedent of the conditional, is true — that this
table is not made of ice. We can conclude by modus
ponens:
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The conclusion — “[(JP” — is that it is necessary
that the table not be made of ice, and this conclu-
sion is known a posteriori, since one of the premises
on which it is based is a posteriori. So, the notion of
essential properties can be maintained only by dis-
tinguishing between the notions of a priori and
necessary truth, and I do maintain it.

Let us return to the question of identities. Con-
cerning the statement “Hesperus is Phosphorus”
or the statement *“Cicero is Tully,” one can find all
of these out by empirical investigation, and we
might turn out to be wrong in our empirical beliefs.
So, it is usually argued, such statements must
therefore be contingent. Some have embraced the
other side of the coin and have held “Because of
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this argument about necessity, identity statements
between names have to be knowable a priori, so,
only a very special category of names, possibly,
really works as names; the other things are bogus
names, disguised descriptions, or something of the
sort. However, a certain very narrow class of state-
ments of identity are known a priori, and these are
the ones which contain the genuine names.” If one
accepts the distinctions that I have made, one need
not jump to either conclusion. One can hold that
certain statements of identity between names,
though often known a posteriori, and maybe not
knowable a priori, are in fact necessary, if true. So,
we have some room to hold this. But, of course, to
have some room to hold it does not mean that we
should hold it. So let us see what the evidence is.
First, recall the remark that I made that proper
names seem to be rigid designators, as when we
use the name “‘Nixon” to talk about a certain man,
even in counterfactual situations. If we say, “If
Nixon had not written the letter to Saxbe, maybe
he would have gotten Carswell through,” we are in
this statement talking about Nixon, Saxbe, and
Carswell, the very same men as in the actual
world, and what would have happened to them
under certain counterfactual circumstances. If
names are rigid designators, then there can be no
question about identities being necessary, because
“@” and “b” will be rigid designators of a certain
man or thing x. Then even in every possible world,
a and 4 will both refer to this same object x, and to
no other, and so there will be no situation in which
a might not have been 4. That would have to be
a situation in which the object which we are also
now calling “x” would not have been identical
with itself. Then one could not possibly have a
situation in which Cicero would not have
been Tully or Hesperus would not have been
Phosphorus."?

Aside from the identification of necessity with
a priority, what has made people feel the other way?
There are two things which have made people feel
the other way.'* Some people tend to regard ident-
ity statements as metalinguistic statements, to
identify the statement “Hesperus is Phosphorus”
with the metalinguistic statement ““ ‘Hesperus’ and
‘Phosphorus’ are names of the same heavenly
body.” And that, of course, might have been false.
We might have used the terms “Hesperus” and
“Phosphorus” as names of o different heavenly
bodies. But, of course, this has nothing to do with
the necessity of identity. In the same sense
“2 4+ 2 =4” might have been false. The phrases
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“2 + 27 and “4” might have been used to refer to
two different numbers. One can imagine a language,
for example, in which “+,” “2.” and “="" were used
in the standard way, but “‘4”" was used as the name
of, say, the square root of minus 1, as we should call
it, “2.” Then “2 + 2 = 4” would be false, for 2 plus
2 is not equal to the square root of minus 1. But this
is not what we want. We do not want just to say thata
certain statement which we in fact use to express
something true could have expressed something
false. We want to use the statement in our way and
see if it could have been false. Let us do this. What is
the idea people have? They say, ‘Look, Hesperus
might not have been Phosphorus. Here a certain
planet was seen in the morning, and it was seen in
the evening; and it just turned out later on as a
matter of empirical fact that they were one and the
same planet. If things had turned out otherwise,
they would have been two different planets, or two
different heavenly bodies, so how can you say that
such a statement is necessary?’

Now there are two things that such people can
mean. First, they can mean that we do not know a
priori whether Hesperus is Phosphorus. This T
have already conceded. Second, they may mean
that they can actually imagine circumstances that
they would call circumstances in which Hesperus
would not have been Phosphorus. Let us think
what would be such a circumstance, using these
terms here as names of a planet. For example, it
could have been the case that Venus did indeed rise
in the morning in exactly the position in which we
saw it, but that on the other hand, in the position
which is in fact occupied by Venus in the evening,
Venus was not there, and Mars took its place. This
is all counterfactual because in fact Venus is there.
Now one can also imagine that in this counter-
factual other possible world, the Earth would
have been inhabited by people and that they should
have used the names “Phosphorus’ for Venus in
the morning and “Hesperus” for Mars in the even-
ing. Now, this is all very good, but would it be a
situation in which Hesperus was not Phosphorus?
Of course, it is a situation in which people would
have been able to say, truly, “Hesperus is not
Phosphorus”; but we are supposed to describe
things in our language, not in theirs. So let us
describe it in our language. Well, how could it
actually happen that Venus would not be in that
position in the evening? For example, let us say
that there is some comet that comes around every
evening and yanks things over a little bit. (That
would be a very simple scientific way of imagining

it: not really too simple — that is very hard to
imagine actually.) It just happens to come around
every evening, and things get yanked over a bit.
Mars gets yanked over to the very position where
Venus 1s, then the comet yanks things back to their
normal position in the morning. Thinking of this
planet which we now call “Phosphorus,” what
should we say? Well, we can say that the comet
passes it and yanks Phosphorus over so that it is not
in the position normally occupied by Phosphorus
in the evening. If we do say this, and really use
“Phosphorus” as the name of a planet, then we
have to say that, under such circumstances, Phos-
phorus in the evening would not be in the position
in where we, in fact, saw it; or alternatively,
Hesperus in the evening would not be in the posi-
tion in which we, in fact, saw it. We might say that
under such circumstances, we would not have
called Hesperus “Hesperus” because Hesperus
would have been in a different position. But that
still would not make Phosphorus different from
Hesperus; what would then be the case instead is
that Hesperus would have been in a different posi-
tion from the position it in fact is and, perhaps, not
in such a position that people would have called it
“Hesperus.” But that would not be a situation in
which Phosphorus would not have been Hesperus.

Let us take another example which may be
clearer. Suppose someone uses “Tully” to refer
to the Roman orator who denounced Cataline and
uses the name ‘Cicero’ to refer to the man whose
works he had to study in third-year Latin in high
school. Of course, he may not know in advance that
the very same man who denounced Cataline wrote
these works, and that is a contingent statement. But
the fact that this statement is contingent should not
make us think that the statement that Cicero is
Tully, if it is true, and it is in fact true, is contin-
gent. Suppose, for example, that Cicero actually
did denounce Cataline, but thought that this polit-
ical achievement was so great that he should not
bother writing any literary works. Would we say
that these would be circumstances under which he
would not have been Cicero? It seems to me that
the answer is no, that instead we would say that,
under such circumstances, Cicero would not have
written any literary works. It is not a necessary
property of Cicero — the way the shadow follows
the man — that he should have written certain
works; we can easily imagine a situation in which
Shakespeare would not have written the works of
Shakespeare, or one in which Cicero would not
have written the works of Cicero. What may be



the case is that we fix the reference of the term
“Cicero” by use of some descriptive phrase, such
as “‘the author of these works.” But once we have
this reference fixed, we then use the name “Cicero”
rigidly to designate the man who in fact we have
identified by his authorship of these works. We do
not use it to designate whoever would have written
these works in place of Cicero, if someone else
wrote them. It might have been the case that the
man who wrote these works was not the man who
denounced Cataline. Cassius might have written
these works. But we would not then say that Cicero
would have been Cassius, unless we were speaking
in a very loose and metaphorical way. We would
say that Cicero, whom we may have identified and
come to know by his works, would not have written
them, and that someone else, say Cassius, would
have written them in his place.

Such examples are not grounds for thinking that
identity statements are contingent. To take them as
such grounds is to misconstrue the relation
between a name and a description used to fix its
reference, to take them to be synonyms. Even if we
fix the reference of such a name as “Cicero” as the
man who wrote such and such works, in speaking
of counterfactual situations, when we speak of
Cicero, we do not then speak of whoever in such
counterfactual situations would have written such
and such works, but rather of Cicero, whom we
have identified by the contingent property that he
is the man who in fact, that is, in the actual world,
wrote certain works."®

I hope this is reasonably clear in a brief compass.
Now, actually I have been presupposing something
I do not really believe to be, in general, true. Let us
suppose that we do fix the reference of a name by a
description. Even if we do so, we do not then make
the name symonymous with the description, but
instead we use the name rigidly to refer to the object
so named, even in talking about counterfactual
situations where the thing named would not satisfy
the description in question. Now, this is what I
think in fact is true for those cases of naming
where the reference is fixed by description. But,
in fact, I also think, contrary to most recent theor-
ists, that the reference of names is rarely or almost
never fixed by means of description. And by this I
do not just mean what Searle says: “It’s not a single
description, but rather a cluster, a family of proper-
ties which fixes the reference.” I mean that pro-
perties in this sense are not used af a//. But I do not
have the time to go into this here. So, let us suppose
that at least one half of prevailing views about
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naming is true, that the reference is fixed by
descriptions. Even were that true, the name
would not be synonymous with the description,
but would be used to name an object which we
pick out by the contingent fact that it satisfies a
certain description. And so, even though we can
imagine a case where the man who wrote these
works would not have been the man who
denounced Cataline, we should not say that that
would be a case in which Cicero would not have
been T'ully. We should say that it is a case in which
Cicero did not write these works, but rather that
Cassius did. And the identity of Cicero and Tully
still holds.

Let me turn to the case of heat and the motion of
molecules. Here, surely, is a case that is contingent
identity! Recent philosophy has emphasized this
again and again. So, if it is a case of contingent
identity, then let us imagine under what circum-
stances it would be false. Now, concerning this
statement I hold that the circumstances philoso-
phers apparently have in mind as circumstances
under which it would have been false are not in
fact such circumstances. First, of course, it is
argued that “Heat is the motion of molecules” is
an a posteriori judgment; scientific investigation
might have turned out otherwise. As I said before,
this shows nothing against the view that it is neces-
sary — at least if [ am right. But here, surely, people
had very specific circumstances in mind under
which, so they thought, the judgment that heat is
the motion of molecules would have been false.
What were these circumstances? One can distill
them out of the fact that we found out empirically
that heat is the motion of molecules. How was this?
What did we find out first when we found out that
heat is the motion of molecules? There is a certain
external phenomenon which we can sense by the
sense of touch, and it produces a sensation which
we call “the sensation of heat.” We then discover
that the external phenomenon which produces this
sensation, which we sense, by means of our sense of
touch, is in fact that of molecular agitation in the
thing that we touch, a very high degree of molecu-
lar agitation. So, it might be thought, to imagine a
situation in which heat would not have been the
motion of molecules, we need only imagine a situa-
tion in which we would have had the very same
sensation and it would have been produced by
something other than the motion of molecules.
Similarly, if we wanted to imagine a situation in
which light was not a stream of photons, we could
imagine a situation in which we were sensitive to
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something else in exactly the same way, producing
what we call visual experiences, though not
through a stream of photons. To make the case
stronger, or to look at another side of the coin, we
could also consider a situation in which we are
concerned with the motion of molecules but in
which such motion does not give us the sensation
of heat. And it might also have happened that we,
or, at least, the creatures inhabiting this planet,
might have been so constituted that, let us say, an
increase in the motion of molecules did not give us
this sensation but that, on the contrary, a slowing
down of the molecules did give us the very same
sensation. This would be a situation, so it might be
thought, in which heat would not be the motion of
molecules, or, more precisely, in which tempera-
ture would not be mean molecular kinetic energy.

But I think it would not be so. Let us think about
the situation again. First, let us think about it in the
actual world. Imagine right now the world invaded
by a number of Martians, who do indeed get the
very sensation that we call “the sensation of heat”
when they feel some ice which has slow molecular
motion, and who do not get a sensation of heat — in
fact, maybe just the reverse — when they put their
hand near a fire which causes a lot of molecular
agitation. Would we say, ‘“‘Ah, this casts some
doubt on heat being the motion of molecules,
because there are these other people who don’t
get the same sensation”? Obviously not, and no
one would think so. We would say instead that
the Martians somehow feel the very sensation we
get when we feel heat when they feel cold, and that
they do not get a sensation of heat when they feel
heat. But now let us think of a counterfactual
situation.*® Suppose the earth had from the very
beginning been inhabited by such creatures. First,
imagine it inhabited by no creatures at all: then
there is no one to feel any sensations of heat. But
we would not say that under such circumstances it
would necessarily be the case that heat did not
exist; we would say that heat might have existed,
for example, if there were fires that heated up the
air.

Let us suppose the laws of physics were not very
different: Fires do heat up the air. Then there
would have been heat even though there were no
creatures around to feel it. Now let us suppose
evolution takes place, and life is created, and
there are some creatures around. But they are not
like us, they are more like the Martians. Now
would we say that heat has suddenly turned to
cold, because of the way the creatures of this planet

sense it? No, I think we should describe this situ-
ation as a situation in which, though the creatures
on this planet got our sensation of heat, they did
not get it when they were exposed to heat. They got
it when they were exposed to cold. And that is
something we can surely well imagine. We can
imagine it just as we can imagine our planet being
invaded by creatures of this sort. Think of it in two
steps. First there is a stage where there are no
creatures at all, and one can certainly imagine the
planet still having both heat and cold, though no
one is around to sense it. Then the planet comes
through an evolutionary process to be peopled with
beings of different neural structure from ourselves.
Then these creatures could be such that they were
insensitive to heat; they did not feel it in the way we
do; but on the other hand, they felt cold in much
the same way that we feel heat. But still, heat would
be heat, and cold would be cold. And particularly,
then, this goes in no way against saying that in this
counterfactual situation heat would still e the
molecular motion, be that which is produced by
fires, and so on, just as it would have been if there
had been no creatures on the planet at all. Simi-
larly, we could imagine that the planet was inhab-
ited by creatures who got visual sensations when
there were sound waves in the air. We should not
therefore say, “Under such circumstances, sound
would have been light.” Instead we should say,
“The planet was inhabited by creatures who were
in some sense visually sensitive to sound, and may
be even visually sensitive to light.” If this is correct,
it can still be and will still be a necessary truth that
heat is the motion of molecules and that light is a
stream of photons.

To state the view succinctly: we use both the
terms ‘“‘heat” and “the motion of molecules” as
rigid designators for a certain external phenom-
enon. Since heat is in fact the motion of molecules,
and the designators are rigid, by the argument [
have given here, it is going to be necessary that heat
is the motion of molecules. What gives us the
illusion of contingency is the fact we have identi-
fied the heat by the contingent fact that there
happen to be creatures on this planet — (namely,
ourselves) who are sensitive to it in a certain way,
that is, who are sensitive to the motion of molecules
or to heat — these are one and the same thing. And
this is contingent. So we use the description, ‘that
which causes such and such sensations, or that
which we sense in such and such a way,’ to identify
heat. But in using this fact we use a contingent
property of heat, just as we use the contingent



property of Cicero as having written such and such
works to identify him. We then use the terms
“heat” in the one case and “Cicero” in the other
rigidly to designate the objects for which they
stand. And of course the term “‘the motion of mo-
lecules” is rigid; it always stands for the motion of
molecules, never for any other phenomenon. So, as
Bishop Butler said, “everything is what it is and
not another thing.” Therefore, “Heat is the motion
of molecules” will be necessary, not contingent,
and one only has the é//usion of contingency in the
way one could have the illusion of contingency in
thinking that this table might have been made of
ice. We might think one could imagine it, but if we
try, we can see on reflection that what we are really
imagining is just there being another lectern in this
very position here which was in fact made of ice.
The fact that we may identify this lectern by being
the object we see and touch in such and such a
position is something else.

Now how does this relate to the problem of mind
and body? It is usually held that this is a contingent
identity statement just like ‘“Heat is the motion of
molecules.” That cannot be. It cannot be a con-
tingent identity statement just like “Heat is the
motion of molecules” because, if I am right,
“Heat is the motion of molecules” is not a contin-
gent identity statement. Let us look at this state-
ment. For example, My being in pain at such and
such a time is my being in such and such a brain
state at such and such a time,” or “Pain in general
is such and such a neural (brain) state.”

This is held to be contingent on the following
grounds. First, we can imagine the brain state
existing though there is no pain at all. It is only a
scientific fact that whenever we are in a certain
brain state we have a pain. Second, one might
imagine a creature being in pain, but not being in
any specified brain state at all, maybe not having a
brain at all. People even think, at least prima facie,
though they may be wrong, that they can imagine
totally disembodied creatures, at any rate certainly
not creatures with bodies anything like our own. So
it seems that we can imagine definite circumstances
under which this relationship would have been
false. Now, if these circumstances are circum-
stances, notice that we cannot deal with them sim-
ply by saying that this is just an illusion, something
we can apparently imagine, but in fact cannot in the
way we thought erroneously that we could imagine
a situation in which heat was not the motion of
molecules. Because although we can say that we
pick out heat contingently by the contingent prop-
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erty that it affects us in such and such a way, we
cannot similarly say that we pick out pain contin-
gently by the fact that it affects us in such and such
a way. On such a picture there would be the brain
state, and we pick it out by the contingent fact that
it affects us as pain. Now that might be true of the
brain state, but it cannot be true of the pain. The
experience itself has to be this experience, and 1
cannot say that it is a contingent property of the
pain I now have that it is a pain.'” In fact, it would
seem that the terms “my pain” and ‘“my being in
such and such a brain state” are, first of all, both
rigid designators. That is, whenever anything is
such and such a pain, it is essentially that very
object, namely, such and such a pain, and wherever
anything is such and such a brain state, it is essen-
tially that very object, namely, such and such a
brain state. So both of these are rigid designators.
One cannot say this pain might have been some-
thing else, some other state. These are both rigid
designators.

Second, the way we would think of picking them
out — namely, the pain by its being an experience of
a certain sort, and the brain state by its being the
state of a certain material object, being of such and
such molecular configuration — both of these pick
out their objects essentially and not accidentally,
that is, they pick them out by essential properties.
Whenever the molecules are in this configuration,
we do have such and such a brain state. Whenever
you feel this, you do have a pain. So it seems that
the identity theorist is in some trouble, for, since
we have two rigid designators, the identity state-
ment in question is necessary. Because they pick
out their objects essentially, we cannot say the case
where you seem to imagine the identity statement
false is really an illusion like the illusion one gets in
the case of heat and molecular motion, because that
illusion depended on the fact that we pick out heat
by a certain contingent property. So there is very
littdle room to maneuver; perhaps none.'® The
identity theorist, who holds that pain is the brain
state, also has to hold that it necessarily is the brain
state. He therefore cannot concede, but has to
deny, that there would have been situations under
which one would have had pain but not the corre-
sponding brain state. Now usually in arguments on
the identity theory, this is very far from being
denied. In fact, it is conceded from the outset by
the materialist as well as by his opponent. He says,
“Of course, it could have been the case that we had
pains without the brain states. It is a contingent
identity.” But that cannot be. He has to hold that
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we are under some illusion in thinking that we can
imagine that there could have been pains without
brain states. And the only model I can think of for
what the illusion might be, or at least the model
given by the analogy the materialists themselves
suggest, namely, heat and molecular motion, sim-
ply does not work in this case. So the materialist is
up against a very stiff challenge. He has to show
that these things we think we can see to be possible
are in fact not possible. He has to show that these
things which we can imagine are not in fact things
we can imagine. And that requires some very dif-

Notes

1 This paper was presented orally, without a written
text, to the New York University lecture series on
identity which makes up the volume Identity and
Individuation. The lecture was taped, and the present
paper represents a transcription of these tapes, edited
only slightly with no attempt to change the style of the
original. If the reader imagines the sentences of this
paper as being delivered, extemporaneously, with
proper pauses and emphases, this may facilitate his
comprehension. Nevertheless, there may still be pas-
sages which are hard to follow, and the time allotted
necessitated a condensed presentation of the argu-
ment. (A longer version of some of these views, still
rather compressed and still representing a transcript
of oral remarks, has appeared in Donald Davidson and
Gilbert Harman (eds), Semantics of Natural Language
(Dordrecht: Reidel, 1972).) Occasionally, reserva-
tions, amplifications, and gratifications of my remarks
had to be repressed, especially in the discussion of
theoretical identification and the mind-body prob-
lem. The notes, which were added to the original,
would have become even more unwieldly if this had
not been done.

R. J. Butler (ed.), Analytical Philosophy, Second Series
(Oxford: Blackwell, 1965), p. 41.

The second occurrence of the description has small

(381

“

scope.
4 In Russell’s theory, F(uxGx) follows from (x)Fx and
(3'x) Gx, provided that the description in F(wrGx)
has the entire context for its scope (in Russell’s 1905
terminology, has a “primary occurrence”). Only then
is F(1xGx) “about” the denotation of “2.xGx.” Apply-
ing this rule to (4), we get the results indicated in the
text. Notice that, in the ambiguous form
[(wxGx = wHx), if one or both of the descriptions
have “primary occurrences,” the formula does not
assert the necessity of wGx = wHx; if both have
secondary occurrences, it does. Thus in a language
without explicit scope indicators, descriptions must
be construed with the smallest possible scope — only

ferent philosophical argument from the sort which
has been given in the case of heat and molecular
motion. And it would have to be a deeper and
subtler argument than I can fathom and subtler
than has ever appeared in any materialist literature
that I have read. So the conclusion of this investi-
gation would be that the analytical tools we are
using go against the identity thesis and so go
against the general thesis that mental states are
just physical states.!”

The next topic would be my own solution to the
mind-body problem, but that I do not have.

then will ~ A be the negation of A4, (14 the necessita-
tion of A, and the like.

An earlier distinction with the same purpose was, of
course, the medieval one of de dicto—de re. That Rus-
sell’s distinction of scope eliminates model paradoxes
has been pointed out by many logicians, especially
Smullyan.

wn

So as to avoid misunderstanding, let me emphasize
that I am of course not asserting that Russell’s notion
of scope solves Quine’s problem of “‘essentialism”,
what it does show, especially in conjunction with
modern model-theoretic approaches to modal logic,
is that quantified modal logic need not deny the truth
of all instances of (x)(y)(x = y- D Fx D Fy), nor of
all instances of “(x)(Gx D Ga)” (where “a” is to be
replaced by a nonvacuous definite description whose
scope is all of “Ga”), in order to aveid making it a
necessary truth that one and the same man invented
bifocals and headed the original Postal Department.
Russell’s contextual definition of description need not
be adopted in order to ensure these results; but other
logical theories, Fregean or other, which take descrip-
tions as primitive must somehow express the same
logical facts. Frege showed that a simple, non-iterated
context containing a definite description with small
scope, which cannot be interpreted as being “about”
the denotation of the description, can be interpreted
as about its “sense.” Some logicians have been inter-
ested in the question of the conditions under which, in
an intensional context, a description with small scope
is equivalent to the same one with large scope. One of
the virtues of a Russellian treatment of descriptions in
modal logic is that the answer (roughly that the
description be a “rigid designator” in the sense of
this lecture) then often follows from the other postu-
lates for quantified modal logic: no special postulates
are needed, as in Hintikka’s treatment. Even if
descriptions are taken as primitive, special postulation
of when scope is irrelevant can often be deduced from
more basic axioms.



6 R. B. Marcus, “Modalities and intensional lan-
guages,” in Boston Studies in the Philosophy of Science,
vol. 1 (New York: Humanities Press, 1963), pp. 71ff.
See also the “Comments” by Quine and the ensuing
discussion.

7 It should. See her remark in Boston Studies in the
Philosophy of Science, vol. 1, p. 115, in the discussion
following the papers.

8 If there is no deity, and especially if the nonexistence
of a deity is necessary, it is dubious that we can use
“he” to refer to a deity. The use in the text must be
taken to be nonliteral.

9 David K. Lewis, “Counterpart theory and quantified
modal logic,” Journal of Philosophy 65 (1968), pp.
113ff.

10 Some philosophers think that definite descriptions, in
English, are ambiguous, that sometimes “the inventor
of bifocals” rigidly designates the man who in fact
invented bifocals. I am tentatively inclined to reject
this view, construed as a thesis about English (as
opposed to a possible hypothetical language), but I
will not argue the question here.

What I do wish to note is that, contrary to some
opinions, this alleged ambiguity cannot replace the
Russellian notion of the scope of a description. Con-
sider the sentence ‘“The number of planets might
have been necessarily even.” This sentence plainly
can be read so as to express a truth; had there been
eight planets, the number of planets would have been
necessarily even. Yet without scope distionctions,
both a “referential” (rigid) and a nonrigid reading of
the description will make the statement false. (Since
the number of planets is the rigid reading amounts
to the falsity that 9 might have been necessarily even.)

The “rigid” reading is equivalent to the Russellian
primary occurrence; the nonrigid, to innermost scope
— some, following Donnellan, perhaps loosely, have
called this reading the “attributive” use. The possi-
bility of intermediate scopes is then ignored. In the
present instance, the intended reading of O[] (the
number of planets is even) makes the scope of
the description [ (the number of planets is even),
neither the largest nor the smallest possible.

This definition is the usual formulation of the notion
of essential property, but an exception must be made
for existence itself: on the definition given, existence
would be trivially essential. We should regard exist-

1

—_

ence as essential to an object only if the object neces-
sarily exists. Perhaps there are other recherché
properties, involving existence, for which the defini-
tion is similarly objectionable. (I thank Michael Slote
for this observation.)

12 The two clauses of the sentence noted give equivalent
definitions of the notion of essential property, since
[((3x)(x = a) D Fa) is equivalent to [J(x){~ Fx
D x=a). The second formulation, however, has
served as a powerful seducer in favor of theories of
‘“identification across possible worlds.” For it sug-
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gests that we consider ‘an object # in another possible
world’ and test whether it is identifiable with & by
asking whether it lacks any of the essential properties
of a. Let me therefore emphasize that, although an
essential property is (trivially) a property without
which an object cannot be 4, it by no means follows
that the essential, purely qualitative properties of a
jointly form a sufficient condition for being a, nor that
any purely qualitative conditions are sufficient for an
object to be 4. Further, even if necessary and suffi-
cient qualitative conditions for an object to be Nixon
may exist, there would still be little justification for
the demand for a purely qualitative description of all
counterfactual situations. We can ask whether Nixon
might have been a Democrat without engaging in
these subtleties.

I thus agree with Quine, that “Hesperus is Phos-
phorus” is {or can be) an empirical discovery; with
Marcus, that it is necessary. Both Quine and Marcus,
according to the present standpoint, err in identifying
the epistemological and the metaphysical issues.

14 The two confusions alleged, especially the second, are

both related to the confusion of the metaphysical
question of the necessity of ‘“Hesperus is Phos-
phorus” with the epistemological question of its
aprioricity. For if Hesperus is identified by its posi-
tion in the sky in the evening, and Phosphorus by its
position in the morning, an investigator may well
know, in advance of empirical research, that Hesperus
is Phosphorus if and only if one and the same body
occupies position x in the evening and position y in
the morning. The a priori material equivalence of the
two statements, however, does not imply their strict
(necessary) equivalence. (The same remarks apply to
the case of heat and molecular motion.) Similar
remarks apply to some extent to the relationship
between ‘“Hesperus is Phosphorus” and “ ‘Hesperus’
and ‘Phosphorus’ name the same thing.” A confusion
that also operates is, of course, the confusion between
what we say of a counterfactual situation and how
people in that situation would have described it; this
confusion, too, is probably related to the confusion
between aprioricity and necessity.

If someone protests, regarding the lectern, that it could
after all have 7urned out to have been made of ice, and
therefore could have been made of ice, I would reply
that what he really means is that @ lectern could have
looked just like this one, and have been placed in the
same position as this one, and yet have been made of
ice. In short, I could have been in the same epistemo-
logical situation in relation to a lectern made of ice as 1
actually am in relation to this lectern. In the main text,
I have argued that the same reply should be given to
protests that Hesperus could have turned out to be
other than Phosphorus, or Cicero other than Tully.
Here, then, the notion of ‘“‘counterpart” comes into
its own. For it is not this table, but an epistemic
“counterpart,” which was hewn from ice; not
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Hesperus—Phosphorus—Venus, but two distinct coun-
terparts thereof, in two of the roles Venus actually
plays (that of Evening Star and Morning Star), which
are different. Precisely because of this fact, it is not
this table which could have been made of ice. State-
ments about the modal properties of this table never
refer to counterparts. However, if someone confuses
the epistemological and the metaphysical problems,
he will be well on the way to the counterpart theory
Lewis and others have advocated.

Isn’t the situation I just described also counterfactual?
At least it may well be, if such Martians never in fact
invade. Strictly speaking, the distinction I wish to
draw compares how we would speak in a (possibly
counterfactual) situation, if it obtained, and how we
do speak of a counterfactual situation, knowing that it
does not obtain — i.e., the distinction between the
language we would have used in a situation and
the language we 4o use to describe it. (Consider the
description: “Suppose we all spoke German.” This
description is in English,) The former case can be
made vivid by imagining the counterfactual situation
to be actual.

The most popular identity theories advocated today
explicitly fail to satisfy this simple requirement. For
these theories usually hold that a mental state is a
brain state, and that what makes the brain state into
a mental state is its ‘““causal role,” the fact that it tends
to produce certain behavior (as intentions produce
actions, or pain, pain behavior) and to be produced
by certain stimuli (e.g., pain, by pinpricks). If the
refations between the brain state and its causes and
effects are regarded as contingent, then being such-
and-such-a-mental-state is a contingent property of
the brain state. Let X be a pain. The causal-role
identity theorist holds (1) that X is a brain state, (2)
that the fact that X is a pain is to be analyzed (roughly)
as the fact that X is produced by certain stimuli and
produces certain behavior. The fact mentioned in (2)
is, of course, regarded as contingent; the brain state X
might well exist and not tend to produce the appro-
priate behavior in the absence of other conditions.
Thus (1) and (2) assert that a certain pain X might
have existed, yet not have been a pain. This seems to
me self-evidently absurd. Imagine any pain: is it pos-
sible that s stself could have existed, yet not have been
a pain?

If X = Y, then X and Y share all properties,
including modal properties. If X is a pain and Y the
corresponding brain state, then being a pain is an
essential property of X, and being a brain state is an
essential property of Y. If the correspondence relation
is, in fact, identity, then it must be necessary of Y that
it corresponds to a pain, and mecessary of X that it
correspond to a brain state, indeed to this particular
brain state, Y. Both assertions seem false; it seems
clearly possible that X should have existed without
the corresponding brain state; or that the brain state
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should have existed without being felt as pain. ident-
ity theorists cannot, contrary to their almost universal
present practice, accept these intuitions; they must
deny them, and explain them away. This is none too
easy a thing to do.
A brief restatement of the argument may be helpful
here. If “pain” and “C-fiber stimulation” are rigid
designators of phenomena, one who identifies them
must regard the identity as necessary. How can this
necessity be reconciled with the apparent fact that C-
fiber stimulation might have turned out not to be
correlated with pain at all? We might try to reply by
analogy to the case of heat and molecular motion; the
latter identity, too, is necessary, yet someone may
believe that, before scientific investigation showed
otherwise, molecular motion might have turned out
not to be heat. The reply is, of course, that what really
is possible is that people (or some rational or sentient
beings) could have been in the same epistemic situation
as we actually are, and identify a phenomenon in the
same way we identify heat, namely, by feeling it by the
sensation we call “the sensation of heat,” without
the phenomenon being molecular motion, Further,
the beings might not have been sensitive to molecular
motion (i.e., to heat) by any neural mechanism what-
soever. It is impossible to explain the apparent possi-
bility of C-fiber stimulations not having been pain in
the same way. Here, too, we would have to suppose
that we could have been in the same epistemological
situation, and identify something in the same way we
identify pain, without its corresponding to C-fiber
stimulation. But the way we identify pain is by feeling
it, and if a C-fiber stimulation could have occurred
without our feeling any pain, then the C-fiber stimu-
lation would have occurred without there being any
pain, contrary to the necessity of the identity. The
trouble is that although “heat” is a rigid designator,
heat is picked out by the contingent property of its
being felt in a certain way; pain, on the other hand, is
picked out by an essential (indeed necessary and suf-
ficient) property. For a sensation to be felr as pain is
for it to be pain.
All arguments against the identity theory which rely
on the necessity of identity, or on the notion of essen-
tial property, are, of course, inspired by Descartes’s
argument for his dualism. The earlier arguments
which superficially were rebutted by the analogies of
heat and molecular motion, and the bifocals inventor
who was also Postmaster General, had such an
inspiration: and so does my argument here. R. Albrit-
ton and M. Slote have informed me that they indep-
endently have attempted to give
arguments against the identity theory, and probably
others have done so as well.

The simplest Cartesian argument can perhaps be
restated as follows: Let “A” be a name (rigid desig-

essentialist

nator) of Descartes’s body. Then Descartes argues
that since he could exist even if A4 did not, ¢ (Des-



cartes # A), hence Descartes # A. Those who have
accused him of a modal fallacy have forgotten that
“A” 1s rigid. His argument is valid, and his conclusion
is correct, provided its (perhaps dubitable) premise is
accepted. On the other hand, provided that Descartes
is regarded as having ceased to exist upon his death,
“Descartes # A can be established without the use
of a modal argument; for if so, no doubt A survived
Descartes when 4 was a corpse. Thus 4 had a prop-
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erty (existing at a certain time) which Descartes did
not. The same argument can establish that a statue is
not the hunk of stone, or the congery, of molecules, of
which it is composed. Mere non-identity, then, may
be a weak conclusion. (See D. Wiggins, Philosophical
Review 77 (1968), pp. 90ff.) The Cartesian modal
argument, however, surely can be deployed to main-
tain relevant stronger conclusions as well.
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In several places Peter Geach has put forward
the view that “it makes no sense to judge whether
x and y are ‘the same’. .. unless we add or under-
stand some general term — the same F.”! In this
paper I discuss just what Geach’s view comes to;
I argue that there are no convincing reasons
for adopting it and quite strong reasons for reject-
ing it.

I agree with criticisms of Geach made by David
Wiggins in his recent book, Identity and Spatio-
Temporal Continuity,? some of which are repeated
here. I hope, however, to shed more light than he
has on the motivations for Geach’s view, and to
state somewhat more systematically an opposing
one. This is possible in part because of an article
by Geach® on this topic which has appeared since
Wiggins’s book.

Geach generally develops his view of identity in
conscious opposition to Frege; he emphasizes that
his view is the result of noticing an important fact
that he thinks Frege missed:

I am arguing for the thesis that identity is relat-
ive. When one says ““x is identical with y,” this,
I hold, is an incomplete expression,; it is short
for “x is the same A as y,” where “A4” repre-

Originally published in Philosophical Review 79 (1970),
pp. 181-200. Reprinted by permission of Cornell
University.

sents some count noun understood from the
context of utterance — or else, it is just a vague
expression of some half-formed thought. Frege
emphasized that “x is one” is an incomplete way
of saying “x is one A, a single A,” or else has no
clear sense; since the connection of the concepts
one and identity comes out just as much in the
German “‘ein und dasselbe” as in the English
“one and the same,” it has always surprised
me that Frege did not similarly maintain the
parallel doctrine of relativized identity, which I
have just briefly stated.*

I maintain it makes no sense to judge whether x
and y are “the same” or whether x remains “the
same” unless we add or understand some gen-
eral term — the same F. That in accordance with
which we thus judge as to the identity, I call a
criterion of identity; . .. Frege sees clearly that
“one” cannot significantly stand as a predicate
of objects unless it is (at least understood as)
attached to a general term; I am surprised he
did not see that this holds for the closely allied

. 5
expression ‘‘the same.”

Frege has clearly explained that the predication
of “one endowed with wisdom’...does not
split up into predications of ‘“one” and
“endowed with wisdom.”...It is surprising
that Frege should on the contrary have con-
stantly assumed that “x is the same A as y”
does split up into “x is an A (and y is an A)”
and “‘x is the same as ... y.”” We have already by
implication rejected this analysis.®



We can best see what Geach’s view of identity
amounts to, and what considerations might weigh
in favor of it, by seeing just how he disagrees with
Frege. What does Geach mean by denying that, for
example, “‘being the same horse as” “splits up” into
“being the same as” and “being a horse’?> We can
better understand the disagreement if we first list
the points on which Frege and Geach might agree.

First, I think that Frege could agree with Geach
that an utterance of the grammatical from “x and y
are the same” might not have a clear truth-value,
and that this situation might be remedied by add-
ing a general term after the word “same.”” For
instance, the utterance ‘“What I bathed in yesterday
and what I bathed in today are the same” might not
have a clear truth-value in a certain situation,
although “What I bathed in yesterday and what
I bathed in today are the same river” or “What I
bathed in yesterday and what I bathed in today are
the same water” do have clear truth-values. And
Frege would further agree, I believe, that the truth-
values of the last two statements might differ: it
might be true that I bathed in the same river on
both days, but false that [ bathed in the same water.

Second, I think Frege could agree that in adding
the general term after the word ““same,” one could
be said to convey a criterion of identity, and that
the original utterance is deficient in that no criter-
ion of identity is conveyed.

And, finally, I think Frege might agree with
reservations in saying that, in supplying a general
term and conveying a criterion of identity, one is
making clear which relation is asserted to hold
between the referents of the statement. Frege must
admit that the truth-values of “x and y are the same
F” and “x and y are the same G’ may differ. For
instance, ‘“‘Cassius Clay and Muhammed Ali are the
same man” is true, but “Cassius Clay and
Muhammed Ali are the same number” is not true.
This shows that “being the same man as” and
“being the same number as” are not extensionally
equivalent, and therefore do not express the same
relation. But, having admitted this, Frege might add
that, in an important sense, one relation is asserted
in both cases. And this is where Frege and Geach
disagree. To see how the relations might be said to
be the same in each statement after all, let us com-
pare a case Frege might regard as analogous.

Consider “being a left-handed brother of” and
“being a red-haired brother of.” These quite
obviously express different relations, for they are
not extensionally equivalent. But these relations
differ in a way that leaves them intimately con-
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nected. “Being a left-handed brother of” clearly
splits up into “being a brother of” and “being left-
handed.” To say that Jim is a left-handed brother of
Mike is to say no more or less than that Jim is a
brother of Mike and Jim is left-handed. And the
same thing is true of “being a red-haired brother
of.” The two relations involved do not differ, we
might say, in being two different kinds of brother-
hood, left-handed and red-haired. The job of the
words “‘red-haired” and “left-handed” is not to tell
us what kind of brotherhood is being asserted.
Rather, they assert something about the first refer-
entinaddition to the relation asserted. Insuch a case,
itis very natural to say that the relations are ina sense
the same, for the words “left-handed brother of”
and “red-haired brother of”’ express a conjunction
of two conditions, only one of which is relational.
And that condition which is relational is the same in
both cases — namely, being a brother of. One import-
ant consequence of this is that it follows from “x isa
left-handed brother of y” and “x is red-haired” that
“x is a red-haired brother of y.”” We can express this
by saying that “is a red-haired brother of’ and “is a
left-handed brother of” express restrictions of the
relation “being a brother of” to, respectively, the
domains of the left-handed and the red-haired.

Now compare with this the difference between
the relations expressed by “being a better golfer
than” and “being a better swimmer than.” These
are different relations. But they do not differ in the
way those just examined differ. “Being a better
golfer than” does not break up into “being better
than” and “‘being a golfer.” There is no such thing
as just being better than. This is the reason that it does
not follow from ‘“x is a better golfer than j”” and “x is
a swimmer” that “x is a better swimmer than y.”

Frege’s position is that “being the same F as,”
like “being a red-haired brother of,” splits up into a
general relation and an assertion about the referent;
it breaks up into “being the same as” and “being an
F’® This is what Geach denies. He thinks that
“being the same F as,” like “being a better golfer
than,” does not split up. Just as there is no such
thing as being just “better than,” Geach says that
“there is no such thing as being just ‘the
same’....”"

This then is the difference of opinion between
Frege and Geach. Geach’s succinct statement of
his view is: “it makes no sense to judge whether x
and y are ‘the same’...unless we add or under-
stand some general term — the same F.” But this
disguises the real nature of the dispute. Frege
would not deny, and I will not deny, that in all



John Perry

significant judgments of identity a general term
that conveys a criterion of identity will be impli-
citly or explicitly available. I shall not try to refute
Geach by producing a case of being the same that is
not a case of being the same F for some general
term “‘F.” That is not the issue. The issue is the
role of the general term and the criterion of identity
that it conveys.

The view I advocate, and which I believe to be
Frege’s, is that the role of the general term is to
identify the referents — not to identify the “kind of
identity” asserted. According to this view, x and y
cannot be the same F, but different G’s; if x and y
are the same F, then the relation of identity obtains
between x and y, and any statement that denies this
is false. In particular, no denial of identity of the
form “‘x and y are different ’s” can be true. Frege
cannot allow the possibility that x and y are the
same F but different G’s.® But, on Geach’s view,
there is no objection to such a case. On his view,
just as it does not follow that Jones is a better golfer
than Smith from the fact that he is a better swim-~
mer than Smith and is a golfer, so too it does not
follow that x is the same G as y from the fact that x
is the same Fas y and is a G. Thus Geach says, “On
my own view of identity I could not object in
principle to different 4’s being one and the same
B;...as different official personages may be one
and the same man.””'! If we can find an example in
which « and y are the same F but x and y are
different G’s, we shall have to admit Geach is
right in rejecting Frege’s view, just as if there
were cases of people who are left-handed and
brothers but not left-handed brothers, we should
have to give up the view that “being a left-handed
brother” splits up into “being left-handed” and
“being a brother.”

Before considering some examples that seem to
be of this form, I would like to point out an inter-
esting consequence of Geach’s view. Geach’s view
differs from Frege’s in allowing the possibility of
true statements of the form “x and y are the same F
but x and y are different G’s.” But if we can find a
counterexample of this form, we shall have to give
up more than Frege’s view. We shall have to give up
some principles about identity that seem very
plausible.

If we are going to view a statement of the form
“x is the same F as y” as asserting some relation
expressed by “is the same F as” of the referents of
“x” and “y,” then this relation should behave, on
Frege’s view, as a restriction of the general relation
of identity to a specific kind of object. As such, it

should share some of the properties ordinarily
attributed to identity: transitivity, symmetry, and
substitutivity. Reflexivity is lost: every object need
not be the same F as itself, for all objects are not
F’s. But these relations should be at least weakly
reflexive: any object that is the same F as some
object must be the same F as itself. But any coun-
terexample to Frege will also be a counterexample
to some of these principles. Consider any such
counterexample. It is in the form of a conjunction.
The second conjunct says that x and y are different
G’s. If we make the substitution in this conjunct
that the first conjunct licenses us to make, the
result is “x and « are different G’s.” To accept
this result is to deny that the relation expressed by
“the same G” is even weakly reflective, which
requires either that such relations are not transitive
or not symmetrical. To deny the substitution is to
deny that these relations confer substitutivity. If we
accept Geach’s view, we shall have to abandon
some traditional and rather plausible logical doc-
trines.

”»

I

In “Identity,” a recent article from which some of
the earlier quotations were drawn, Geach has
explained his views at greater length than before.
At first glance, the views expressed in that article
may seem difficult to reconcile with those I have
just attributed to him; it is a difficult article.
Although Geach says that “at first sight” his own
view seems to conflict with “classical identity the-
ory” — the view that identity is a reflexive relation
that confers substitutivity — he never points out in
so many words that it will have to be abandoned if
his theory of identity is correct. Nevertheless, the
view Geach expounds does turn out to be, when
carefully examined, just the view I have attributed
to him, and does have the consequences I said it
had.

Geach’s view is best understood, I think, by
looking first at his examples, and then considering
the rather involved argument and doctrine those
examples are supposed to illustrate. These ex-
amples, as interpreted by Geach, are of just the
sort we found required to refute Frege’s view.

Consider the following list of words:

A. Bull
B. Bull
C. Cow



How many words are on the list? It has often been
pointed out that such a question is ambiguous; the
right answer might be “two” or it might be
“three.” One explanation of this ambiguity is that
the answer depends on what kind of object we are
counting, word rypes or word tokens; there are three
word tokens, but only two word types on the list.
But this is not the way Geach looks at the matter.
According to him, there are not two kinds of
objects to be counted, but two different ways of
counting the same objects. And the reason there are
two ways of counting the objects is that there are
two different “criteria of relative identity.” The
number of words on the list depends on whether
A and B are counted as one and the same word,
they are counted the same according to the criteria
of relative identity expressed by “word type,” but
not according to the one expressed by “word
token.” Geach’s claim is then that the conjunction.

(1) Aisthe same word type as B, but 4 and B are
different word tokens

is true. And this conjunction seems to be just the
sort of counterexample required to prove Frege
wrong.

The rather involved and difficult doctrine that
precedes such alleged counterexamples as this in
Geach’s article seems to me best viewed as an
attempt to undermine some distinctions implicit
in fairly obvious objections to such an example. 1
will now state those objections, and in the next
section explain how Geach seeks to undermine
them.

First, in order to be of the form “x and y are the
same F| but x and y are different G’s,” the referring
expressions in the example that correspond to “x”
and “y” will have to refer to the same objects in the
first and second conjuncts. The sameness of
expression is not sufficient. If it were, the true
statement “John Adams was the father of John
Adams” would be of the form “x was the father
of x” and a counterexample to a principle of genea-
logy. It seems a plausible criticism of Geach’s pro-
posed counterexample that it fails for just this
reason; in the first conjunct of (1) “A4” and “B”
refer to word types, in the second to word tokens.
Indeed, the role of the general terms “word token”
and “word type” is just to tell us what objects — the
types or the tokens — those expressions do refer to.

One might reply to this objection by saying that
the fact expressed by (1) could as well have been
expressed by

The Same F

(2) A and B are different word tokens, but the
same word type.

In (2) the expressions “/4” and ‘“‘B” appear only
once; it might be claimed that it becomes very
dubious, in virtue of this single appearance, to
claim that four references to three referents take
place within (2).

But there is a second criticism. Even if the occur-
rences of “A” and “B” are interpreted as referring
to the same objects in both conjuncts of (1), or as not
being multiply referential in (2), it is still far from
clear that either (1) or (2) is a good counterexample.
There is a further requirement. It is not sufficient,
for a statement to be what Frege, or most other
philosophers, would call an identity statement, that
it contain the word “‘same,” or be of the verbal form
“y and y are the same F.” For example, “Sarah and
Jimmy are members of the same family” is not an
identity statement; no one would suppose its truth
required that everything true of Sarah be true of
Jimmy. Nor are “The couch and the chair are the
same color” or ““Tommy is the same age as Jimmy”
identity statements. These statements are of course
closely related to identity statements; the first two,
for example, are equivalent to “The family of
Jimmy is identical with the family of Sarah” and
“The color of the couch is identical with the color of
the chair.” But as they are, they are not identity
statements: the relation of identity is not asserted to
obtain between the subjects of the statements —
Jimmy and Sarah, the couch and the chair. Yet it
is clearly a further requirement of a counterexample
to Frege that both conjuncts be identity statements
in the relevant sense. That is, the conjunct that says
“x and y are the same G’s” must be an assertion of
identity, and the conjunct that says “x and y are
different G’s” must be a denial of identity. For
example, no one should suppose that “The couch
and the chair are the same color, but different pieces
of furniture” would be a good counterexample to
Frege.

It seems clear to me that if we assume that “A”
and “B” refer to word tokens throughout (1), then
the first conjunct of (1), is not an assertion of
identity, but merely an assertion that 4 and B are
similar in a certain respect, or have some property
in common; they are both tokens of the same type,
they have the same shape, they are “equiform.”
Note that this conjunct could be more naturally
expressed “A and B are of the same type” or “A
and B are tokens of the same type.” In this way the
conjunct resembles the statement “The couch and
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the chair are the same color” which could more
naturally be put “The couch and the chair have the
same color” or “The couch and the chair are of
the same color.” But identity statements are not
more naturally expressed in such ways; we feel no
temptation to say that Lyndon Johnson and LB]J
are of the same man, or have the same man.

Thus Geach’s counterexample seems open to
the following objection. If “A” and “B” refer to
the same objects throughout (1), the first conjunct
of (1) is not an identity statement, and the counter-
example fails. If both conjuncts are identity state-
ments in the required sense, “4” and “B” must
refer to word types in the first conjunct and word
tokens in the second, and the counterexample fails.

I

We find in “Identity” a rather abstract line of
argument which, if correct, will show the criticism
I have just made of Geach’s counterexample to be
based on untenable or at least unnecessary notions:
the notion of word types as a kind of object differ-
ent from word tokens and the notion of a statement
of identity (“absolute” identity) as opposed to a
resemblance or common property statement
(“relative” identity). The only distinction needed,
according to Geach, is between different kinds of
“relative” identity:12 being-the-same-word-type
and being-the-same-word-token.

To understand Geach’s argument, we must first
notice a rather interesting point. A great many
propositions are about particular things. For
instance, the proposition “The pen I am writing
with is blue” is about a particular object — the pen
in my hand — which is referred to by the subject
term. An assertion of the proposition can be looked
upon as asserting of that pen that it has a certain
property — being blue — which is expressed by the
predicate. Now part of understanding an utterance
that expresses such a proposition is understanding
under what conditions the proposition expressed
would be true. The interesting point to which I
wish to call attention is just that this element in, or
requirement of understanding the utterance, does
not generally require knowing which object the
subject term of the proposition refers to, and
exactly what the predicate asserts of it.

A simple example will establish this. Consider the
sentence “Pa” in the language L. I inform you that
the utterance “Pa” is true if and only if the word in
the box stands for a much misunderstood notion.

Identity

You understand the English; you now know the
truth-conditions of “Pa.” But my explanation has
not determined the referent of “” or the condition
expressed by “P—." Even if we take the English
sentence

The word in the box stands for a much misun-
derstood notion

as a translation of “Pa,” nothing has been said

about which parts of the English sentence corre-
spond to which parts of “Pa.” Different transla-
tions of the elements seem equally allowable:

a :the word in the box
P—:— stands for a much misunderstood notion

a :the box
P—: the word in—stands for a much misunder-
stood notion.

It is possible, in certain easily imagined cases, to
know the truth-conditions of a great many sen-
tences of some such language, without being clear
about the proper interpretations of their parts.
Suppose “Pa” is true if and only if the type of
which the word in the box is a token is often
misspelled. On the basis of this information, two
interpretations of “P—"" and “4” seem allowable:

a : the type of which the word in the box is a
token.
P—:—is often misspelled.

a :the word in the box
P—:—is a token of a type that is often mis-
spelled.

We might be told the truth-conditions of a great
many sentences containing “P—” and “a,” and
still be in the dark as to their proper interpretation.
For example, we might be told that “Fa” is true if
and only if the type of the token in the box is often
capitalized; that “Pc¢” is true if and only if the first
word on the author’s copy of this page is often
misspelled, and so forth. This additional informa-
tion about further sentences would not resolve the
problem of interpretation.

The relation between the referring expressions,
““the token in the box’’ and “the type of the token in
the box,” is that the latter refers to an object which
is identified by means of a reference to the object
identified by the former. Thus “the type of the
token in the circle” identifies the same type as “the



type of the token in the box” — although the tokens
are different.

Suppose we were told that “Pb” were true if and
only if the type of the token in the circle were often
misspelled. Then, clearly, “Pb” is equivalent to
“Pg.” But is a identical with #? This is just the
question of the proper interpretation. If “P—"
means “—is often misspelled,” then “s” and *“4”
refer to the same word type. If “P—"" means “—is
a token of a type that is often misspelled,” then “2”
and “p” refer to different word tokens (of the same
type).

To show that a is not identical with 4, it would
be necessary only to establish that 4 has some
property & lacks; if @ and 4 are identical, they
must share their properties. Suppose there is
some predicate “S—" in L, such that “Sa” has a
different truth-value than “S5.” Clearly, we could
conclude that 4 is not identical with &; that ¢ and &
are different tokens, not one and the same type.

Suppose we are told that “R(a,5)” is true if and
only if the token in the circle and the token in the
box are tokens of the same type. Then there seem
to be two possible interpretations of “R(a,b)”:

a: the type of the token in the box.
b: the type of the token in the circle.
R (—,—): — and — are identical.
a: the token in the box.

b: the token in the circle.

R (—,—): — and — are equiform.

Which should we choose? Well, if we choose the
first interpretation, then everything true of a will
have to be true of 5. So if there is some predicate
“S—""in L such that the truth-values of “Sa” and
“$b” are different, the second interpretation would
have to be chosen. If not, it would seem that we
were free to choose the first.

Suppose, however, there are no such predicates.
Would that fact be sufficient justification for inter-
preting “R (—,—)” as “is identical with’”? In a
sense, it would not force us to do so. Even if there
were no predicate like “S—" in L, it still might be
that “R (—,—)” did not mean identity. It might be
just accidental that there are no such predicates;
perhaps the speakers of L have not yet noticed any
properties that distinguish word tokens, or think
them unworthy of expression in their language.

The Same F

To have the formal properties required to
express identity, an expression “R——" in L
need satisfy only the following two conditions: '
(¢) for any referring expression v in L, “R o, o’ is
true; (#) for any referring expressions o and /3, and
any predicate ® in L, if “R v, 37 is true, “®a” and
“®3” are materially equivalent. The force of the
last paragraph is that these necessary conditions for
expressing identity are not logically sufficient.
“R—,—” might satisfy these conditions and not
express identity — but just the kind of similarity (or
relative identity) appropriate to the objects in the
domain of L.

Now let us make a rough distinction between an
object of akind K and an occurrence of a kind K. An
occurrence of a kind K is an object which, although
it is not itself a K is the sort of object, or one sort of
object, which would ordinarily be employed in
ostensively identifying a K. For example, a word
token is an occurrence of a word type, because we
ostensively identify word types by pointing to a
word token and saying “the type of which thatis a
token” or even “that type.” Surfaces or physical
objects are occurrences of colors, because we osten-
sively identify colors by pointing at surfaces and
saying “the color of that”” or “that color.’

Our choice in interpreting “R(s,#)” is just this:
to interpret “4” and “#” as references to word
types and “R(—,—) as “is identical with,” or to
interpret “a” and “4” as references to occurrences of
word types (which is to say, as references to word
tokens), and “R(-—,—)”’ as expressing one kind of
what Geach calls “relative identity” — namely, “is
equiform with.”

Geach’s argument, as I understand it, is this. We
might very well have a reason to choose the second
interpretation — for example, that there is in L a
predicate “S—"" such that “Sa & ~ Sb” is true.
Moreover, even if we do not have such a predicate
in L, we might choose to add one in the future, and
should not close this option (‘limit our ideology’).
But no circumstances are conceivable in which we
are forced to choose the first interpretation. We are
always theoretically free to take the second. More-
over, there is a general reason for not choosing the
first: in doing so we multiply the entities to which
we allow references (types now as well as tokens)
and thereby “pollute our ontology.” But then there
is never any good reason to interpret a predicate in
L as expressing identity, rather than some form of
relative identity, and never any good reason to
interpret the references in L to be to things which
have occurrences, rather than to occurrences
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themselves. But then are not the very notions of
identity, and of a reference to such an object,
suspect? And if this is so, are we not justified in
waiving the criticisms made of the counterexample
to Frege in section II, since those criticisms are
completely based on these notions?

1AY

The charges that the interpretation of “R (—,—)”
as “is identical with” would restrict ideology while
polluting the universe are completely unfounded.

Consider the language L+, which contains all of
the sentences of L, plus sentences composed of the
predicate “K (—,—)” and the referring expres-
sions of L. The sentences of L 4 which are also
sentences of L have the same truth-conditions in L
+asin L. “K(a,b)” is true if and only if the word
token on page 94 is more legible than the word
token on page 95. Then clearly, “R (—,—)” does
not express identity in L +. “R(a, b)” is true, but
“K(a, b)” and “K(a, a)” are not materially equiva-
lent, or so we shall suppose.

Now all of this does not in the least show that “R
(—,—)” does not express identity in L. The facts
that “R (—,—)” does not express identity in L +,
and that the symbols used in L and L + are largely
the same, and that the truth-conditions of the
shared sentences are the same in each, do not entail
that the shared expressions have the same inter-
pretation.

If, however, we think of L and L+ as successive
states of the same language, actually employed by
humans, then the evidence that “R (—,—)” does
not confer substitutivity in L+ is grounds for
thinking it is only an accident that it did in L —
the earlier state; perhaps no one had conceptualized
the relation being move legible than, or any other
property capable of distinguishing tokens. This
seems to be Geach’s view: as our language grows,
what now has the formal properties ascribed by the
classical view to identity (is an “/-predicable” in
Geach’s terminology) may cease to have them. To
pick out any one stage of the language and say that
those expressions that are /-predicable at that point
must always be, are somehow necessarily, in virtue
of their meaning, /-predicable is to “freeze” the
language — to prohibit it from growing in certain
directions.

This argument is confused. Suppose we inter-
pret “R (—,—)” as expressing identity, and take L
to have as its domain word types. We are in no way

blocked from adding the predicate ““is more legible
than” to L. It would be a futile gesture unless some
names for word tokens were also added, but there is
also no objection to doing that. In that case we have
not L+, but L + + — L plus “K (——)” plus some
names for word tokens. Nothing in L prevents us
from taking “R (—,—)” as expressing identity; in
so doing we do not block the development of L to
L+ +.

Whatabouttheclaimthatinterpreting“R(—,—)”
as expressing identity will “pollute our ontology”’?
To make this point, Geach introduces another
example; a look at it will indicate the sorts of con-
fusion that underlie this charge.

As I remarked years ago when criticizing Quine,
there is a certain set of predicables that are true
of men but do not discriminate between two
men of the same surname. If the ideology of a
theory 7 is restricted to such predicables, the
ontology of T calls into being a universe of
androids (as science fiction fans say) who differ
from men in just this respect, that two different
ones cannot share the same surname. I call these
androids surmen; a surman is in many ways
very much like a man, e.g., he has brains in
his skull and a heart in his breast and guts in
his belly. The universe now shows itself as a
baroque Meinongian structure, which hardly
suits Quine’s expressed preference for desert
landscapes."*

Here we have a language fragment whose pre-
dicates are such that all the same predicates apply
to me, my father, my brother, and the rest of the
Perrys, and the same is true of the Smiths and the
Joneses, and so forth. If the words in this language
fragment corresponded to English, then there
would be nothing to stop us, says Geach, from
interpreting “has the same last name” as expres-
sing identity; this would be an /-predicable in the
rump language. Then, he suggests, the names in
the language fragment will have to be reinterpreted
as names of surmen, which are queer and objec-
tionable entities.

But as far as I can see, nothing more objection-
able than families would emerge from this reinter-
pretation. I cannot see why Geach thinks it should
require androids. The entity that has all the per-
sons with a certain last name as occurrences (parts
or members) is clearly something like a family, and
not anything like an android. Moreover, this ex-
ample is not analogous to the theoretical descrip-



tions Geach gives in his abstract arguments; here
we go from the richer language to the leaner; it is
not clear how the predicates (such as “has guts in
his belly’) are to be reinterpreted in such a case, and
Geach gives us no directions.

It seems to me that any cogency that attaches to
Geach’s claim of pollution can be traced to a con-
fusion of his position with some sort of nominalism.
Geach’s position seems to presuppose nominalism:
the thesis that, in our terminology, only occur-
rences are ultimately real. But it amounts to far
more. The nominalist would claim that “being of
the same type” is analyzable in terms of “equiform-
ity” and that references to types are in some sense
eliminable; Geach seems to claim that they are not
only eliminable, but never occur in the first place.

The disadvantages of interpreting a predicate
like “R (—,—)” as identity are thus illusory; are
there any advantages?

The most obvious is that if we interpret “R (—,
—’ as “equiform” even though there are no pre-
dicates in Z that discriminate between tokens, then
we seem to be granting that the speakers of L refer
to a kind of objects, tokens, between which they
have no means of distinguishing. But if tokens
cannot be individuated in L, is it really reasonable
to suppose that the users of L are actually talking
about tokens, but have just not bothered to express
in the language any of the ways they use to tell
them apart?

This point does not have its full weight with the
example of L. L, a language with a restricted sub-
ject matter of the sort dealt with only by those with
access to a richer language, presents itself as an
artificial language. It clearly might be reasonable
for someone to stipulate that the referring expres-
sions in some artificial language he is discussing
should be construed as referring to tokens even if
they could be construed as referring to types; he
might, for example, want to compare L with wider
languages such as L+, and this might be more
conveniently done if L is so construed.

But suppose an anthropologist should have the
following worry. He arrives at a coherent and
plausible translation scheme for a certain out-
of-the-way language. In this scheme a certain
predicate “R (—,—)” is translated “— is identical
with —.” In the thousands of conversations he has
recorded and studied he has found no cases in
which natives would deny that an object had the
relation expressed by this predicate to itself; he has
found that, in every case, once natives find objects
have this relation, they are willing to infer that what
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is true of one is true of the other. In a murder trial,
the prosecution tries to prove, and the defense to
disprove, that this relation obtains between the
defendant and the murderer. But our anthropolo-
gist is a Geachian. He worries, Does “R (—, —)”’
really express identity? Do they really talk about
people, or only stages of people? This is absurd.
Some internally consistent theory about the
natives’ beliefs and linguistic practices could be
formulated that casts this sort of metaphysical
doubt on any entry in the anthropologist’s diction-
ary. He need not have any special worries about
identity; in the situation described, there is no real
room for doubt.

With regard to one’s own language, it seems
clear that we can pick out predicates — for example,
“is one and the same as”’ — which, in some sense [
shall not here try to analyze, owe their logical
properties (transitivity, symmetry, and so forth)
to their meaning, and could not lose them merely
by virtue of additions to the ideology of the lan-
guage, or changes in the state of the nonlinguistic
world. Such predicates express the concept of
identity.

Thus, as far as I can see, Geach has no effective
arguments against the dilemma posed in section II
for any counterexample to Frege. Until some coun-
terexample is put forward to which those objec-
tions do not apply, we have no reason to reject this
part of Frege’s account of identity. In the next
section, I shall examine an example of the required
form which may seem more powerful than the one
discussed thus far.

\Y

Suppose Smith offered Jones $5,000 for a clay
statue of George Washington. Jones delivers a sta-
tue of Warren Harding he has since molded from
the same clay, and demands payment, saying,
“That’s the same thing you bought last week.”

It is the same piece of clay, but a different statue.
It seems then that we can form the awkward but
true conjunction

This is the same piece of clay as the one you
bought last week, but this is a different statue
from the one you bought last week.

What are we to say of this sentence?'
Following the criticisms of such counterex-
amples outlined in section II, we could either say
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that “this” and “the one you bought last week”
refer to pieces of clay in the first conjunct and
statues in the second, or that one or the other of
the conjuncts does not assert or deny identity.

To maintain the first criticism, we must claim
that “this statue” and “‘this clay” would not in this
situation refer to one and the same object; that the
clay and the statue are not identical. This view
seems paradoxical to some, but I think it can be
reasonably defended. There are things true of the
one not true of the other (for example, the piece of
clay was bought in Egypt in 1956, but not the
statue), and the piece of clay may remain with us
long after the statue is destroyed. There is clearly a
rather intimate relation between the two; I would
argue that this relation is that the current “stage”
of the piece of clay and the current ‘“‘stage” of the
statue are identical. We might well reserve the
phrase ‘“are the same rhing” for this relation,
while using “identical’, “are the same object,”
“are the same entity,” and so forth, for the notion
whose logical properties were formulated by Leib-
niz and Frege. But the point I wish to insist on at
present is simply that there is nothing paradoxical
about maintaining that the clay and the statue are
not identical, and a great deal that is problematical
about maintaining the opposite.

If all the references are to the statue, then “being
the same piece of clay” simply amounts to “being
made of the same piece of clay” and does not
express identity. If all the references are to the
clay, then “— is a different statue from — should
be construed as meaning “— is a different statue
than — was,” which amounts to “— is formed into
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VI

Let me then summarize my position. (1) In identity
statements like ‘““This is the same river as that” the
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avoided. First, the statement in question, that the
river I bathed in yesterday and the river I bathed in
today are the same water, is not an identity statement
(see below). Second, the truth of this statement in no
way conflicts with the falsity of “The water I bathed
in yesterday and the water I bathed in today are the
same,” which, on one interpretation, is what “What
I bathed in yesterday and what I bathed in today are
the same water” amounts to in the example in ques-
tion.
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It is important to see that statements of “relative”
identity are not what I have called “identity state-
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“statements of resemblance” or “common property
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identity. Relative identity should not be confused with
restricted identity (see p. 9 above). On my view, a
restricted identity statement can be reworded without
changing referents, as a clear identity statement: to
say “Leningrad and Stalingrad are the same city” is
just to say “The city of Leningrad is identical with the
city of Stalingrad.” This is not true of statements of
relative identity — and that is why they are not identity
statements.
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This brief for contingent identity begins with an
example. Under certain conditions, [ shall argue, a
clay statue is identical with the piece of clay of
which it is made — or at least it is plausible to
claim so. If indeed the statue and the piece of clay
are identical, I shall show, then the identity is
contingent: that is to say, where s is the statue and
¢ the piece of clay.

(1) s=1c¢&O(sexists & ¢ exists & 5 # ¢)

This claim of contingent identity, if true, has
important ramifications. Later I shall develop the-
ories of concrete things and proper names which
are needed to fit the claim. These theories together
form a coherent alternative to theories which hold
that all true identities formed with proper names
are necessary — a plausible alternative, I shall argue,
with many advantages.

Most purported examples of such contingent
identity fail: that much, I think, has been shown
by Saul Kripke’s recent work.! Kripke’s work has
transformed the subjects of necessity and refer-
ence, and the usual examples of contingent identity
depend on accounts of those subjects which Krip-
ke’s attacks undermine. Take, for instance, one of
Frege’s examples of a posteriori identity, somewhat
reworded:?

Originally published in Journal of Philosophical Logic 4
(1975), pp. 187-221. Copyright € by D. Reidel Publish-
ing Company. Reprinted by permission of Kluwer
Academic Publishers.

(2) If Hesperus exists, then Hesperus = Phos-
phorus.

On the account of necessity which prevailed before
Kripke, a truth is necessary only if it can be known
a priori. Now as Frege pointed out, (2) is clearly
a posteriori, since it reports a discovery which
could only have been made by observation. On
the old account, then, (2), although true, is not a
necessary truth. Kripke’s attacks undermine this
account of necessary truth as a priori truth.
Whether something is a necessary truth, he argues,
is not a matter of how we can know it, but of
whether it might have been false if the world had
been different: a proposition is a necessary truth if
it would have been true in any possible situation.
The necessary—contingent distinction and the a
priori—a posteriori distinction, then, are not drawn
in the same way, and to prove a truth contingent, it
is not enough simply to show that it is a posteriori.®

Kripke’s attacks also undermine accounts of
reference which would make (2) a contingent
truth. On both Russell’s theory of descriptions®
and the later “cluster” theory, a name gets its
reference in some way from the beliefs of the per-
son who uses it. On Russell’s view, the heavenly
body Hesperus of which the ancients spoke would
be the thing which fitted certain beliefs they had
about Hesperus; on the cluster theory, it would be
the thing which fitted a preponderance of their
beliefs about it. Now the ancients” beliefs about
Hesperus and their beliefs about Phosphorus were
such that, in some possible worlds, one thing would
fit the former and another the latter. On such an



account of proper names, then, (2) would be false in
some possible worlds, and is therefore contingent.

I'shall not repeat Kripke’s attacks on the descrip-
tion and cluster theories of proper names.” My
purpose here is to argue that even if these attacks
are successful, there may well remain some con-
tingent identities consisting of proper names. The
identity of Hesperus and Phosphorus is not con-
tingent, on the theories I shall develop, but I shall
give an example which is. Kripke’s attacks, if I am
right, transform the subject of contingent identity,
but they do not eliminate it.

In what sort of case might a statue s be identical
with the piece of clay, ¢, of which it is made?
Identity here is to be taken in a strict, timeless
sense, not as mere identity during some period of
time. For two things to be strictly identical, they
must have all properties in common. That means,
among other things, that they must start to exist at
the same time and ccase to exist at the same time. If
we are to construct a case in which a statue is
identical with a piece of clay, then, we shall need
persistence criteria for statues and pieces of clay —
criteria for when they start to exist and when they
cease to exist.

Take first the piece of clay. Here I do not mean
the portion of clay of which the piece consists,
which may go on existing after the piece has been
broken up or merged with other pieces. I shall call
this clay of which the piece consists a portion of
clay; a portion of clay, as I am using the term, can
be scattered widely and continue to exist. Here I
am asking about a piece or lump of clay.

A lump sticks together: its parts stick to each
other, directly or through other parts, and no part
of the lump sticks to any portion of clay which is
not part of the lump. The exact nature of this
sticking relation will not matter here; it is a familiar
relation which holds between parts of a solid object,
but not between parts of a liquid, powder, or heap
of solid objects. We know, then, what it is for two
portions of clay to be parts of the same lump of clay
at a time ¢, and if they are, I shall say that they are
stuck to each other at ¢.

For how long, then, does a piece of clay persist?
As a first approximation, the criteria might be put
as follows. A piece of clay consists of a portion P of
clay. It comes into existence when all the parts of P
come to be stuck to each other, and cease to be
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stuck to any clay which is not part of P. It ceases to
exist when the parts of P cease to be stuck to each
other or come to be stuck to clay which is not in P.
Thus a piece of clay can be formed either by stick-
ing smaller pieces of clay together or by breaking it
off a larger piece of clay, and it can be destroyed
either by breaking it apart or by sticking it to other
pieces of clay.

This standard is probably too strict; we ought to
allow for such things as wear and the adherence of
clay dust to a wet piece of clay. Nothing will
change, though, for my purposes, if we allow the
portion of clay which composes a piece of clay to
change slowly over time. In the actual world, then,
a piece of clay might be characterized by a function
P from instants to portions of clay. In order for it to
characterize a piece of clay, the function P would
have to satisfy the following conditions.

(a) The domain of P is an interval of time 7.

(b) For any instant z in 7, P(z) is a portion of clay
the parts of which, at ¢, are both stuck to each
other and not stuck to any clay particles which
are not part of P(¢).

(¢) The portions of clay P(z) change with ¢ only
slowly, if at all. (I shall give no exact standard
of slowness here, but one might be stipulated
if anything hinged on it.)

(d) No function P* which satisfies (a), (b), and
(¢) extends P, in the sense that the domain of
P properly includes the domain of P and the
function P is P* with its domain restricted.

Both on this standard, then, and on the earlier,
stricter one, a piece of clay comes into existence
when parts in it are stuck to each other and unstuck
from all other clay, and goes out of existence when
its parts cease to be stuck to each other or become
stuck to other clay. That is what I shall need for
what follows.

What, now, are the persistence criteria for clay
statues? By a statue here, I do not mean a shape of
which there could be more than one token, but a
concrete particular thing: distinct clay statues, as [
am using the term, may come out of the same mold.
A clay statue consists of a piece of clay in a specific
shape. It lasts, then, as long as the piece of clay lasts
and keeps that shape. It comes into being when the
piece of clay first exists and has that shape, and it
goes out of existence as soon as the piece of clay
ceases to exist or to have that shape.

These criteria too may be overly strict: again we
may want to allow for slow changes of shape from
wear, accretion, and slight bending. So let us say, a
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clay statue persists as long as the piece of clay it is
made of persists and changes shape only slowly.

I do not claim that the criteria I have given are
precisely set forth that way in our conceptual
scheme. I do think that the criteria I have given
fit at least roughly what we say about statues and
pieces of clay. My argument will depend on no
such claim, though, and for all I shall have to say,
the criteria I have given might have been purely
stipulative. I do need to make one claim for those
criteria: I claim that as I have defined them, pieces
of clay and clay statues are objects. That is to say,
they can be designated with proper names, and the
logic we ordinarily use will still apply. That is all,
strictly speaking, that I need to claim for the cri-
teria I have given.

Now we are in a better position to ask, are a clay
statue and the piece of clay of which it is made
identical? The persistence criteria I have given
make it clear that often the two are distinct. In a
typical case, a piece of clay is brought into existence
by breaking it off from a bigger piece of clay. It
then gets shaped, say, into the form of an elephant.
With the finishing touches, a statue of an elephant
comes into being. The statue and the piece of clay
therefore have different properties: the times they
start to exist are different, and whereas the statue
has the property of being elephant-shaped as long
as it exists, the piece of clay does not. Since one
has properties the other lacks, the two are not
identical.®

Suppose, though, a clay statue starts to exist at
the same time as the piece of clay of which it is
made, and ceases to exist at the same time as the
piece of clay ceases to exist. Will the statue then be
identical with the piece of clay? It is indeed possible
for a statue to endure for precisely the same period
of time as its piece of clay, as the persistence criteria
I have given make clear. Consider the following
story.

1 make a clay statue of the infant Goliath in two
pieces, one the part above the waist and the other
the part below the waist. Once I finish the two
halves, I stick them together, thereby bringing
into existence simultaneously a new piece of clay
and a new statue. A day later I smash the statue,
thereby bringing to an end both statue and piece of
clay. The statue and the piece of clay persisted
during exactly the same period of time.

Here, I am tempted to say, the statue and the
piece of clay are identical. They began at the same
time, and on any usual account, they had the
same shape, location, color, and so forth at each

instant in their history; everything that happened
to one happened to the other; and the act that
destroyed the one destroyed the other. If the statue
is an entity over and above the piece of clay in that
shape, then statues seem to take on a ghostly air.
No doubt other explanations of what the statue is
can be offered, but the hypothesis that the statue
and piece of clay are identical seems well worth
exploring.

If indeed the statue and piece of clay are the
same thing, then their identity is contingent. It is
contingent, that is to say in the sense of (1) at the
beginning of this paper. (1) uses proper names, and
so let me name the statue and the lump: the statue I
shall call “Goliatk”; the piece of clay, “Lumpl.”
Naming the piece of clay, to be sure, seems strange,
but that, presumably, is because it is unusual to
name pieces of clay, not because pieces of clay are
unnamable. With these names, (1) becomes

(3) Goliath = Lumpl & & (Goliath exists &
Lumpl exists & Goliath # Lumpl).

It is in this sense that [ want to claim that Goliath =
Lumpl contingently.

Suppose, then, that Goliath = Lumpl. Then
their identity is contingent in the sense of (3). For
suppose I had brought Lumpl into existence as
Goliath, just as I actually did, but before the clay
had a chance to dry, I squeezed it into a ball. At that
point, according to the persistence criteria I have
given, the statue Goliath would have ceased to
exist, but the piece of clay Lumpl would still exist
in a new shape. Hence Lumpl would not be
Goliath, even though both existed. We would have

Lumpl exists & Goliath exists & Goliath +
Lumpl.

If in fact, then, Goliath = Lumpl, then here is a
case of contingent identity. In fact Goliath =
Lumpl, but had I destroyed the statue Goliath by
squeezing it, then it would have been the case that,
although both existed, Goliath # Lumpl. The iden-
tity is contingent, then, in the sense given in (3).

II

The claim that Goliath = Lumpl, then, has import-
ant consequences for the logic of identity. How can
the claim be evaluated?



Initially, at least, the claim seems plausible.
Goliath and Lumpl exist during precisely the
same period of time, and at each instant during
that period, they have, it would seem, the same
shape, color, weight, location, and so forth: they
share all their obvious properties.

The claim that Goliath = Lumpl, moreover, fits
a systematic account of statues and piece of clay. A
clay statue ordinarily begins to exist only after its
piece of clay does. In such cases, it seems reason-
able to say, the statue is a temporal segment of the
piece of clay — a segment which extends for the
period of time during which the piece of clay keeps
a particular, statuesque shape. Here, then, is a
systematic account of the relation between a statue
and its piece of clay. By that account, however,
there will be cases in which a clay statue is identical
with its piece of clay. For in some cases the very
temporal segment of the piece of clay which con-
stitutes the statue extends for the entire life of the
piece of clay. In such a case, the segment is the piece
of clay in its entire extent: the statue and the
piece of clay are identical.”

That leads to my main reason for wanting to say
that Goliath = Lumpl. Concrete things, like statues
and pieces of clay, are a part of the physical world,
and we ought, it seems to me, to have a systematic
physical account of them. Concrete things, I want
to maintain, are made up in some simple, canonical
way from fundamental physical entities. Now what
I have said of the relation between a statue and its
piece of clay fits such a general view of concrete
things. Suppose, for example, we take point-
instants to be our fundamental physical entities,
and let a concrete thing be a set of point-instants.
In that case, Goliath = Lumpl simply because they
are the same set of point-instants. Suppose instead
we take particles to be our fundamental physical
entities, and let a concrete thing be a changing set
of particles — which might mean a function from
instants in time to sets of particles. Then again,
Goliath = Lumpl, because at each instant they
consist of the same set of particles. Now particles
and point-instants are the sorts of things we might
expect to appear in a well-confirmed fundamental
physics — in that part of an eventual physics which
gives the fundamental laws of the universe. A sys-
tem according to which Goliath = Lumpl, then,
may well allow concrete things to be made up in a
simple way from entities that appear in well-
confirmed fundamental physics. Concrete things,
then, can be given a place in a comprehensive view
of the world.
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In the rest of this paper, then, I shall work out a
theory according to which Goliath = Lumpl. Con-
crete things, for all I shall say, may be either sets of
point-instants or changing sets of particles. The
sections which follow develop a theory of proper
names and a theory of modal and dispositional
properties for concrete things.

I

If, as I want to claim, Goliath = Lumpl, then how
do proper names like “Goliath” and “Lumpl”
work? Kripke gives an account of proper names
from which it follows that Geliath cannot be iden-
tical with Lumpl; thus if Kripke’s were the only
plausible account of proper names, then the claim
that Goliath = Lumpl would have to be abandoned.
In fact, though, accepting that Goliath = Lumpl
leads to an alternative account of proper names,
which, I shall argue, is fully coherent and at least at
plausible as Kripke’s.

Kripke’s account of proper names is roughly
this. We in the actual world use proper names
both to talk about the actual world and to talk
about ways the world might have been. According
to Kripke, if a proper name denotes a thing in the
actual world, then in talk of non-actual situations,
the name, if it denotes at all, simply denotes that
same thing. A proper name is a rigid designator: it
refers to the same thing in talk of any possible
world in which that thing exists, and in talk of
any other possible world, it refers to nothing in
that world.®

Now if all proper names are rigid designators,
then Goliath cannot be identical with Lumpl as I
have claimed. For suppose they are identical. Call
the actual world I and the world as it would be if
I had squeezed the clay into a ball #’; then

(1) In Wy, Goliath = Lumpl,
but as I have shown,
(i) In W', Goliath # Lumpl.

Now if the names “Goliazh” and “Lump!” are both
rigid designators, then (i) and (ii) cannot both hold.
For suppose (i) is true. Then the names “Goliath”
and “Lumpl” both denote the same thing in Wj.
Hence if they are both rigid designators, they both
denote that thing in every possible world in which
it exists, and denote nothing otherwise. Since they



Allan Gibbard

each denote something in #”, they must therefore
both denote the same thing in #”, and thus (ii)
must be false.

The claim that Golfath = Lumpl, then, is incom-
patible with Kripke’s account of proper names.
Suppose, then, that Goliath is indeed identical
with Lumpl; what view of proper names emerges?
How, on that supposition, could we decide whether
the name “Goliath” is a rigid designator? Consider
the situation. In the actual world, “Goliath” refers
to a thing which I made and then broke, which is
both a statue and a piece of clay. Hence the name
“Goliath” is a rigid designator if it refers to that
same thing in any possible situation in which the
thing exists, and refers to nothing otherwise.

What, though, would constitute “that same
thing” if the statue and the piece of clay were
different? Take the situation in W’: suppose
instead of breaking the statue, as I actually did, I
had squeezed the clay into a ball. Would that single
thing which in fact I made and then broke — which
in fact was both a piece of clay and a statue — then
be the statue Goliath which 1 squeezed out of
existence, or the piece of clay Lumpl which went
on existing after I squeezed it?

I can find no sense in the question. To ask
meaningfully what that thing would be, we must
designate it either as a statue or as a piece of clay. It
makes sense to ask what the statue Goliath would
be in that situation: it would be a statue; likewise, it
makes sense to ask what the piece of clay Lumpl
would be in that situation: it would be a piece of
clay. What that thing would be, though, apart from
the way it is designated, is a question without
meaning.

A rough theory begins to emerge from all this. If
Goliath and Lumpl are the same thing, asking what
that thing would be in #” apart from the way the
thing is designated, makes no sense. Meaningful
cross-world identities of such things as statues, it
begins to seem, must be identities gua something:
qua statue or gua lump,9 qua Goliath or qua Lumpl.
It makes sense to talk of the “same statue” in
different possible worlds, but no sense to talk of
the ‘same thing.’

Put more fully, what seems to be happening is
this. Proper names like “Goliath” or “Lumpl”
refer to a thing as a thing of a certain kind:
“Goliath” refers to something as a statue;
“Lumpl,” as a lump. For each such kind of thing,
there is a set of persistence criteria, like the ones
I gave for statues and for lumps‘10 In rare cases, at
least, one thing will be of two different kinds, with

different persistence criteria, and whereas one
proper name refers to it as a thing of one kind,
another proper name will refer to it as a thing of
another kind. In such cases, the identity formed
with those names is contingently true. It is true
because the two names designate the same thing,
which ceases to exist at the same time on both sets
of criteria. It is contingent because if the world had
gone differently after the thing came into existence,
the thing might have ceased to exist at different
times on the two sets of criteria: it would have been
one thing on one set of persistence criteria, and
another thing — perhaps a temporal segment of the
first — on the second set of criteria.

If all that is so, it makes no sense to call a
designator rigid or nonrigid by itself. A designator
may be rigid with respect to a sortal: it may be
statue-rigid, as “Goliath” is, or it may be lump-
rigid, as “Lumpl” is. A designator, for instance, is
statue-rigid if it designates the same statue in every
possible world in which that statue exists and des-
ignates nothing in any other possible world. What
is special about proper names like “Goliath” and
“Lumpl” is not that they are rigid designators. It is
rather that each is rigid with respect to the sortal it
invokes. “Goliath” refers to its bearer as a statue
and is statue-rigid; “Lumpl” refers to its bearer as
a lump and is lump-rigid.

In short, then, if we accept that Goliazh = Lumpl
and examine the situation, a rough theory of proper
names emerges. A proper name like “Goliath”
denotes a thing in the actual world, and invokes a
sortal with certain persistence criteria. It then
denotes the same thing-of-that-sort in every possi-
ble world in which it denotes at all. The name
“Goliath” itself, for instance, denotes a lump of
clay and invokes the sortal szatue; hence it denotes
the same statue in every possible world in which
that statue exists.

That leaves two questions unanswered. First,
how does a name like “Goliath” get its reference
in the actual world? Second, what makes a thing in
another possible world ““the same statue” as the one
which in fact T made and then broke? I shall tackle
this second question first.

Once I made my statue, that statue existed, and
nothing that happened from then on could change
the fact that it had existed or the way it had come to
exist. It would be that same statue whether I sub-
sequently broke it, squeezed it, or sold it. Its origin,
then, makes a statue the statue that it is, and if
statues in different possible worlds have the same
beginning, then they are the same statue.



The name “Goliath” picks out in W' the one
statue which begins in W’ like Goliath in W;. Con-
sider the case more fully. The world /' bears an
important relation to ¥} and the statue Goliath in
Wo: W' branches from W)y after Goliath begins to
exist; that is, until some time after Goliath begins
to existin Wy, the histories of Wy and /¥ are exactly
the same. In the branching world W, then, Goliath
is the statue which has exactly the same history
before the branching as Goliath in . The name
“Lumpl” too picks out a thing in /¥’ which begins
exactly like the statue Goliath in Wy. “Lumpl,”
though, picks out, not the unique statue in ¥’
which begins that way, but the unique piece of
clay in W' which begins that way. Since that piece
of clay in W is distinct from that statue in /#’, the
two names pick out different things in /' — differ-
ent things which both start out in the same way.

Here, then, is a theory of reference for the spe-
cial case of branching possible worlds. Let proper
name « denote a thing X in the actual world Wy;
the theory will apply to any possible world W
which branches from W} after X begins to exist
in Wy. According to the theory, « not only denotes
X in W, but also invokes a set C of persistence
criteria which X satisfies in }J#;). The reference of o
in W, then, is the thing in /" which has the same
history before the branching as X has in W} and
which satisfies the persistence criteria in set C.

According to the theory, then, the reference of a
name in branching world ¥ depends on two
things: its reference in the actual world, and the
persistence criteria it invokes. The reference of the
name in the actual world determines how the thing
it denotes in ¥ begins; the persistence criteria it
invokes determine which of the various things that
begin that way in /¥ the name denotes.

That leaves the problem of possible worlds
which do not branch from the actual world, or
which branch too early. How to handle reference
to things in such obdurate worlds I do not know.
Perhaps the best course is to deny that any such
reference is possible. The clearest cases of refer-
ence by a speaker in one possible world to a thing in
another are ones like the clay statue case, where a
world branches from the actual one after the thing
to which reference is made starts to exist. I am
inclined, then, for the sake of clarity, to rule out
any other sort of reference to concrete entities in
other possible worlds. If, though, a clear criterion
which allowed such reference were devised, that
criterion could probably be adopted without much
changing the system I am proposing.

Contingent Identity

There remains the question of how a name gets
its reference in the actual world. Its reference in
branching worlds, I have said, depends partly on its
reference in the actual world. Until we say how a
name gets its reference in the actual world, then,
even the theory of reference for branching worlds is
incomplete. Nothing I have said about the names
“Goliath” and “‘Lumpl” has any direct bearing on
the question of reference in the actual world. The
account Kripke gives'' seems plausible to me, and
everything I have said in this paper is compatible
with it.

On that account, a name gets its reference from a
causal chain that connects the person who uses the
name with the thing denoted. In my mouth and in
the mouth of anyone else who uses the names
“Goliath” and “Lumpl,” those names denote the
actual thing they do because I applied those names
to it directly and others got the names from me.
Other people, then, are connected to that clay sta-
tue by a tradition through which the name was
handed down; I am connected more directly, by
having perceived the thing and named it.

Persistence criteria play a role in starting the
tradition. [ named the thing I did by pointing to
it and invoking persistence criteria: “I name this
statue ‘Goliath,’” 1 said, “and this piece of clay
‘Lumpl.”” The name “Goliath,” then, denoted the
unique thing at which I was pointing which satis-
fied the persistence criteria for statues — that is, the
unique statue at which I was pointing. Since the
same thing satisfied both the criteria for statues and
the criteria for pieces of clay, both names denoted
the same thing, but if I had invoked different
persistence criteria, I might have named a different
thing. When I pointed at the statue, I pointed at a
number of things of various durations. I pointed,
for instance, at the portion of clay which made up
the statue. I might have said, “I name the portion
of clay which makes up this statue ‘Portia.”” If I
had done so, I would have named 2 portion of clay
which survived the breaking of the statue. Thus
when the tradition is started which gives a name a
concrete reference in the actual world, the persist-
ence criteria invoked help determine what entity
bears that name.

I have given a theory of proper names, and on
that theory, it is clear why the identity “Goliath =
Lumpl” is contingent. It is equally clear, on that
theory, why the identity “Hesperus = Phosphorus”
is necessary, in the sense that it holds in any possible
world in which Hesperus exists. At least, it is clear if
identity of concrete things across possible worlds is
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confined to branching cases in the way I have
described. Both names, ‘“Hesperus” and “Phos-
phorus,” invoke the persistence criteria for hea-
venly bodies. Both refer to Venus. Hence in any
possible world 7 which branches from the actual
world after Venus begins to exist, they both refer to
the heavenly body in W which starts out in W
like Venus in W,. Both, then, refer to the same
thing in 7. On the theory here, then, as on Kripke’s
theory, the identity “Hesperus = Phosphorus,”
even though a posteriori, is a necessary truth: it
would hold in any situation in which Hesperus or
Phosphorus existed.

In short, then, if we accept that Goliath =
Lumpl, the following theory of proper names for
concrete objects emerges. The reference of a name
in the actual world is fixed partly by invoking a set
of persistence criteria which determine what thing
it names. The name may then be passed on through
a tradition, and the reference is fixed by the origin
of that tradition. The name can also be used to refer
to a thing in a possible world which branches from
the actual world after the thing named in the actual
world begins to exist. In that case the name refers
to the unique thing in that possible world which
both satisfies the persistence criteria the name
invokes and starts out exactly like the bearer of
the name in the actual world.

v

Kripke’s theory of proper names is incompatible
with the theory I have developed, and Kripke gives
a number of forceful arguments for his theory. Do
any of those arguments tell against the theory here?
Let me try to pick out arguments Kripke gives
which are germane.

According to the theory here, it makes no sense
to call a designator rigid and leave it at that, because
it makes no strict sense to call things in different
possible worlds identical and leave it at that: ident-
ity across possible worlds makes sense only with
respect to a sortal. According to Kripke, qualms
about identity across possible worlds are
unfounded, and plain talk of rigid designators
makes perfectly good sense. What Kripke says
most directly on this point, however, shows
no more than what I have already accepted: that it
makes sense to call a designator rigid with respect
to a sortal, like statue, number or man. ... we can
perfectly well talk about rigid and nonrigid desig-
nators. Moreover, we have a simple, intuitive test

for them. We can say, for example, that the number
of planets might have been a different number from
the number it in fact is.” The designator “the
number of planets,” then, is nonrigid. “If we
apply this intuitive test to proper names, such as
for example ‘Richard Nixon,” they would seem
intuitively to come out as rigid designators. ... It
seems that we cannot say ‘Nixon might have been a
different man from the man he in fact was,’ unless,
of course, we mean it metaphorically.”12

Does it make sense, then, to call a designator
“rigid” independently of a sortal it invokes? Krip-
ke’s examples here prove no such thing. Nixon
indeed could not have been a different man from
the man he in fact is. That, however, shows only
that the designator “Nixon” is rigid with respect to
the sortal man, not that it is rigid independently of
any sortal. To show it rigid independently of any
sortal, one would have to go beyond what Kripke
says in the passage I have quoted, and show that
Nixon could not have been a different entity from
the one he in fact is.

For that purpose, the “simple, intuitive test”
Kripke offers will not help. We speak and think
of “the same person” but not of “the same entity.”
The point at issue is how everyday talk of “the
same person” best fits into systematic talk of
‘“entities.” To this issue, everyday intuitions
about entities, if we had them, would be irrelevant:
the matter has to be settled by working out rival
systems and comparing their implications.

Kripke attacks qualms about cross-world ident-
ity in another way: those qualms, he says, may just
grow out of a confusion about what possible worlds
are. Talk of “possible worlds” suggests that they
are like distant planets to be explored. If that were
what they were like, I might explore a possible
world and discover someone who looked like Ben-
jamin Franklin; I would then have to determine
whether it actually was Franklin I had discovered,
or just someone who looked like him.!?

Instead, according to Kripke, possible worlds
are situations which we stipulate — “counterfactual
situations” may be the best term. What thing is
what in a counterfactual situation is not something
I find out; it is part of what [ stipulate: it is “given
in the very description” of the stipulated situation.
“And there seems to be no less objection to stipu-
lating that we are speaking of certain people than
there can be to stipulating that we are speaking of
certain qualities.”"*

Is that so? The statue example seems to provide
an objection — an objection, at least, to stipulating



that we are speaking of certain entities. In that
example, a possible situation was stipulated, just
as Kripke demands. “For suppose I had brought
Lumpl into existence as Goliath, just as I actually
did, but before the clay had a chance to dry, I
squeezed it into a ball.” In this stipulated situation,
I'showed, there are two distinct things, a statue and
a piece of clay. It might be tempting to ask which of
the two is the one thing which, in the actual world, I
made and then broke. To that question, though,
there is no plain answer — or so I argued. Now the
problem is not one of understipulation. It is not as if
the thing I actually made could appear in two dif-
ferent possible situations in which I squeezed it: in
one as a statue that ceased to exist when squeezed,
and in another as a piece of clay which persisted
after it was squeezed. After I made that thing, T held
it in my hands and I could have squeezed it; if I
suppose that I did squeeze it, I have stipulated as
much about the identities of the things in that
supposed situation as can be stipulated. A situation,
then, can be fully stipulated even though questions
of identity across possible worlds remain unsettled.
Kripke agrees to something like this. “Given
certain counterfactual vicissitudes in the history
of the molecules of a table, T, one may ask whether
T would exist, in that situation, or whether a cer-
tain bunch of molecules, which in that situation
would constitute a table, constitute the very same
table 7. Such a conception of “transworld identi-
fication,” he says, “differs considerably from the
usual one”; for one thing, “the attempted notion
deals with criteria of identity of particulars in terms
of other particulars, not qualities” — in terms of
particular molecules, that is to say."® This qualifi-
cation, though, has no bearing on the point in
question here. Take a possible world in which I
squeeze Lumpl into a ball, and suppose all the
molecules involved are clearly identified. There
are still two distinct things in that world, the statue
Goliath which I destroy by squeezing, and the piece
of clay Lumpl which survives the squeezing. The
question remains, then, which of those two distinct
things in that possible world is the single thing
which in fact I made and then broke. There is, in
short, a genuine problem with cross-world identi-
fication — Kripke’s arguments notwithstanding.

\Y

The most prominent objection to contingent ident-
ity remains to be tackled: the objection that it

Contingent Identity

violates Leibniz’ Law. If Goliath is contingently
identical with Lumpl, then although

(4) O(Lumpl exists — Lumpl = Lumpl)
is true,

(5) O(Lumpl exists — Goliath = Lumpl)
is false. Yet (3) is derived from (4) and

(6) Goliath = Lumpl

by substitutivity of identicals. Thus, the objection
goes, Goliath cannot be contingently identical with
Lumpl.

The usual answer will serve my purpose here.
Leibniz’ Law settles very little by itself: put as a
general law of substitutivity of identicals, it is just
false; in its correct version, it is a law about proper-
ties and relations: If x = y, then for any property, if
x has it, then y has it, and for any relation and any
given things, if x stands in that relation to those things,
then y stands in that relation to those things. The law
so stated yields substitutivity of identicals only for
contexts that attribute properties and relations. (5)
follows from (4) and (6) by Leibniz’ Law, then,
only if the context

(7) O(Lumpl exists — — = Lumpl)

attributes a property. We can block the inference to
(5), then, simply by denying that the context (7)
attributes a property.

It may seem arbitrary to deny that (7) attributes a
property, but whether it does is the very point in
question here. A property, if it is to be a property,
must apply or not apply to a thing independently of
the way the thing is designated. (7) gives a prop-
erty, then, only if it gives something that is true of
Lumpl or false of Lumpl independently of the way
Lumpl is designated, and whether it does is the
point in question.

The proponent of contingent identity, then, has
a reasonable, consistent position open to him — a
position that is familiar in the literature on the
subject.'® Expressions constructed with modal
operators, he can say, simply do not give properties
of concrete things, such as statues and pieces of clay.
Modal expressions do not apply to concrete things
independently of the way they are designated.
Lumpl, for instance, is the same thing as Goliath:
it is a clay statue of the infant Goliath which I put
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together and then broke. Necessary identity to
Lumpl, though, is not a property which that
thing has or lacks, for it makes no sense to ask
whether that thing, as such, is necessarily identical
with Lumpl. Modal contexts, then, do not attribute
properties or relations to concrete things — so the
proponent of contingent identity can respond to
Leibniz’ Law.

Now this response comes at a stiff price. Quan-
tificational contexts must attribute properties or
relations; they must be true or false of things inde-
pendently of the way those things are designated. If
modal contexts do not attribute properties or rela-
tions to concrete things, it follows that such con-
texts are not open to quantification with variables
whose values are concrete things. A large number
of formulas, then, must be ruled out as ill formed.

Although, for instance, the sentence

¢ (Lumpl exists & Goliath # Lumpl)
is well formed, the expression
(8) < (Lumpl exists & x # Lumpl)

turns out to be ill formed — at least, that is, if the
variable x can take Goliath as a value. Now on the
basis of what I have said, that seems reasonable.
Take the expression (8), and consider the thing 1
made and then broke, which is both a statue and a
lump. There is no apparent way of saying that (8) is
true or false of that thing; it is true of it gua statue
but not gqua piece of clay. By that test, the free
variable x does not belong in its context in (8) if it
takes concrete things like statues and lumps among
its values.

Here, then, may be a telling objection to con-
tingent identity: if in order to maintain contingent
identity we must restrict quantification so drast-
ically, the objector can argue, we shall be unable to
say many of the things we need to say, both in
scientific talk and in daily life. Concrete things
will have no modal properties: there will, that is,
be no such thing as de re modality for concrete
things. Indeed on some accounts, there will also
be problems with dispositions — as I shall later
show. Perhaps we can maintain contingent identity
only at the cost of tying our tongues, and that, if it
is true, might be a strong reason for rejecting con-
tingent identity.

The remainder of my argument for the plaus-
ibility of the system I am advocating will concern
this issue. I shall give devices which I think will

enable us to say anything that we ought seriously to
regard as meaningful, and say it in the system I am
advocating. What I have to say will center around
the system Carnap proposed in Meaning and Neces-
sity for quantifying into modal contexts.'” Carnap’s
system, I think, is the best one for handling quan-
tified modal talk of concrete things. In what fol-
lows, I shall draw loosely both on Carnap’s system
and on Aldo Bressan’s extension of it'® to give ways
of saying what we need to say.

Carnap’s system has many advantages. It fits my
claim that Goliath = Lumpl, and it allows variables
in any context in which a proper name can appear.
Indeed on Carnap’s account, variables in modal
contexts act almost exactly as proper names do on
the account in section III of this paper. Carnap, in
short, gives a clear, consistent theory which fits
what I have been saying.

There is, to be sure, a price for all this: Carnap
gives a nonstandard account of the way predicates
and variables behave in modal contexts. The
account he gives, though, makes sense, and it
departs from the standard account of quantifiers
in much the same way as I departed in section III
from the standard account of proper names. It is
nonstandard, then, in ways that fit nicely the the-
ory in this paper.

Carnap’s treatment of variables is suggested by
part of Frege’s treatment of proper names. Accord-
ing to Frege,'” a proper name in a modal context
refers obliquely: its reference there is its usual sense.
Hence in

(9) < (Lumpl exists & Goliath # Lumpl),

the name “Goliath” refers, not to a statue, but to a
statue-concept which is the normal sense of the
name. Any other name with that same normal
sense could be substituted for “Goliath” in (9)
without changing its truth-value. This part of Fre-
ge’s account fits what I have said of proper names,
as I shall later illustrate.

Now just as, on Frege’s account, proper names
shift their reference in modal contexts, on Carnap’s
account, variables in modal contexts shift their
range of values: they range over senses. In the
formula

< (Lumpl exists & x 7 Lumpl),

then, x ranges not over concrete things, like statues
and pieces of clay, but over what Carnap calls
“individual concepts” — including statue-concepts



and lump-concepts. Call things of the kind the
variables take as values in nonmodal contexts indi-
viduals: an individual concept is a function whose
domain is a sct of possible worlds, and which
assigns to each world /¥ in its domain an individual
that exists in .

I spell out what is roughly Carnap’s proposal in
the appendix;” here I give it by example. Let the
individuals in the system be concrete things, like
statues and lumps. Let “E” in nonmodal contexts
be the predicate exists, and let “H” in such con-
texts be the predicate is Aumanoid, by which I shall
mean s human-shaped throughout its early history.
Then in the formula

(10) [O(Ex — Hx),

on Carnap’s proposal, both the variable and the
predicates make a shift. The variable x in (10)
now ranges over individual concepts, and the pre-
dicates in (10) make compensating shifts as follows:
“E” now means not exists, but rather is a concept of
an indrvidual that exists. ““H” now means not is
humanoid, but rather is a concept of an individual
that is humanoid. For any possible world W and
individual concept f; that is to say, “H” in modal
contexts is true of fin W if and only if the indivi-
dual fassigns to W is humanoid in W.%!

That gives (10) a clear interpretation: the open
sentence (10) is true of any individual concept
such that for every world W, if fassigns an indivi-
dual to J7, then fassigns to ¥ an individual that is
humanoid in /. In particular, then, (10) is true of
the Goliath-concept — the individual concept that
assigns the statue Goliath to each possible world in
which that statue exists, and assigns nothing to any
other possible world. For Goliath in any possible
world, according to the theory I have given, is
humanoid: in any world in which it exists, it starts
out in the shape of the actual Goliath, and changes
shape only slowly. (10) is false of the Lumpl-
concept correspondingly defined, since in possible
worlds in which I squeeze Lumpl into a ball,
Lumpl loses its human shape during its early his-
tory, and thus is not humanoid in the stipulated
sense. To such a possible world, then, the Lumpl-
concept does not assign an individual which is
humanoid.

Variables on this proposal work very much like
proper names on my account of them in section HI.
Just as on that earlier account,

(11)  O(E Goliath — H Goliath)
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is true and
(12) O(£ Lumpl — H Lumpl)

is false, so on the Carnapian account I am now
giving, the open sentence [](Ex — Hx) is true of
the Goliath-concept and false of the Lumpl-
concept.

Indeed, just as, on Carnap’s account, variables in
modal contexts range over individual concepts, so
on the account in section III, proper names in
modal contexts can be construed as denoting indi-
vidual concepts. Proper names work, in other
words, roughly as Frege claims. Let the name
“Goltath” in (11), for instance, denote the
Goliath-concept, and suppose predicates shift in
modal contexts as Carnap suggests. Then (11)
attributes to the Goliath-concept the property

OE_ —H_),

that in every possible world W if it assigns to /¥ an
existing individual, then it assigns to # an indivi-
dual that is humanoid. The Goliath-concept has
that property, and so (11) on this construal is
true. The Lumpl-concept does not have that prop-
erty, and so (12) on this construal is false. That is as
it should be on the account in section III. Modal
properties can be construed as attributing proper-
ties and relations to individual concepts, much as
Frege claims.

VI

What happens to identity on this account? Identity
of individual concepts x and y is not now expressed
as “‘x = y”’; that, in modal contexts, means just that
x and y are concepts of the same individual. The
way to say that v and y are the same individual
concept is

O(Ex V Ey) — x =y].

I shall abbreviate this “x=y”.

It could now be objected that the thesis of con-
tingent identity has collapsed. Identity in the sys-
tem here, it seems, is given not by “=" but by
and the relation “ =" is never contingent: if
it holds between two individual concepts, then it
holds between them in every possible world. No
genuine relation of identity, then, is contingent; the
illusion that there are contingent identities came

“w—="
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from using the identity sign “="" to mean some-
thing other than true identity.

To this objection the following answer can be
given. “="" indeed is the identity sign for indivi-
duals in the system, and if I am right that a piece of
clay is an individual in the Carnapian sense, then
“=" is the identity sign for pieces of clay. For
consider: in nonmodal contexts, I stipulated, the
variables range over individuals. Now “=""in such
contexts holds only for identical individuals; it is
the relation a piece of clay, for instance, bears to
itself and only to itself. Moreover, applied to indi-
viduals, “="" satisfies Leibniz’ Law: individuals
related by it have the same properties in the strict
sense, and stand in the same relations in the strict
sense. The contexts where “=""is not an identity
sign are modal contexts, but there the variables
range not over individuals, but over individual
concepts. “="" in the system, then, is the identity
sign for individuals, and according to the system,
“=" can hold contingently for individuals: A sen-
tence of the form “a = b, then, asserts the iden-
tity of two individuals, and it may be contingent.

Quine would object to this answer. It depends on
a “curious double interpretation of variables”: out-
side modal contexts they are interpreted as ranging
over individuals; inside modal contexts, over indi-
vidual concepts. “This complicating device,”
Quine says, “has no essential bearing, and is better
put aside.”*? “Since the duality in question is a
peculiarity of a special metalinguistic idiom and not
of the object-language itself, there is nothing to
prevent our examining the object-language from
the old point of view and asking what the values
of its variables are in the old-fashioned non-dual
sense of the term.”? The values in the old-fash-
ioned sense, Quine says, are individual concepts,
for “(Vx) =" is a logical truth, and on “the old
point of view,” that means that entities between
which the relation = fails are distinct entities. In
all contexts, then, the values of the variables are
individual concepts, and identity is given by “=.”

All this can be accepted, however, and the
point I have made stands: “=" in the system
expresses identity of individuals. “a =5, on
Quine’s interpretation, says that # and 4 are con-
cepts of the same individual. That amounts to
saying that the individual of which 4 is the concept
is identical with the individual of which & is the
concept. Even on Quine’s interpretation, then,
“a = b” in effect asserts the identity of individuals,
and does so in the most direct way the system
allows.

On either Quine’s interpretation or Carnap’s,
then, to assert

(13) Goliath = Lumpl

is in effect to assert the identity of an individual.
For all Carnap’s system says, (13) may be true,
though Goliath might not have been identical
with Lumpl. If (13) is true but contingent, then it
seems reasonable to call it a contingent identity.
The claim that there are contingent identities in a
natural sense, then, is consistent with Carnap’s
modal system on either Carnap’s or Quine’s inter-
pretation of values of variables.

VII

One further Quinean objection needs to be
answered. [ am embracing “essentialism’ for indi-
vidual concepts. Essentialism, if I understand
Quine, is the view that necessity properly applies
“to the fulfillment of conditions by objects . . . apart
from special ways of specifying them.”?* Now what
I have said, as I shall explain, requires me to reject
essentialism for concrete things but accept it for
individual concepts. That discriminatory treat-
ment needs to be justified.

First, a more precise definition of essentialism:
Essentialism for a class of entities U, I shall say, is
the claim that for any entity ¢ in U and any condi-
tion ¢ which e fulfills, the question of whether ¢
necessarily fulfills ¢ has a definite answer apart
from the way e is specified .’

Now according to what I have said, essentialism
for the class of concrete things is false. In the clay
statue example, I said, the same concrete thing
fulfills the condition

E —H __

necessarily under the specification “Goliath” and
only contingently under the specification
“Lumpl”’; whether that thing, apart from any spe-
cial designation, necessarily fulfills that condition
is a meaningless question.

Essentialism for the class of individual concepts,
on the other hand, must be true if Carnap’s system is
to work. That is so because Carnap’s system allows
quantification into modal contexts without restric~
tion. For let ¢ be a condition and ¢ an individual
concept which fulfills ¢. Then [J¢x is well formed
and the variable “x” ranges over individual con-



cepts, so that e is in the range of “x.” Thus e either
definitely satisfies the formula [J¢x or definitely
fails to satisfy it. The question of whether ¢ neces-
sarily fulfills ¢ must have a definite answer even
apart from the way e is specified. Thus essentialism
holds for individual concepts.

Why this discriminatory treatment? Why accept
essentialism for individual concepts and reject it for
individuals? The point of doing so is this: my
arguments against essentialism for concrete things
rested not on general logical considerations, but on
considerations that apply specifically to concrete
things. I argued that it makes no sense to talk of a
concrete thing as fulfilling a condition ¢ in every
possible world — as fulfilling ¢ necessarily, in other
words — apart from its designation. Essentialism,
then, is false for concrete things because apart from
a special designation, it is meaningless to talk of the
same concrete thing in different possible worlds.

For this last, I had two arguments, both of which
apply specifically to concrete things. First I con-
sidered the clay statue example, gave reasons for
saying that Goliath is identical to Lumpl, and
showed that the same statue in a different situation
would not be the same piece of clay. Second, in
section III, I gave a theory of identity of concrete
things across certain possible worlds, according to
which such identity made sense only with respect
to a kind. These arguments applied only to con-
crete things.?

It makes good sense, on the other hand, to speak
of the same individual concept in different possible
worlds. An individual concept is just a function
which assigns to each possible world in a set an
individual in that world. There is no problem of
what that function would be in a possible world
different from the actual one. Whereas, then, there
is no good reason for rejecting essentialism indis-
criminately, there are strong grounds for rejecting
essentialism for concrete things.

VIII

An objection broached in section V remains to be
tackled. There is, according to the system here, no
such thing as de re modality for concrete things: ina
formula of the form []Fx, the variable ranges over
individual concepts rather than concrete things.
Now without de re modality for concrete things,
the objection goes, our tongues will be tied: we will
be left unable to say things that need to be said,
both for scientific and for daily purposes.

Contingent Identity

In fact, though, the system here ties our tongues
very little. It allows concrete things to have modal
properties of a kind, and those permissible modal
properties will do any job that de re modalities
could reasonably be asked to do. To see how such
legitimate modal properties can be constructed,
return to the statue example.

According to the theory given here, the concrete
thing Goliath or Lumpl has neither the property
of being essentially humanoid nor the property of
being possibly nonhumanoid. There is a modal
property, though, which it does have: it is
essentially humanoid qua statue. That can be
expressed in the Carnapian system I have given.
Let & be the predicate “is a statue-rigid individual
concept.” § is intensional, then, in the sense that it
applies to individual concepts, so that variables in
its scope take individual concepts as values, just as
they do in the scope of a modal operator. The
sentence

x is essentially humanoid qua statue,
then, means this:
(14) )y = &by & O(Ey — Hy) 7

Here the variable y is free within the scope of a
modal operator, and hence ranges over individual
concepts; but x occurs only outside the scope of
modal operators, and hence ranges over indivi-
duals. In “y = 1.” then, the predicate “="" makes
a compensating shift of the kind shown in section
V, but only in its left argument. Thus “y = & here
means that y is a concept of an individual identical
to x —in other words, y is a concept of x. (14), then,
says the following: “There is an individual concept
y which is a statue-concept, and is a concept of
something humanoid in any possible world in
which it is a concept of anything.” That gives a
property which applies to concrete things: only the
variable x is free in (14), and since it occurs only
outside the scope of modal operators, it ranges over
individuals. (14), then, gives a property of the
concrete thing Lumpl, a property which we might
call “being essentially humanoid gua statue.”

Concrete things, then, in the system given here,
have no de re modal properties — no properties of
the form []F. They do, however, have modal
properties of a more devious kind: modal proper-
ties qua a sortal. Such properties should serve any
purpose for which concrete things really need
modal properties.

@
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IX

Dispositional properties raise problems of much
the same kind as do modal properties. At least
one promising account of dispositions is incompa-
tible with the system given here.

Here is the account. A disposition like solubility
is a property which applies to concrete things, and it
can be expressed as a counterfactual conditional: “x
is soluble” means “If x were placed in water, then x
would dissolve.” This counterfactual conditional in
turn means something like this: “In the possible
world which is, of all those worlds in which x 1s in
water, most like the actual world, x dissolves.”?®

Now this account is incompatible with the sys-
tem I have given, because it requires identity of
concrete things across possible worlds. For without
such cross-world identity, it makes no sense to talk
of “the possible world which is, of all those worlds
in which « is in water, most like the actual world.”
For such talk makes sense only if there is a definite
set of worlds in which x is in water, and there is
such a definite set only if for each possible world,
either x is some definite entity in that world — so
that it makes definite sense to say that x is in water
in that world — or x definitely does not exist in that
world. The account of dispositions I have sketched,
then, requires identity of concrete things across
possible worlds, which on the theory in this paper
is meaningless.

The point is perhaps most clear in the statue
example. It makes no sense to say of the concrete
thing Goliath, or Lumpl, that if I squeezed it, it
would cease to exist. If I squeezed the statue
Goliath, Goliath would cease to exist, but if I
squeezed the piece of clay Lumpl, Lumpl would
go on existing in a different shape. Take, then, the
property “If T squeezed x, then x would cease to
exist,” which I shall write

(15) 1squeeze x [J— x ceases to exist.

That is not a property which the single concrete
thing, Goliath or Lumpl, either has or straightfor-
wardly lacks.

Counterfactual properties, then, have much the
same status as modal properties. A concrete thing —
a piece of salt, for instance — cannot have the
counterfactual property

x is in water [}— «x dissolves,

or as I shall write it,

@

(16) Wx [ Dax.

Put more precisely, the point is this: a concrete
thing can have no such property if, first, the
account of counterfactuals which I have given is
correct and, second, identity of concrete things
across possible worlds makes no sense. Call a prop-
erty of the form given in (15) and (16) a straightfor-
ward counterfactual property; then on the theories I
have given, concrete things can have no straight-
forward counterfactual properties.

Individual concepts, in contrast, can perfectly
well have straightforward counterfactual proper-
ties, since they raise no problems of identity across
possible worlds. Indeed we can treat the connective
“[1—” as inducing the same shifts as do modal
operators: making the variables in its scope range
over individual concepts, and shifting the predic-
ates appropriately. On that interpretation, (15) is
true of the Goliath-concept but false of the Lumpl-
concept; (15) says, “In the possible world which, of
all those worlds in which I squeeze the thing picked
out by concept x, is most like the actual world, the
thing picked out by x ceases to exist.” That holds of
the Goliath-concept but not of the Lumpl-concept.
Likewise on this interpretation, (16) is true not of a
piece of salt, but of a piece-of-salt individual con-
cept. (16) now says the following: “In the possible
world which is, of all those worlds in which the
thing picked out by x is in water, most like the
actual world, the thing picked out by x dissolves.”

So far the situation is grave. The moral seems to
be this: concrete things have no dispositional
properties, but individual concepts do. Water-
solubility, or something like it, may be a property
of a piece-of-salt individual concept, but it cannot
be a property of the concrete thing, that piece of
salt. That is a sad way to leave the matter. On close
examination, many seeming properties look cov-
ertly dispositional — mass and electric charge are
prime examples. Strip concrete things of their dis-
positional properties, and they may have few prop-
erties left.

Fortunately, though, individuals do turn out to
have dispositional properties of a kind. The device
used for modal properties in the last section works
here too. A concrete thing like a piece of salt
cannot, it is true, have the straightforward counter-
factual property Wx [(}— Dx. Only an individual
concept could have that property. A piece of salt
does, though, have the more devious counterfac-
tual property given by “Qua piece of salt, if x were
in water then x would dissolve,” which I shall write



(17)  (x qua piece)[Wx [1— Dx].

This expands as follows: let 2 mean “is a piece-
rigid individual concept”; then (17) means

(18)  (I)ly = x &Py(Wy [ Dy)].

As in the corresponding formula (14) for modal
properties, “x” here is free of modal entangle-
ments, and so it ranges over concrete things. (18)
seems a good way to interpret water solubility as a
property of pieces of salt.

Concrete things, then, can have dispositional
properties. The dispositional property is water-
soluble is not the straightforward counterfactual
property given by (16), but the more devious coun-
terfactual property given by (18). A system with
contingent identity can still allow dispositions to be
genuine properties of concrete things.

X

From the claim that Goliath = Lumpl, I think I
have shown, there emerges a coherent system
which stands up to objections. Why accept this
system? In section II, I gave one main reason: the
system lets concrete things be made up in a simple
way from entities that appear in fundamental phy-
sics. It thus gives us machinery for putting into one
coherent system both our beliefs about the funda-
mental constitution of the world and our everyday
picture of concrete things.

Another important reason for accepting the sys-
tem is one of economy. I think I have shown how to
get along without de re modality for concrete things
and still say what needs to be said about them. That
may be especially helpful when we deal with causal
necessity; indeed, the advantages of doing without
de re causal necessity go far beyond mere economy.
What I have said in this paper about plain necessity
applies equally well to causal necessity, and the
notion of causal necessity seems especially unob-
jectionable — even Quine thinks it may be legitim-
ate.”? Causally necessary truths are what scientists
are looking for when they look for fundamental
scientific laws, and it surely makes sense to look
for fundamental scientific laws. Now we might
expect fundamental scientific laws to take the
form .9, “It is causally necessary that ¢,”” where
¢ is extensional — contains no modal operators. If
so, then scientific laws contain de dicto causal neces-
sity, but no de re necessity. To get significant de re
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causal necessities, we would need to make meta-
physical assumptions with no grounding in scien-
tific law. If we can get along without de re physical
necessity, that will keep puzzling metaphysical
questions about essential properties out of physics.
The system here shows how to do that.

None of the reasons I have given in favor of the
system here are conclusive. The system has to be
judged as a whole: it is coherent and withstands
objections; the remaining question is whether it is
superior to its rivals. What, then, are the alter-
natives?

Kripke gives an alternative formal semantics,*’
but no systematic directions for applying it. To use
Kripke’s semantics, one needs extensive intuitions
that certain properties are essential and others
accidental. Kripke makes no attempt to say how
concrete things might appear in a theory of funda-
mental physics; whether such an account can be
given in Kripke’s system remains to be seen.

One other alternative to the theory in this paper
is systematic: statues and pieces of clay can be
taken, not to be “individuals” in the Carnapian
sense of the term which I have been using, but to
be Carnapian “individual concepts.” They may be
regarded, that is, as functions from possible worlds,
whose values are Carnapian individuals.’! On such
a view, a Carnapian individual would be regarded
as a sort of “proto-individual” from which concrete
things are constructed.

Such a view has its advantages: it allows standard
quantification theory, with no Carnapian shift of
the range of variables in modal contexts. Indeed, as
Quine points out, a Carnapian semantics can be
interpreted so that variables always range over
individual concepts.*?

One reason for preferring the Carnapian system
is this. I expect that the variables used in expressing
fundamental laws can most simply be interpreted
as ranging over Carnapian individuals. If so, then I
would be reluctant to regard those Carnapian indi-
viduals as mere proto-individuals, with genuine
individuals as functions which take these proto-
individuals as values at possible worlds. Funda-
mental physics, I would like to say, deals with
genuine individuals.

If the system I have given is accepted, the rami-
fications are wide. Take just one example: the
question of whether a person is identical with his
body. If there is no consciousness after death, then,
it would seem, a person ceases to exist when he
dies. A person’s body normally goes on existing
after he dies. Ordinarily, then, a person is not
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identical with his body. In some cases, however, a
person’s body is destroyed when he dies. In such
cases, according to the system in this paper, there is
no purely logical reason against saying the follow-
ing: the person in this case is identical with his
body, but had he died a normal death, he would
have been distinct from his body. If there are
reasons against such a view, they must be nonlogi-
cal reasons.

Whether or not the system I have advocated is
the best one, I have at least done the following.
First, I have shown that there is a problem with
identity across possible worlds, even in the simple
case of possible worlds which branch after the
entity in question begins to exist. In such cases, I
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Can things be identical as a matter of fact without
being necessarily identical? Until recently it seemed
they could, but now “the dark doctrine of a relation
of ‘contingent identity’ ! has fallen into disrepute.
In fact, the doctrine is worse than disreputable. By
most current reckonings, it is refutable. That is,
philosophers have discovered that things can never
be contingently identical. Appearances to the con-~
trary, once thought plentiful and decisive, are
blamed on the befuddling influence of a powerful
alliance of philosophical errors. How has this come
about? Most of the credit goes to a simple argument
(original with Ruth Marcus, but revived by Saul
Kripke) purporting to show that things can never be
only contingently identical. Suppose that o and
are identical. Then they share all their properties.
Since one of @’s properties is that necessarily it is
identical with g, this must be one of o’s properties
too. So necessarily a is identical with g, and it
follows that & and 8 cannot have been only con-
tingently identical 2

1 A Paradox of Essentialism

Despite the argument’s simplicity and apparent
cogency, somehow, as Kripke observes, “its con-
clusion . .. has often been regarded as highly para-
doxical.”* No doubt there are a number of bad
reasons for this (Kripke himself has exposed sev-

Originally published in Journal of Philosophy 84 (1987),
pp. 293-314. Copyright © byJournal of Philosophy, Inc.
Reprinted by permission of Columbia University.

eral), but there is also a good one: essentialism
without some form of contingent identity is an
untenable doctrine, because essentialism has a
shortcoming that only some form of contingent
identity can rectify. The purpose of this paper is
to explain, first, why contingent identity is
required by essentialism and, second, how contin-
gent identity is permitted by essentialism.

Essentialism’s problem is simple. Identicals are
indiscernible, and so discernibles are distinct.
Thus, if o has a property necessarily which 5 has
only accidentally, then « is distinct from J. In the
usual example, there is a bust of Aristotle, and it is
formed of a certain hunk of wax. (Assume for the
sake of argument that the hunk of wax composes
the bust throughout their common duration, so
that temporal differences are not in question.) If
the bust of Aristotle is necessarily a bust of Aristotle
and if the hunk of wax is only accidentally a bust of
Aristotle, then the bust and the hunk of wax are not
the same thing. Or suppose that Jones drives home
at high speed. Assuming that her speeding home is
something essentially done at high speed, whereas
her driving home only Ahappens to be done at high
speed, her speeding home and her driving home are
distinct.

So far, so good, maybe; but it would be incred-
ible to call the bust and the wax, or the driving
home and the speeding home, distinct, and leave
the matter there. In the first place, that would be to
leave relations between the bust and the hunk of
wax on a par with either’s relations to the common
run of other things, for example, the Treaty of
Versailles. Secondly, so far it seems an extraordi-



narily baffling metaphysical coincidence that bust
and wax, though entirely distinct, nevertheless
manage to be exactly alike in almost every ordinary
respect: size, weight, color, shape, location, smell,
taste, and so on indefinitely. If distinct statues (say)
were as similar as this, we would be shocked and
amazed, not to say incredulous. How is such a
coincidence possible? And, thirdly, if the bust and
the wax are distinct (pure and simple), how is it
that the number of middle-sized objects on the
marble base is not (purely and simply) 2 (or
more)? Ultimately, though, none of these argu-
ments is really needed: that the bust and the wax
are in some sense the same thing is perfectly
obvious.

Thus, if essentialism is to be at all plausible,
nonidentity had better be compatible with intimate
identity-/ike connections. But these connections
threaten to be inexplicable on essentialist princi-
ples, and essentialists have so far done nothing to
address the threat.* Not guite nothing, actually; for
essentialists have tried to understand certain (spe-
cial) of these connections in a number of (special)
ways. Thus, it has been proposed that the hunk of
wax composes the bust; that the driving home gen-
erates the speeding home; that a neural event sub-
serves the corresponding pain; that a computer’s
structural state #nstantiates its computational state;
that humankind comprises personkind; and that a
society is nothing over and above its members. Now
all these are important relations, and each is
importantly different from the others. But it is
impossible to ignore the fact that they seem to
reflect something quite general, something not
adequately illuminated by the enumeration of its
special cases, namely, the phenomenon of things’
being distinct by nature but the same in the circum-
stances. And what is that if not the — arguedly
impossible — phenomenon of things” being contin-
gently identical but not necessarily so? The point is
that, if essentialism is true, then many things that
are obviously in seme sense the same will emerge as
strictly distinct; so essentialism must at least pro-
vide for the possibility of intimate identity-/ike
connections between distinct things; and such con-
nections seem to be ways of being contingently
identical. Essentialism, if it is to be plausible, has
to be tempered by some variety of contingent
identity.

Hence, essentialism is confronted with a kind of
paradox: to be believable, it needs contingent
identity; yet its principles appear to entail that
contingent identity is not possible. To resolve the
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paradox, we have to ask: What is the “nature” of a
particular thing?

2 Essence

Begin with a particular thing a. How should o be
characterized? That is, what style of characteriza-
tion would best bring out “what « is”’? Presumably
a characterization of any sort will be via certain of
«’s properties. But which ones?

Why not begin with the set of all a’s properties
whatsoever, or what may be called the complete
profile of o Since s properties include, among
others, that of being identical with «, there can be
no question about the sufficiency of characteriza-
tion by complete profile. But there may be doubt
about its philosophical interest. For the properties
of o will generally be of two kinds: those which «
had to have and those which it merely happens to
have. And, intuitively, the properties v merely
happens to have reveal nothing of what « is, as
contrasted with what it happens to be like. As
Antoine Arnauld explains in a letter to Leibniz,

...1it seems to me that I must consider as con-
tained in the individual concept of myself only
that which is such that I should no longer be me
if it were not in me: and that all that is to the
contrary such that it could be or not be in me
without my ceasing to be me, cannot be con-
sidered as being contained in my individual
concept.’

(Adding: ‘““That is my idea, which I think conforms
to everything which has ever been believed by all
the philosophers in the world™!) If &’s nonneces-
sary properties reveal nothing about what « is,
nothing will be lost if they are struck from its
characterization.

Dropping o’s nonnecessary properties from its
complete profile yields the set of all properties that
« possesses essentially, or what can be called the
complete essence of o.® Since o is essentially ident-
ical with «, the property of so being will be
included in &’s complete essence; so the sufficiency
of the characterization is again beyond doubt. Nor
can there be much question that complete essences
do better than complete profiles at showing what
particulars are by nature. But worries about philo-
sophical interest remain.

In the first place, the essence of an entity ought,
one feels, to be an assortment of properties in virfue
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of which it is the entity in question. But this
requirement is trivialized by the inclusion, in
essences, of identity properties, like that of being
identical with California. A thing does not get to
be identical with California by having the property,
alike, by having certain other properties. And it is
these other properties that really belong in a thing’s
characterization. Another way of putting what is
probably the same point is that identity properties
and their ilk are not “ground floor,” but dependent
or supervenient. As a kind of joke, someone I know
explains the difference between his two twin collies
like this: “It’s simple: this one’s Lassie, and that
one’s Scotrie.” What makes this a joke is that that
cannot be all there is to it; and the reason is
that identity properties are possessed not simplici-
ter, but dependently on other properties. It is only
these latter properties that ought, really, to be
employed in a thing’s characterization.

Secondly, the essence of a thing is supposed to
be a measure of what is required for it to be that
thing. But, intuitively, requirements can be more
or less. If the requirements for being 3 are stricter
than the requirements for being «, then 3 ought to
have a “bigger” essence than . To be the Shroud
of Turin, for instance, a thing has to have every-
thing it takes to be the associated piece of cloth, and
it has to have enshrouded Jesus Christ (this is
assuming that the Cloth of Turin did, in fact,
enshroud Jesus Christ). Thus, more is essential to
the Shroud of Turin than to the piece of cloth, and
the Shroud of Turin ought accordingly to have the
bigger essence. So, if essences are to set out the
requirements for being their possessors, it should
be possible for one thing’s essence to include
another’s.” What is perhaps surprising, however,
is that this natural perspective on things will not
survive the introduction of identity properties and
their ilk into individual essences. Think of the
piece of cloth that makes up the Shroud of Turin
(call it “the Cloth of Turin”): if the property of
being identical with the Cloth of Turin is in the
Cloth of Turin’s essence, then, since that property
is certainly not in the Shroud of Turin’s essence,
the inclusion is lost. Equivalently, it ought to be
possible to start with the essence of the Cloth of
Turin, add the property of having served as the
burial shroud of Jesus Christ (along perhaps with
others this entails), and wind up with the essence of
the Shroud of Turin. But, if the property of being
identical to the Cloth of Turin is allowed into the
Cloth of Turin’s essence, then adding the property
of having served as Jesus’s burial shroud produces a

sort of contradiction; for, obviously, nothing is both
identical to the Cloth of Turin and necessarily
possessed of a property — having served as Jesus’s
burial shroud — which the Cloth of T'urin possesses
only contingently. And the argument is perfectly
general: if identity properties (or others like them)
are allowed into things’ essences, then distinct
things’ essences will always be incomparable.®

Implicit in the foregoing is a distinction between
two types of property. On the one hand, there are
properties that can only ‘build up’ the essences in
which they figure. Since to include such properties
in an essence is not (except trivially) to keep any
other property out, they will be called cumulative.
On the other hand, there are properties that exer-
cise an inhibiting effect on the essences to which
they belong. To include this sort of property in an
essence is always to block the entry of certain of its
colleagues. Properties like these — identity proper-
ties, kind properties, and others — are restrictive. If
restrictive properties are barred from essences, that
will ensure that essences are comparable, and so
preserve the intuition that each essence specifies
what it takes to be the thing that has it.

Essences constrained to include only cumulative
properties will have two advantages. First, they will
determine their possessors’ inessential properties
negatively, not by what they include but by what
they leave out; and, as a result, things’ essences will
be amenable to expansion into the larger essences
of things it is “more difficult to be,” thus preser-
ving the intuition that a thing’s essence specifies
what it takes to be that thing. And, second, things
will be the things they are in virtue of having the
essences they have. To put it approximately but
vividly, they will be what they are because of what
they are like (see Prop. 4).” Our tactic will be to
look first for properties suited to inclusion in
cumulative essences and then to show that, under
reasonable further assumptions, identity super-
venes on cumulative essence.

3 Modeling Essence

To find a set of properties suitable for the con-
struction of cumulative essences, one needs to
know what “properties” are; especially because a
totally unrestricted notion of property is incoher-
ent, as Richard’s and Grelling’s paradoxes show.'°
So it makes sense to look for a sharper formulation
of the notion of property before pushing ahead
with the search for cumulative essence. Such a



formulation is provided by the apparatus of possi-
ble worlds.

Let & be an ordinary first-order language with
identity, and let £ ([J) be . supplemented with
the sentential necessity operator “[].” To a first
approximation, a model of ¥ ([]) is justa set # of
models W of ¥ (to be thought of as possible
worlds). But there is a qualification. Traditionally,
a model’s domain is simultaneously the set of
things that can be talked about and the set of things
that exist, i.e., the domain of discourse and the
ontological domain. But, since one can talk about
things that do not exist, #’s domain of discourse
should be allowed to contain things not in its onto-
logical domain; and since there are not, mystical
considerations to the side, things about which one
cannot talk, /#’s ontological domain should be a
subset of its domain of discourse. What this means
formally is that with each model ¥ in #" is asso-
ciated a subset (W) of its domain (intuitively, the
set of things existing in W). Let W thus supple-
mented be known as a free model of & . For simpli-
city’s sake, every member of %~ will have the same
domain Z, and 2 will be the union of the Z2(W)’s.
And now a model of .#([J) can be defined as a set
W of free models of ¢, such that the domain of
discourse of each is the union of all their ontologi-
cal domains."'

Tempting though it is to define a property as any
function P from worlds W to subsets P(W) of 2,
there is reason not to. For when will o have P
necessarily: when it has P in every world, or when
it has it in every world in which it exists? Not the
former, then everything necessarily
exists.'> Nor the latter, first, because it permits a
thing to possess only accidentally a property it
must perish to lose and, second, because it upsets
the principle that essence varies inversely with
existence; i.e., the fewer the worlds a thing exists
in, the more properties it has essentially. What this
in fact points up is a difference between two kinds
of characteristic: being human in every world
where you exist is sufficient for being human
everywhere (almost all characteristics are like
this), but existing in every world where you exist
is obviously not sufficient for existing everywhere
(apparently only existence and characteristics
involving existence are like this). From now on,
an attribute is a function from worlds # to subsets
of 2, and a property is an attribute P such that
anything having it wherever it exists has it every-
where. In general, an attribute is necessary to a
thing if it attaches to the thing in every possible
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world (preserving the intuition that existence is
sometimes contingent). If the attribute is also a
property, this reduces to the thing’s having the
attribute wherever it exists (preserving the intui-
tion that humanity is necessary to Socrates if he
cannot exist without it). In what follows, properties
(rather than attributes in general) are the items
under investigation.

From the definition of property, it follows that,
if P is a property, then so are PO : W — {ce |
VW' aeP(W')} (the property of being essentially P,
or P’s essentialization); PO : W — {ae | IW'
aeP(W')} (the property of being possibly P, or
Ps possibilization); and P> : W — {aeP(W) |
AW o & P(W')} (the property of being acciden-
tally P, henceforth P’s accidentalization). The
essentialization XU (accidentalization X2) of a
set X of properties is the set of its members’ essen-
tializations (accidentalizations). If ac is in P(#) and
exists in W, then it is in P[] (note the square
brackets). If for each P in X aeP(W), then
aeX (W); if, in addition, « exists in W, then it is
in X{W]. A set Y of properties is satisfiable in W,
written Sat [Y, W], iff there is something in
Npey P[W]. Given a set X of properties, a thing
o’s X-essence E () is the set of all P in X which «
possesses essentially, or {PeX | IW (aePB(W))}.
B is an X-refinement of x, written o < 3(X) — or
just a < B if X is clear from context — iff o’s X-
essence is a subset of s, i.e., if E.(a) C E.(3).

That essences drawn from X should be amen-
able to expansion is a condition not on X alone, but
on X and #~ taken together: X and #” must be so
related that suitably expanding the X-essence of
any thing in any world in #~ always produces the
X-essence of some other thing existing in that same
world. Let Q =< #", X > be a property-model of
() if # is amodel of #([J) and X is a set of
properties on # . A property-model Q is upward-
closed, or u-closed, ift:

(U) VavVY C X — E,(a)VW|[ae Y2 W]
= (38 > a)BeYU[W]]

In words, given any «, given any set Y of proper-
ties not essential to a, and given any world W if «
exists in ¥ and has Y there, then it has a refine-
ment 3 which exists in /W and has Y essentially
there. (For future reference, (U) is provably
equivalent to the simpler statement that
VZ C X YW [Sat[Z, W] = Sat[ZB, W]].)
Upward closure requires that any existing «
possessing (suitable) properties inessentially be
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refinable into an existing 3 that possesses those
properties essentially. The converse is intuitive
too: if there exists a 3 refining  which essentially
possesses (suitable) properties not essential to «,
then o should exist and possess those same proper-
ties accidentally. Thus, if the Shroud of Turin
exists in a world W, then not only should the
Cloth of Turin exist in /¥, but it should serve as
Jesus’s burial shroud in . Not only is this plau-
sible on the face of it, but otherwise it is hard to see
what separates the worlds in which the Cloth
occurs by itself from those in which it occurs
together with the Shroud; whereas surely the dif-
ference is that in the latter, but not the former, the
Cloth serves as Jesus’s burial shroud. And, in gen-
eral, if 0 refines «, then surely what separates
worlds in which « exists without 3 from those in
which « exists with 3 is that, in the latter worlds, o
possesses the difference between their X-essences,
whereas in the former it does not. Specifically, if 5
refines a, then (1) « exists wherever § does, (2) in
worlds where both exist, & accidentally possesses
every property in E,(3) — E,(«), i.e., every prop-
erty in the difference between their essences, and
(3) in worlds where just 3 exists, & does not possess
all the properties in E,(3) — E,(c). All of these
follow on the addition of a requirement of down-
ward closure, literally the converse of the upward
closure enforced above:

(D) YaVY C X — E (a)YW[(38 > )
BeYU[W] = ae Y2 (W]
In words, for anything «, any properties Y not
essential to it, and any world, if « has an existing
refinement [ possessing Y essentially, then «

exists and possesses Y accidentally. Property-
models satisfying both (U) and (D) are closed.

Prop. 1 Let €2 be closed. If & < 3, then
(1) #(B) < H#(a)

2) YWew (B) [ae(Eo(S) — Ex(e))™(W)]

(3) e (a) = #(B)[o & (E(0)
= Ex(e) (9]

Proof: For (1), observe first that A[W] = A(W)N
QWY =2NP(W)=2(W) (because the null
intersection is everything, in this case 2).
By (D), Be2(W) = Be A[W]= BeAR W] =
e (W] = aeA[W] = ac(W).

For (2), just let Z be E,(8) — E.(a). For (3), sup-
pose that 3 does not exist in W, and suppose per
absurdum that « accidentally possesses, in ¥, the
difference between its X-essence and (’s. By
upward closure, « has a refinement v which exists
in W and which possesses the whole lot, i.e., all of
E,(B), essentially. But then ~ refines 3; so, by (1),
B exists in W after all. Contradiction.

4 Contingent Identity

Things that disagree in any of their properties are
not identical. The Shroud of Turin, which (let us
suppose) had to enshroud Jesus, is thus distinct
from the Cloth of Twurin, which did not. But, as
we said, there is something deeply troubling about
leaving matters thus. After all, the Shroud of Turin
is also distinct from the Treaty of Versailles. Do we
really want to leave the Shroud’s relations with
the Cloth on the same level as its relations with
the Treaty of Versailles? And the trouble does not
stop here. The Cloth and the Shroud differ, it is
true, but it must also be said that their differences
are of a somewhat recherché variety. In every ordin-
ary respect the two are exactly alike. And this is on
the face of it a rather extraordinary coincidence.
That the Cloth and the Shroud are specially con-
nected seems undeniable, but something must be
done to demystify the connection. If it is not ident-
ity, what is it?

Maybe the answer is that it ss identity, but ident-
ity of a different, less demanding, character. In the
terms of a currently unpopular theory — and not-
withstanding the argument that seems to rule it out
— it is ‘contingent identity,” or (the more neutral
term) “coincidence.”’® Despite the once wide-
spread enthusiasm for contingent identity, it
seems to me that the idea never received a satisfac-
tory formulation. Specifically, all the analyses I
have seen have a drawback in common: they (some-
times explicitly, sometimes in effect) treat things as
strung together out of their modal manifestations
(states, slices, stages), and call them coincident in a
world if their manifestations in that world are
properly identical. There are two objections to
this kind of explication. The first is that it relies,
ultimately, on the notion to be explicated; for one
has little idea what a thing’s state or manifestation
in a world is, if not something whose nature is
exhausted by its being exactly like the thing so far
as the relevant world is concerned, i.e., by its being
contingently identical with the thing in that world.



Even more important, intuitively, things (e.g., ani-
mals) are nor strung together out of their modal
manifestations in this way, and proper identity of
modal manifestations is not what is meant by con-
tingent identity. Intuitively, things are just, well,
things, and coincidence is a matter of things’ cir-
cumstantial sameness.

How, then, is circumstantial sameness to be
separated out from total sameness? What marks
off the “ordinary” respects in which the Cloth
and the Shroud are alike from the “‘extraordinary”
respects in which they differ? Let us start with
Dana Scott’s idea that “two individuals that are
generally distinct might share all the same proper-
ties (of a certain kind!) with respect to the present
world.”"* Probably the most obvious way of elucid-
ating this would be to say the following: a and 3 are
contingently identical (in a world) if and only if
they have the same contingent properties (in that
world). So, for example, the bust and the hunk of
wax agree in their size, weight, color, and so on —
and all these are, of course, properties they have
contingently. Maybe contingent identity is same-
ness of contingent properties.

That that cannot be right follows from the fact
that, if anything has a property contingently, then
it has all its stronger properties contingently too.
(Suppose « has P contingently; then there is a
world in which « lacks P; but if Q is stronger
than P, « also lacks Q there; and, since o has Q,
it has it contingently.) So, for example, if Paris is
only contingently romantic, then it is only contin-
gently identical-to-Paris-and-romantic. But that
means that anything that has the same contingent
properties that Paris has is (among other things)
identical with Paris. And that already shows that
Paris is the only thing with exactly its contingent
properties. Thus, if contingent identity is treated
as sameness of contingent properties, contingent
identity collapses into identity proper.

Still, from a certain perspective, this first analy-
sis might be only a little way off the mark. To the
question, What makes a thing’s possession of a
property circumstantial? it seems natural to reply
that the possession is circumstantial if it depends
on how matters actually stand with the thing. But
now notice that this is ambiguous. Depends Aow:
partly or wholly? If you answer “partly,” then you
get the thing’s contingent properties. But, if you
answer “wholly,” you get the properties the thing
has entirely in virtue of how matters actually stand
with it; and these properties, what can be called the
categorical properties, seem intuitively to be the
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ones in question."® For if two things agree in all
their categorical properties (in a world), then so far
as that world and 1t alone is concerned, the two
things are just the same. And that is what was
meant by “contingent identity.” So contingent
identity is categorical indiscernibility.

To come to this conclusion from a different
direction, consider again the driving home and
the speeding home. What separates the ‘“‘ordinary”
respects in which these two are alike from the
“extraordinary” respects in which they differ?
For a start, the driving home could have been
done slowly, but not so the speeding home; the
driving home had higher prior probability than
the speeding home; if the driving home had not
occurred, Jones would have taken the bus home,
but the same cannot be said of the speeding home;
and the speeding home, rather than the driving
home as such, caused Jones’s accident. Thus, the
driving home and the speeding home differ in —
among other things — their modal, probabilistic,
counterfactual, and causal properties. Now what
is special about modal, probabilistic, counterfac-
tual, and causal properties? Primarily this: they
are grounded not just in how a thing actually is,
but on how it would or could have been if circum-
stances had been different. All a thing’s other prop-
erties, by contrast, are grounded entirely in how it
is in the circumstances that happen to obtain. The
former properties are a thing’s hypotherical proper-
ties, the latter its categorical properties. Now the
contingent identity of the driving home with the
speeding home seems intuitively to be a matter of
their sharing such properties as speed, place, time,
etc., regardless of their modal, causal, probabilistic,
and counterfactual differences; that is, their con-
tingent identity seems to be a matter of their shar-
ing their categorical properties, irrespective of their
hypothetical differences.

How are a thing’s categorical properties to be
found? (Actually it will be simplest if we look for
properties categorical as such, i.e., properties that
can only be had in a manner independent of what
would or could have happened.) Why not take the
intuitive notion that a property is categorical just in
case a thing’s having it is independent of what goes
on in nonactual worlds, and try to turn this into a
definition? The problem is that such a definition
would be circular. Suppose it is a categorical prop-
erty of this hunk of clay that it is spherical. How
can that depend on how the clay comports itself in
other worlds? But, if you think about it, it does, in
that the clay’s being spherical in this world

@&@D
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depends on its being, in those worlds, such that in
this world it is spherical. The problem is that being
such that, in this world, it is spherical, is a
hypothetical property of the clay. So, apparently,
what we really meant to say was that a property is
categorical if it attaches to a thing regardless of its
categorical properties in other worlds. And that is
clearly circular.'®

Somehow the circularity has to be circum-
vented. Things are going to be coincident in a
world iff they have exactly the same categorical
properties there. But maybe this can be turned
around: the categorical properties are exactly
those which cannot tell coincident things apart.

Postpone for a moment the question of how that
would help, and ask, instead, is it even true? That
is, are the categorical properties the properties
insensitive to the difference between coincidents?
This will be the case only if coincidence is compa-
tible with every kind of hypothetical variation, i.e.,
if, for every hypothetical property, coincidents can
be found that disagree on it. But it is clear that
ordinary things do not exhibit the hypothetical
variety that this would require. Among ordinary
things, coincidents never differ on (e.g.) the score
of fragility (if the statue is fragile, then so is the
piece of clay); among ordinary things, one never
finds one thing accidentally juvenile, or mature,
and another, coincident with the first, essentially
so (simply because no ordinary thing is essentially
juvenile, or mature).

So much for ordinary things. But what about
things as seen from the vantage point of metaphy-
sics? Metaphysics aspires to understand reality as it
is in itself, independently of the conceptual appa-
ratus observers bring to bear on it. Even if we do
not ourselves recognize essentially juvenile or
mature entities, it is not hard to imagine others
who would;!” and to someone who, in addition to
the statue and the piece of clay, discerned a statue-
cum-shards, not everything coincident with the
statue would be fragile. Conversely, we recognize
things, say, essentially suitable for playing crib-
bage, or cutting grass, which others do not, or
might not have. To insist on the credentials of the
things we recognize against those which others do,
or might, seems indefensibly parochial. In meta-
physics, unusual hypothetical coloring can be no
ground for exclusion.'® Since this is metaphysics,
everything up for recognition must actually be
recognized; and, when this is done, there are co-
incidents enough to witness the hypotheticality of
every hypothetical property.'’

@

Given information about what was coincident
with what, the categorical properties could be iden-
tified: they would be the properties insensitive to
the difference between coincidents. Now, as of yet,
there is no information about what is coincident
with what (that is why we were looking for the
categorical properties in the first place). But that
is not to say that none can be obtained; and, in fact,
certain cases of coincidence — enough to weed out
all the noncategoricals — are discoverable in
advance.

To find these cases, try to imagine pairs of things
that differ as little as possible from being strictly
identical (for things almost identical will be con-
tingently identical if any things are). Trivially, if
and (3 are strictly identical, o will exist in exactly
the same possible worlds as 3, and a will be coin-
cident with 3 in all of them. To arrange for the least
possible departure from this, let « exist in a few
more worlds than 3, but otherwise leave everything
unchanged, i.e., let them be coincident in all the
worlds where both exist. As it happens, that is
exactly how it is with the driving home and the
speeding home. Wherever the speeding home
occurs, the driving home occurs too, and is coin-
cident with the speeding home. But there will also
be worlds in which the driving home is done at a
reasonable speed, and in such worlds the speeding
home does not occur.

Still, none of this helps with the project of expli-
cating contingent identity, unless there is a way of
characterizing the given relation — the relation
between the driving home and the speeding home
— which does not itself rely on the notion of con-
tingent identity. But there is: it is the relation of
refinement. Although only a fraction of all coincid-
ents stand in the relation of refinement, this frac-
tion is enough to weed out all the noncategorical
properties.”” With the noncategorical properties
weeded out, the categorical properties are isolated.
And with the categorical properties in hand, con-
tingent identity is at last explicable: things are
contingently identical in a world if they have the
same categorical properties there.

Trivial cases aside, things contingently identical
will not be identical as a matter of necessity. But
then what about the argument that purported to
show that identities obtained necessarily if at all?
Was the argument invalid? Noj it showed that
something was impossible. The question is, was
the refuted possibility really that of contingent
identity? Looking back at the argument, the crucial
assumption was this: to be contingently identical,



things have to have a// their properties, up to and
including properties of the form necessary identity
with such and such, in common. If that is right, then
contingent identity is, as argued, impossible. So the
question is, do contingently identical things have to
have all their properties, not only categorical but
hypothetical as well, in common?

They do not. To agree that they did would be to
concede the very point of contingent identity and
to frustrate the clear intent of its advocates, which
was that it was to be a relation compatible with
counterfactual divergence. Understanding contin-
gent identity as sameness of nonhypothetical prop-
erties, on the other hand, preserves its point and
sustains it against the “proof” of its impossibility.
Still, why did it even seem that contingent iden-
tity entailed absolute indiscernibility? Probably
because it was taken for granted that contingently
identical things were (at least) properly identical,
only —and this was their distinction — not necessarily
s0.”" (And the expression “contingent identity” can
certainly be faulted for encouraging this interpre-
tation.) Admittedly, contingent identity in thss
sense is not possible.” But there is a better and
more generous way of understanding contingent
identity: strict and contingent identity are different
relations, and, because of their differences as rela-
tions, one can obtain contingently whereas the
other cannot. It only remains to spell out the formal
details.

5 Modeling Contingent Identity

Formally, a property P is categorical iff necessarily,
if a and [ are related by refinement, then o has P
iff G does, i.e., if

(VW) Ve, BeD (W)} a < B = (aeP(W) &
BeP(I)))

What is the relation between the cumulative prop-
erties and the categorical properties? Closure
implies a partial answer.

Prop. 2 1If Q is closed, then every cumulative
property is categorical.

Proof: Let PeX, and let o, Be2(W),a < 3. By
u-closure, there are o and (* in Z(W) such
that YPeX (aeP[W) = o*ePU[W]) and VPeX (Be
P[W) = 3*ePU[W]). We show that aeP[W] <
BeP[W]. Since a < §< g%, a < 3. Therefore,
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BeP[W) = 3*ecPP[W] < aeP[W] (by d-closure).
For the converse, notice first that 3 < o*. For if
Q¢E,(8), then, by d-closure, aeQ[W]; whence
Q¢E,(a*). Since 8 < o*, acP[W] = o*ePU[W]
= BeP|W] (by d-closure).

Things are coincident in W — written a =~ J — if
they have the same categorical properties there.
But, for the definition of categoricity to achieve
its purpose, the system of coincidents has to be
Jull or complete. Informally, this means that every
point in the logical space of possible coincidents
must actually be occupied; formally, for any (par-
tial) function ffrom worlds W to things existing in
W, there is a thing existing, and coincident with
S (W), in exactly the worlds in fs domain. € is full
if it satisfies

(F) Nf:WeW — f(W)eD(W)3a|W (a)=
dom(f) & VWeW (o) 2y, f (W)

Prop. 2 showed that, if € is closed, then every
cumulative property is categorical. For the con-
verse, let Q2 be maximal closed if

(M) Q = (#",X)is closed, and there is no
X'extending X such that{#", X")is closed.

If Q is maximal closed and full, then every cat-
egorical property is cumulative. In other words, a
property is cumulative if and only if it is categor-
ical.

Prop. 3 Let €2 be maximal closed and full. Then
VP[Pis cumulative < Pis categorical|

Proof: [=] This is just Prop. 2. [<=] Let P be
categorical. T claim that < #7, X 4 P > is closed.
For u-closure, let Z C X and suppose that « has
Z + Pin W. By fullness, there is an o* which exists
in W only and which is coincident with respect to
(X) with o in W. Since «* exists in # only, it has
all its properties essentially. In particular, o* has all
of a’s categorical (w.r.t. X) propertics essentially,
and so (by Prop. 2) a* refines o (w.r.t. X). Since P
is categorical (w.r.t. X), o* has Pin W too, and so it
has P essentially in }¥. Thus o* has (Z + P)°
in W. For d-closure, let ZC X and let
a < Be(Z + P)P[W]. By the d-closure of Q,
aeZ|W], and, since P is categorical (w.r.t. X),
aeP[W] too. Since < #7,X + P> is both u-
closed and d-closed, P is in X.23
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6 Essence and Identity

Can distinct things have the same cumulative
essence? So far, nothing prevents it. For example,
there is nothing to rule out the following: there are
exactly two possible worlds, W and W', « and 3
exist in both worlds; v exists in ¥ alone; and
exists in /¥’ alone. In this situation « will have to
refine both « and 8 in W, and +' will refine both «
and 3 in W'. From the fact that o and 3 have a
common refinement in each world, it quickly fol-
lows that they are coincident, i.e., have the same
categorical properties, in each world. But, by Prop.
3, the categorical properties are exactly the cumu-
lative properties; and, if o and [ share their
cumulative properties in every world, how can
they have different cumulative essences?

Actually, this raises the critical question,
avoided until now, of how coincidence and identity
are related. Can o and [ exist in the same worlds,
be coincident in all of them, and still be distinct? It
is hard to imagine how they could. For, presum-
ably, distinct items differ in one or another of two
ways. Either they exist in different worlds, or they
exist in the same worlds and are unlike, i.e., have
different categorical properties, in at least one of
them. Between distinct things, that is, there have
got to be either intra-world or extra-world differ-
ences.

But what is the argument for this? If things exist
in the same worlds, then, unless they have different
categorical properties in at least one of them, the
hypothesis of their distinctness can find no foot-
hold. Take the standard example of ‘indiscernible’
spheres afloat in otherwise empty space (suppose
for argument’s sake that they exist in no other
world). If the spheres were in exactly the same
place, could they still be reckoned distinct? A
hypothesis so gratuitous is beyond not only our
powers of belief, but even our powers of stipula-
tion. If, on the other hand, the spheres are in
different places, then they differ on the (presum-
ably categorical) properties of being in those places.
(The properties have to be different, because they
map the world in question to different spheres.)**

Call a property-model separable if it satisfies

(S) Yavi[(# (o) =W (B) & VWeW (a)U
W (B =, 8) = a= 4]
The last proposition shows that, if  is (besides

being closed) separable, then things with the same
cumulative essence are identical.

Prop. 4 Let 2 be closed and separable. Then

VaVi[E{a) = E(8) = a = g

Proof: Let o and 3 have the same X-essence. Since
a and 8 X-refine each other, by Prop. 1 they exist
in the same worlds. By the definition of X-cate-
goricity, in each of these worlds any X-categorical
property attaching to either attaches also to the
other. Thus o and 3 have the same X-categorical
properties, and so coincide, in every world where
they exist. By separability, « is identical with .

To this extent, essence determines identity.?

7 Applications

(A) Treating contingent identity as sameness of
categorical properties goes part of the way toward
solving a problem David Wiggins raises for relative
identity in Sameness and Substance. He argues there
that, since (i) what sets identity relations apart from
the common run of equivalence relations is their
satisfaction of Leibniz’s law, and (ii) no variety of
relative identity can satisfy (an unrestricted version
of) Leibniz’s law, (iii) relations of relative identity
are not identity relations (pending discovery of a
suitably restricted form of Leibniz’s law). To
answer this argument, one would need an uncon-
trived law of the form: if «v is the same fas 3, then o
and (3 have thus-and-such properties in common.
However, Wiggins thinks such a law will prove
impossible to formulate:

It seems that the very least we shall require is
more information about the case of the restricted
congruence that results from the g-identity, for
some one sortal concept g, of x and y. No stable
formulation of restricted congruence is avail-
able, however. Nor, T suspect, will it ever be

given.?®

But, if contingent identicals are seen as the same
concrete thing, then a rigorous restriction of Leib-
niz’s law is at hand: if & and 3 are the same con-
crete thing, then they have the same categorical
properties.?’

(B) Nearly everyone’s gut reaction to function-
alism is that phenomenal properties, at any rate,
cannot be functional, because nothing functional
can attain to the “manifest” character of felt
experience. Perhaps this idea finds support in the



categorical/hypothetical distinction. The property
of playing functional role R is the property of
bearing certain complicated counterfactual rela-
tions to inputs, outputs, and the players of various
other functional roles. Details aside, such a prop-
erty is obviously hypothetical. But the property of
painfulness (note: not the property of causing pain,
but that of being pain) seems to be a categorical
property par excellence. Therefore, painfulness is
not a functional property. (Note that this affects
only the version of functionalism that flatly identi-
fies mental properties with functional properties.)

(C) That mental and physical events are not
properly identical is argued not only by their essen-
tial differences (emphasized by Kripke), but also by
their causal differences. Suppose Smith’s pain is
identical with neural event v, which causes neural
event €. Then the strict identity theorist will have
to say that Smith’s pain caused ¢; but that seems
questionable, because v’s being Smith’s pain con-
tributed nothing to its production of ¢ (one wants
to say: even if v had not been Smith’s, or any, pain,

NOTES

Donald Davidson, Sally Haslanger, Kit Fine, David
Kaplan, Noa Latham, Shaughan Lavine, Barry Loewer,
George Myro, Sydney Shoemaker, Robert Stalnaker, and
David Velleman all made comments that helped me with
the writing of this paper.

1 Saul Kripke, Naming and Necessity (Cambridge,
Mass.: Harvard University Press, 1980), p. 4.

2 In the prevailing necessitarian euphoria, it has become
difficult to recapture the atmosphere of a few years
back, when contingent identity was a commonplace of
logical and metaphysical theorizing. To cite just two
examples, Dana Scott’s ““‘Advice on modal logic,” in
Karel Lambert (ed.), Philosophical Problems in Logic
(Boston: Reidel, 1970}, urged that “two individuals
that are generally distinct might share all the same
properties (of a certain kind!) with respect to the
present world . .. Hence they are equivalent or incid-
ent at the moment. Relative to other points of refer-
ence they may cease to be incident” (p. 165). And
most of the early mind/body-identity theorists — U.
T. Place, J. J. C. Smart, Thomas Nagel, among others
— took themselves to be asserting the contingent
identity of mental and physical entities. Smart, for
instance, says very explicitly that “on the brain-
process thesis the identity between the brain process
and the experience is a contingent one” (“‘Sensations
and brain processes,” Philosophical Review, 68, 2
(April 1959), pp. 141-56, at p. 152). There is a ques-
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€ would still have eventuated). If Smith’s pain and
v are only coincident, on the other hand, then
naturally they will have different causal powers
and susceptibilities; and a sensitive counterfactual
theory of causation might be able to exploir their
essential differences to predict their causal differ-
ences.”® Irrelevant qualifications aside, an event o
causes an event 3 only if it is required for (3, in the
following sense: given any (actually occurring)
event 7y &= « whose essence does not include «’s,
if «v had occurred in &’s absence, 3 would not have
occurred; and only if it is enough for 3, in the
following sense: given any (actually occurring)
event v /= « whose essence is not included in s,
«y is not required for 3. As for Smith’s pain (call it
), that € would have occurred even in 7’s absence,
provided that v had still occurred, shows that 7 is
not required for ¢; and that v is (let us assume)
required for € shows that 7 is not enough for ¢
either. Complementary considerations show how it
can be Smith’s decision, rather than the corres-
ponding neural event, that causes her action.

tion, actually, how it is that so many people thought
that an impossible thing was possible. One hypothesis
— maybe it i1s Kripke’s hypothesis — is that these
people were just very mixed up. And, in fact, it does
seem that to varying degrees they were. Ruth Marcus
once described W. V. Quine as thinking that modal
logic was conceived in sin, the sin of confusing use
and mention. Contingent identity had, if anything,
even shadier beginnings, because at least three sepa-
rate sins attended at its conception. Contingency was
routinely identified with (or at least thought to follow
from) a posteriority; particular identity statements
(like “This pain is identical to that brain-event”)
were insufficiently distinguished from general iden-
tity statements (like “Consciousness is a process in the
brain”); and the contingent truth of an identity state-
ment was equated with the contingency of the
asserted identity, guaranteeing that contingent co-
incidence of concepts would be taken for the contin-
gent identity of the things specified. So evidence for
the confusion hypothesis is not lacking. The other
hypothesis is, of course, that people recognized, con-
fusedly perhaps, something sensible and defensible in
the notion that things can be identical as a matter of
fact. Philosophically, it does not much matter which
of these hypotheses is correct. There is something
sensible and defensible in the idea of contingent iden-
tity, whether its advocates recognized it or not. Or so I
hope to show.
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Kripke, “Identity and necessity,” this volume, p. 72.
Let me say at the outset that, as far as I can see,
Kripke’s argument does succeed in establishing what
it claims to establish: namely, that identity, in the
strict sense, can never obtain contingently. If the
concluston seems paradoxical, as it surely does, that
is because people are confusing it with the genuinely
paradoxical thesis that there can be no relation with
the characteristics traditionally associated with “con-
tingent identity.” Speaking more generally, what
Kripke says about identity is important and correct,
and not questioned here; but people may have
thought that his conclusions closed off certain ave-
nues of investigation which are in fact still open. And
that is perhaps why some of those conclusions have
seemed hard to accept.

Observing that not only modal but temporal differ-
ences “establish that a statue is not the hunk of stone,
or the congery of molecules, of which it is composed,”
Kripke allows that “mere non-identity...may be a
weak conclusion” (this volume, p. 89). Extremely
weak, from the point of view of philosophical materi-
alism. That pains were not identical with neural sti-
mulations seemed to be a powerfully antimaterialistic
result; but now it turns out to be compatible with
pains and neural stimulations being as tightly bound
up with one another as statues and their clay. And
what materialist would not be delighted with that
result? On the other hand, ‘“The Cartesian modal
argument...surely can be deployed to maintain
relevant stronger conclusions as well” (ibid.). Possibly
this means that the statue is “nothing over and above”
its matter, whereas the same cannot be said of a
person; in the sense that necessarily, the statue (but
not the person) exists if its matter does, and with a
certain organization (Naming and Necessity, p. 145).
But it seems doubtful whether the statue #s “nothing
over and above” its matter in that sense (what if the
statue’s matter had gathered together by chance,
before the earth was formed? what if a different
sculptor had organized the matter?); and the subtler
the sense in which a statue really is “nothing over and
above” its matter, the less implausible it becomes that,
in a substantially similar sense, a person is “nothing
over and above” its matter. So there may still be room
for doubt whether modal arguments establish signific-
antly more difference between a person and her mat-
ter than between a statue and its.

H. T. Mason (ed.), The Letbniz—Arnauld Correspond-
ence (Manchester: Manchester University Press,
1967), p. 30.

In some contexts it is useful to distinguish between
essential and necessary and between accidental and
contingent properties. For example, someone might
think that, whereas Socrates is essentially human, he
is only necessarily Greek-or-not. The distinction is
intuitive but irrelevant to our purposes.

7 Where kinds of things are concerned, this is comparat-

ively uncontroversial: the essence attaching to the
kind cow strictly includes the essence attaching to
the kind animal. But, as Leibniz noticed, individuals
can be thought of as instancing smallest or least kinds,
what we might call individual kinds (what sets indivi-
dual kinds apart is that in each possible world at most
one thing instances them): “...since St Thomas
could maintain that every separate intelligence dif-
fered in kind from every other, what evil will there
be in saying the same of every person and in conceiv-
ing individuals as final species” (G. R. Montgomery
(ed.), Discourse on Metaphysics, Correspondence with
Arnauld, Monadology (La Salle, Ill.: Open Court,
1908), p. 237). Now just as the essences of general
kinds can be comparable, so can the essences of an
individual and a general kind (Bossie’s essence
includes that of cow). But then why should the
essences of individual kinds not be comparable too?
There is every reason to see the relation between the
Shroud of T'urin and the piece of cloth as continuous
with that between cow and animal: just as it is harder
to be a cow than an animal, it is harder to be the
Shroud of Turin than the piece of cloth, and just as
nothing can be a cow without being an animal (but not
conversely), nothing can be the Shroud of Turin
without being the piece of cloth (but not conversely).
So there seems to be a strong case for extending the
familiar doctrine that the essence of one kind can
include that of another to individual kinds, and,
what comes to the same, to individuals themselves.
(Incidentally, I am assuming that the Shroud of Turin
could not have been made of anything other than that
piece of cloth. Something made of another piece of
cloth might have been called “the Shroud of Turin,”
but it would not have been our Shroud of Turin.)
Identity properties are by no means the only proper~
ties that lead to these difficulties. Kind properties, for
example, are just as bad. If the property of being a
piece of cloth (i.e., being of the kind piece of cloth) is
included in the Cloth of Turin’s essence, then adding
on the property of having served as Jesus’s burial
shroud (along with perhaps some others) can no
longer yield the essence of the Shroud of Turin. For
it is never essential to any piece of cloth that it should
have been used in any particular way (necessarily, any
piece of cloth could have been destroyed moments
after its fabrication). Incidentally, kind properties
are disqualified by the first argument too: like identity
properties, they are possessed not simpliciter, but
dependently on other properties. It defies credulity
that two things should be indiscernible up to this
detail, that one is a collie and the other is not. (Think-
ing of identity and kind properties as classificatory,
rather than characterizing, the above becomes the
truism that a thing’s classification depends entirely
on what the thing is like.)



9 Although this is probably overstating it, at least as far
as what is actually established goes (see Prop. 4
below). See also David Wiggins, Sameness and Sub-
stance (Cambridge, Mass.: Harvard University Press,
1980), and Robert M. Adams, “Primitive thisness and
primitive identity,” this volume, ch. 14, in both of
which the sufficiency of “quality” for “quiddity” is
considered and rejected. Wiggins’s opinion is that
“...to make clear which thing a thing is, it is not
enough (pace the friends of the logically particularized
essence) to say however lengthily that it is suck, or so
and so. We have to say that it is this or that such. This is
perfectly obvious when we think of trying to deter-
mine one entity by mentioning short or simple pred-
icates (other than identical with x or suchlike). But it is
difficult to see any reason to believe that by making
ordinary predicates ever longer and more complicated
we shall be able to overcome the obvious non-
sufficiency or nonnecessity for identity with just x
that infects all the relatively simple predicates true
of x” (pp. 104-5).

10 See Peter Geach, “Identity,” in his Logic Matiers

(Oxford: Blackwell, 1972). Baruch Brody asserts that

his theory, according to which items are identical if

and only if they are indiscernible over “all” proper-
ties, “is not ruled out by its leading to any paradoxes”

(Identity and Essence (Princeton: Princeton University

Press, 1980), p. 18). But he does not satisfactorily

explain why not.

The accessibility relation is omitted; in effect, every

world has access to every other.

12 The problem existence raises for the definition of
“essential” is not unfamiliar. Kripke alludes to it in
“Identity and necessity”: “Here is a lectern. A ques-
tion which has often been raised in philosophy is:
What- are its essential properties? What properties
...are such that this object has to have them if it
exists at all... [Footnote:] This definition is the
usual formulation of the notion of essential property,
but an exception must be made for existence itself: on
the definition given, existence would be trivially
essential. We should regard existence as essential to
an object only if the object necessarily exists” (this
volume, pp. 80, 87).

13 Another reason for preferring “coincident” to “con-
tingently identical” is that properly identical things
will also be coincident, indeed necessarily so, and it

1

—

sounds funny to say that they are necessarily contin-
gently identical. But I continue to use the term, partly
for shock value, and partly for reasons to be given
presently.

14 Scott, “Advice on modal logic,” p. 165.

15 To be absolutely clear about the difference between
contingency and categoricity, consider their comple-
ments. Where a thing has its noncontingent proper-
ties necessarily, it has its noncategorical properties
hypothetically.
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Two remarks. As a characterization of the categorical
properties, the foregoing is circular. But it does have
the virtue of illustrating why not every property can be
hypothetical (as is sometimes suggested). For a prop-
erty to be hypothetical, whether a thing has it must
depend on the things” categorical properties in other
worlds; and that shows that no property can be
hypothetical unless at least some properties are cate-
gorical. And, since it is relatively unproblematic that
categorical properties give rise to hypothetical proper-
ties (given the present broadly essentialist assump-
tions), neither category can be emptied without
emptying the other. So a skeptic about the distinction
should maintain that no property is of eiher kind, not
that all (some) properties are of one kind and none are
of the other. [For example, Sydney Shoemaker’s the-
ory of properties as “second-order powers,” though it
might seem to imply that all properties are hypothet-
ical, or, on another reading, that all properties are
categorical, is perhaps better read as rejecting the
distinction altogether. See “Causality and proper-
ties,” this volume, ch. 20, and “Identity, properties,
and causality,” in Identity, Cause, and Mind (New
York: Cambridge University Press, 1984).] Second,
in rejecting the proposed account of categoricity on
grounds of circularity, I do not mean to imply that the
account I finally give is not itself ultimately circular.
Given the cumulative properties, the categorical
properties can be noncircularly specified; but the
cumulative properties themselves cannot be non-
circularly specified, in particular not by the formal
conditions laid down above.

To get a sense of what it might be like to countenance
a creature coming into existence “‘in mid-life,” con-
sider Jane Eyre’s reflections on the eve of her (anticip-
ated) marriage to Mr Rochester: “Mrs Rochester! She
did not exist: she would not be born till tomorrow,
sometime after eight o’clock A.M.; and I would wait
to be assured she had come into the world alive before
I assigned her all that property.” For a creature that
stops existing “in mid-life,” there are the opening
lines of Neil Young’s “A child’s claim to fame’: “I
am a child / I last a while.’

Less dogmatically, there are two kinds of metaphysics:
descriptive and transcendental. In descriptive meta-
physics one is interested in reality as people see it; in
transcendental metaphysics one tries to abstract to the
largest extent possible from the human contribution.
Pretty clearly, the distinction is relative. All metaphy-
sics is somewhat transcendental (metaphysicians do
not spend much time thrashing out the nature of time
zones), but probably the present approach is more
transcendental than most.

To say that everything up for recognition is actually
recognized, is to say the following: given any set of
worlds, and given an assignment to each of categorical
properties satisfiable therein, there is something that
exists in those worlds exactly and possesses in each the

@
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associated categorical properties. Call this the require-
ment of fullness.

To see why the properties insensitive to the difference
between things related by refinement can be relied on
to be exactly the categoricals: Call these properties the
provisionally categorical properties, and call things
indiscernible with respect to these properties provi-
sionally coincident. The problem is really to prove
that every provisionally categorical property is genu-
inely categorical (the converse is clear). Let P be
provisionally categorical. Then, by the definition of
provisional coincidence, P cannot distinguish provi-
sionally coincident things. Suppose toward a contra-
diction that P is not genuinely categorical. Then there
are o and W such that o possesses P in W, but its
possession of P in W depends on what worlds (other
than W) it inhabits or on its genuinely categorical
properties in those worlds. Thus, if there were some-
thing genuinely coincident with « in /| but differing
from « in the worlds (other than #) it inhabited, or
the genuinely categorical properties it had in them,
that thing would lack P in . Specifically, something
existing in worlds W, W’ W” ..., and possessing the
genuinely categorical properties Y in W (Y is the set
of s genuinely categorical properties in ), Y’ in
W, Y"in W”... would lack P in W. To produce
such a thing, let (= a),7',7"” . . . be entities satisfy-
ing Y, Y. Y' ..inW, W W' . . IZ2,72,2"...
are the sets of provisionally categorical properties
possessed by v,v,v",... in W, W' W" ... then,
by fullness (see the preceding note), there is a [
existing in exactly W, W’ W" ... and possessing Z
in W, Z'in W,Z" in W” . ... Since a thing’s provi-
sionally categorical properties include its genuinely
categorical properties, 3 meets the conditions laid
down above for lacking P in . But, by its definition,
[ is provisionally coincident with o in W. Since P
distinguishes provisional coincidents, it is not provi-
sionally categorical after all. Q.E.D.

True, Smart does go out of his way to emphasize that
“the brain-process doctrine asserts identity in the
strict sense” (‘Sensations and brain processes,” p.
145). But by this he seems to mean that he is not
talking about the relation that one thing bears to
another when they are “time slicefs] of the same
four-dimensional object” or when they are “spatially
or temporally continuous” (ibid.). Certainly there is
nothing to suggest that he had in mind a contrast
between ‘‘strict identity” and coincidence. What is
clear is that he took “strict identity” to be a relation
fully compatible with hypothetical dissimilarity.
Although some philosophers would say that identity
ttself can obtain contingently. To some extent, such
philosophers can be seen as questioning the notion
that is here called “identity proper” and as taking
something roughly analogous to what is here called
“coincidence” to be all the identity there is. Since this
relation, which, relative to their schemes, probably
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deserves to be called “identity proper,” can obtain

contingently, the kind(s) of contingent identity they
advocate is (are) in a certain sense more radical than
the kind assayed here. See, e.g. Allan Gibbard, “Con-
tingent identity,” this volume, ch. 9; David Lewis,
“Counterpart theory and quantified modal logic,”
FJournal of Philosophy, 65/5 (7 Mar. 1968), pp. 113—
26; and idem, Counterfactuals (Cambridge, Mass.:
Harvard University Press, 1973); and Robert Stalna-
ker, “Counterparts and identity,” Midwest Studies in
Philosophy, (1986). (Take note: as a descriptive
account of these authors’ theories, which are anyway
not very similar to one another, the above is not
reliable.)

Although it is wrong to try to explicate contingent
identity in terms of identity of modal states (the
notion of modal state depending on that of contingent
identity), Prop. 3 suggests a way to define modal
states so that the equation comes out true. Call
a*a’s state in W iff o*s cumulative essence is exactly
the set of ’s categorical properties in . To see that
if o exists in W, its state in W exists too: By fullness,
there is a § existing in /¥ alone and coincident with o
there. Thus s categorical properties in W are exactly
o’s. By Prop. 3, 5’s cumulative properties in W are
exactly a’s categorical properties in J¥. Since 3 has all
its properties essentially, 5’s cumulative essence is the
set of a’s categorical properties in /. Now it is easy to
verify that things are coincident in a world iff they
have strictly identical states there: « coincides with 3
in W iff « and ( have the same categorical propert-
ies in W iff anything whose cumulative essence is the
set of a’s categorical properties is also something
whose cumulative essence is the set of 3’s categorical
properties iff any state of o in W is a state of 3 in W.
(For the uniqueness of s state in ¥, see Prop. 4.)
Granted, one cannot identify these properties without
appeal to the objects that have them; but the claim was
that they have different categorical properties, not
that one can distinguish them by their categorical
properties. Granted also, except in connection with
the world in question, the properties’ extensions will
be to a large extent arbitrary (when is something in
this world in the same place as the first sphere in that
one?); but that does not matter, so long as the arbitrary
choices are made in such a way that the resulting
properties are categorical.

Even if this result is accepted, there is plenty of room
for doubt about its precise significance. Briefly, one
worry is that to distinguish @’s cumulative essence
from s, one would already have to be able to distin-
guish a from (. But this seems to confuse the meta-
physical thesis that distinct things have different
essences with the epistemological doctrine that dis-
tinct things can always be distinguished by their
essences. Second, not everything here called a “prop-
erty” — basically, functions from worlds to extensions
— is a genuine property. If this means that genuine



properties are not functions, this is granted; but it
does not matter, if, for every world-to-extension func-
tion, there is some genuine property such that the
function takes each world to the set of things posses-
sing that property therein. But the criticism survives
in the form: not all world-to-extension functions (not
even all cumulative ones) are induced in this way by
genuine properties. And that is undeniable. Further
progress depends on figuring out what makes genuine
properties genuine. (For more on the difference
between genuine and pseudo properties, see the art-
icles by Sydney Shoemaker mentioned in n. 16 above.)
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Wiggins, Sameness and Substance, p. 39.

‘Whether this helps with the general problem of saying
what properties relative identicals must have in com-
mon is another question, but one perhaps worth
exploring. See also Nicholas Griffin, Relative Identity
(New York: Oxford University Press, 1975), sects 1.2
and 8.5.

Thanks to Barry Loewer for talking to me about this;
he and Paul Boghossian are working along similar
lines.












Introduction

Modalities in the present sense used to be called
“modes” of truth. Some propositions, like “There
are horses” and “Socrates is wise,” are true but
only contingently so. That is, they might have been
false: the world might have been such that there
were no horses, and Socrates was a fool. Or, as one
is apt to say today, there are “possible worlds” in
which horses don’t exist and those in which
Socrates is not wise. On the other hand, some
truths seem necessary; for example, “Horses are
animals” and “2 + 1 = 3.” Nothing could count as
a horse unless it was an animal; a world without
animals is #pso facto one without horses. Might
there be a world in which 2 plus 1 isn’t 3? It’s
difficult — in fact, it does not seem possible — to
think of such a world. What could such a world be
like? Perhaps there is a world in which 2 plus 1
equals 47 But where would 3 fit into the number
series in that world? Perhaps 3 would immediately
follow 4, in which case 3 would be 4 + 1. But
wouldn’t that make 4 an odd number and 3 an
even number? This doesn’t make sense. Or perhaps
there is a world in which our 3 is missing, and 4 is
the immediate successor of 2? But these things
don’t seem to make much sense: what makes a
natural number the number it is, is its position in
the number series, and if per impossibile 3 and 4
switched their places, 4 would now just be 3 (that
1s, the number that follows 2 would still be 3) and 3
would now be 4, and nothing would have changed
— or so it seems. The reader is invited to explore
further consequences of supposing that 2 plus 1
doesn’t equal 3.

In “Modalities: Basic Concepts and Distinc-
tions” (chapter 11), Alvin Plantinga elucidates the
basic modal concepts, including those of necessity
and possibility, and explains the important distinc-
tion between de re and de dicto modalities, defend-
ing the coherence of de re modal concepts against
some influential objections. Briefly, de dicto mod-
alities apply to dicta — that is, statements, sentences,
propositions, and the like — and de re modalities
pertain not to dicta but directly to objects in the
world. So when we say that the proposition that
horses are animals is necessary, the modality
involved is de dicto. When we say that Socrates is
necessarily a person but only contingently a hus-
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band, we are attributing the modal properties of
being necessarily a person and of being contin-
gently a husband to Socrates, the person, not to
any linguistic/conceptual item. We are saying of
Socrates, by whatever name he is picked out, that
he could not have been something other than a
person (a world without persons is ipso facto one
in which Socrates does not exist), but that he might
not have married (there is a possible world in which
he stays a bachelor).

But this convenient and often perspicuous way of
explaining de re modalities seems to assume that
Socrates, the very same person, could inhabit dif-
ferent possible worlds, having different properties
in different worlds. How is this possible? In “Iden-
tity through Possible Worlds” (chapter 12), Roder-
ick Chisholm forcefully brings out a difficulty
(“Chisholm’s paradox’) involved in the assumption
that one and the same object can be in different
possible worlds. One possible response to this pro-
blem is David Lewis’s “counterpart theory.”
According to Lewis, individuals can each inhabit
only a single world. But they can have “counter-
parts” in other worlds, and to say that Socrates is
possibly rich is to say that there is a possible world
in which Socrates’ counterpart is rich. In “Counter-
parts or Double Lives?” (chapter 13), Lewis gives
detailed discussions of many issues involved in the
controversy between positions that allow different
worlds to share common parts and those that do not.

In “Primitive Thisness and Primitive Identity”
(chapter 14), Robert M. Adams takes up an import-
ant related issue: Is a world constituted exclusively
by pure qualities, or do individuals as such (“this-
ness”) have part in shaping it? This is the age-old
question of haecceitism, a question addressed by
Lewis as well.

Talk of possible worlds, nonactual but possible
individuals, and the like strikes some philosophers
as highly dubious — metaphysics at its speculative
extreme. In ‘“The Nature of Possibility” (chapter
15), D. M. Armstrong undertakes to construct
possible worlds on a naturalistically acceptable
basis. His basic idea, derived from Wittgenstein,
is to generate possible worlds by combining and
recombining the materials that exist in the actual
world. Whether these combinatorial possible
worlds can fully serve to explicate all of our
modal notions remains an open question.
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Alvin Plantinga

1 Preliminary Distinctions and
Remarks

A.  Necessity circumscribed

The distinction between necessary and contingent
truth is as easy to recognize as it is difficult to
explain to the sceptic’s satisfaction. Among true
propositions’ we find some, like

(1) The average annual rainfall in Los Angeles is
about 12 inches

that are contingent, while others, like
(2) 7+5=12

or

(3) If all men are mortal and Socrates is a man,
then Socrates is mortal

that are necessary.

But what exactly do these words — ‘necessary’
and ‘contingent’ — mean? What distinction do they
mark? Just what is supposed to be the difference
between necessary and contingent truths? We can
hardly explain that p is necessary if and only if its
denial is impossible; this is true but insufficiently
enlightening. It would be a peculiar philosopher
who had the relevant concept of impossibility well

Originally published in A. Plantinga, The Nature of
Necessity (Oxford: Clarendon Press, 1974), chs 1, 2.
Copyright © by Oxford University Press. Reprinted by
permission of Oxford University Press.

in hand but lacked that of necessity. Instead, we
must give examples and hope for the best. In the
first place, truths of logic — truths of propositional
logic and first-order quantification theory, let us
say — are necessary in the sense in question. Such
truths are logically necessary in the narrow sense;
(3) above would be an example. But the sense of
necessity in question — call it ‘broadly logical neces-
sity’ — is wider than this. Truths of set theory,
arithmetic and mathematics generally are necessary
in this sense, as are a host of homelier items such as

No one is taller than himself

Red is a colour

If a thing is red, then it is coloured
No numbers are human beings

and
No prime minister is a prime number.

And of course there are many propositions debate
about whose status has played an important role in
philosophical discussion — for example,

Every person is conscious at some time or other

Every human person has a body

No one has a private language

There never was a time when there was space but
no material objects

and

There exists a being than which it is not possible
that there be a greater.

So the sense of necessity in question is wider than
that captured in first-order logic. On the other

&
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hand, it is narrower than that of causal or natural
necessity.

Voltaire once swam the Atlantic

for example is surely implausible. Indeed, there is a
clear sense in which it is impossible. Eighteenth-
century intellectuals (as distinguished from dol-
phins) simply lacked the physical equipment for
this kind of feat. Unlike Superman, furthermore,
the rest of us are incapable of leaping tall buildings
at a single bound, or (without auxiliary power of
some kind) travelling faster than a speeding bullet.
These things are impossible for us; but not in the
broadly logical sense. Again, it may be necessary —
causally necessary — that any two material objects
attract each other with a force proportional to their
mass and inversely proportional to the square of
the distance between them,; it is not necessary in the
sense in question.

Another notion that must carefully be distin-
guished from necessity is what (for want of a better
name) we might call ‘unrevisability’ or perhaps
‘ungiveupability’. Some philosophers hold that no
proposition — not even the austerest law of logic —is
in principle immune from revision. The future
development of science (though presumably not
that of theology) could lead us rationally to aban-
don any belief we now hold, including the law of
non-contradiction and modus ponens itself. So

Quine:

... it becomes folly to seek a boundary between
synthetic statements which hold contingently
on experience, and analytic statements, which
hold come what may. Any statement can be
held come what may, if we make drastic enough
adjustments elsewhere in the system. Even a
statement very close to the periphery can be
held true in the face of recalcitrant experience
by pleading hallucination or by amending cer-
tain statements of the kind called logical laws.
Conversely, by the same token, no statement is
immune to revision. Revision even of the logical
law of excluded middle has been proposed as a
means of simplifying quantum mechanics; and
what difference is there in principle between
such a shift and the shift whereby Kepler super-
seded Ptolemy, or Einstein Newton, or Darwin
Aristotle??

Giving up a truth of logic — modus ponens, let us say
— in order to simplify physical theory may strike us

as like giving up a truth of arithmetic in order to
simplify the Doctrine of the Trinity. In any event,
Quine’s point is that no statement is immune from
revision; for each there are circumstances under
which (perhaps with a reluctant wave) we should
give it up, and do so quite properly.

Here Quine may or may not be right. But sup-
pose we temporarily and irenically concede that
every statement, modus ponens included, is subject
to revision. Are we then obliged to follow those
who conclude that there are no genuinely necessary
propositions? No; for their conclusion displays
confusion. To say of modus ponens that it (or its
corresponding conditional) is a necessary truth is
not, of course, to say that people will never give it
up, as if necessity were a trait conferred by long-
term popular favour. I may be unprepared to give
up the belief that I am a fine fellow in the face of
even the most recalcitrant experience; it does not
follow either that this belief is necessarily true or
that I take it to be so. Nor would the unlikely event
of everyone’s sharing my truculence on this point
make any difference. Just as obviously, a proposi-
tion might be necessarily true even if most people
thought it false or held no opinion whatever on the
matter.

So necessity has little or nothing to do with what
people would in fact give up under various happy
or unhappy circumstances. But it must also be
distinguished from what cannot be rationally
rejected. For clearly a proposition might be both
necessary and such that on a given occasion the
rational thing to do is to give up or deny it. Suppose
I am a mathematical neophyte and have heard and
accepted rumours to the effect that the continuum
hypothesis has been shown to be independent of
Zermelo—Fraenkel set theory. I relate this rumour
to a habitually authoritative mathematician, who
smiles indulgently and produces a subtly fallacious
argument for the opposite conclusion — an argu-
ment which I still find compelling after careful
study. I need not be irrational in believing him
and accepting his argument, despite the fact that
in this instance his usual accuracy has deserted him
and he has told me what is necessarily false. To take
a more homely example: I have computed the sum
97 + 342 + 781 four times running, and each time
got the answer 1120; so I believe, naturally enough,
that 97 + 342 + 781 = 1120). The fact, however, is
that I made the same mistake each time — carried a
‘1’ instead of a ‘2’ in the third column. But my
belief may none the less be rational. I do not know
whether circumstances could arise in which the



reasonable thing to do would be to give up modus
ponens; but if such circumstances could and did
arise, it would not follow that modus ponens is not
a necessary truth. Broadly logical necessity, there-
fore, must be distinguished from unrevisability as
well as from causal necessity and logical necessity
strictly so called.

It must also be distinguished from the self-evid-
ent and the a priori. The latter two are epistemolo-
gical categories, and fairly vaporous ones at that.
But consider the first. What does self-evidence
come to? The answer is by no means easy. In so
far as we can make rough and intuitive sense of this
notion, however, to say that a proposition p is self-
evident is to answer the question ‘how do you know
that p?’ It is to claim that p is utterly obvious —
obvious to anyone or nearly anyone who under-
stands it. If p is self-evident, then on understanding
it we simply see that it is true; our knowledge of
modus ponens may be cited as of this sort. Now
obviously many questions arise about this notion;
but in so far as we do apprehend it, we see that
many necessary propositions are not thus transpar-
ent. 97 4 342 + 781 = 1220 is indeed necessary,
but certainly not self-evident — not to most of us,
at any rate.

Still, perhaps we could say that this truth is self-
evident in an extended sense: it is a consequence of
self-evident truths by argument forms whose cor-
responding conditionals are themselves self-evid-
ent. Could we add that all necessary truths are self-
evident in this extended sense? Not with any show
of plausibility. The axiom of choice and the con-
tinuum hypothesis are either necessarily true or
necessarily false; there is little reason to think that
either of these, or either of their denials, are dedu-
cible from self-evident propositions by self-evident
steps. You may think it inappropriate to speak of
truth in connection with such an item as, say, the
continuum hypothesis. If so, I disagree; I think this
proposition just as true or just as false as the com-
monest truths and falsities of arithmetic. But no
matter; there are simpler and more obvious exam-
ples. Each of Goldbach’s conjecture and Fermat’s
last theorem, for example, is either necessarily true
or necessarily false; but each may turn out to be
such that neither it nor its denial is self-evident in
the extended sense. That is to say, for all I know,
and, so far as I know, for all anyone knows, this may
be so. I do not mean to assert that this is possibly so,
in the broadly logical sense; for (as could plausibly
be argued) where .S is the set of self-evident pro-
positions and R that of self-evident argument
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forms, a proposition p possibly follows from .S by
R only if p actually, and, indeed, necessarily thus
follows. And since I do not know whether Gold-
bach’s conjecture or Fermat’s theorem do follow
from S by R, I am not prepared to say that it is
posstble that they do so. My point is only that the
question whether, for example, Goldbach’s conjec-
ture is self-evident in the extended sense is distinct
from the question whether it is a necessary truth.

So not all necessary propositions are self-evid-
ent. What about the converse? Are some contingent
propositions self-evident? The question is vexed,
and the answer not obvious. Is the proposition I
express by saying ‘2 + 2 = 4 is self-evident for me
now’ self-evident for me now? Perhaps so, perhaps
not. Perhaps the idea of self-evidence is not sharp
enough to permit an answer. What is once more
important is that a negative answer is not immedi-
ate and obvious; self-evidence must be distin-
guished, initially, at least, from necessity.

Not strictly to the point but worth mentioning is
the fact that some propositions seem or appear to be
self-evident although they are not necessarily true
or, for that matter, true at all. Some of the best
examples are furnished by the Russellian para-
doxes. It seems self-evident that for every condi-
tion or property P there is the set of just those
things displaying P; it seems equally self-evident
that there is such a condition or property as that
of being non-self-membered. But of course these
(together with some other apparently self-evident
propositions) self-evidently yield the conclusion
that there is a set that is and is not a member of
itself; and this is self-evidently false. Some may see
in this the bankruptcy of self-evidence. It is not my
purpose, in these introductory pages, to defend
self-evidence or answer the question how we
know the truth of such propositions as modus
ponens. Still, the conclusion is hasty. Qur embar-
rassment in the face of such paradoxes shows that a
proposition may seem to be self-evident when in
fact it is false. How does it follow that modus ponens,
for example, is not self-evident, or that there is
some other or better answer to the question of
how we know that it is true? The senses sometimes
deceive us; square towers sometimes appear round.
It does not follow either that we do not know the
truth of such propositions as The Empire State
Building is rectangular or that we have some non-
empirical method of determining its truth.

Finally, the distinction between the necessary
and the contingent must not be confused with the
alleged cleavage between the a priori and the
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a posteriori. The latter distinction, indeed, is
shrouded in obscurity. But given the rough and
intuitive understanding we have of the terms
involved, it is clear that the distinction they mark,
like that between what is self-evident and what is
not (and unlike that between the necessary and
contingent), is epistemological. Furthermore, the
relation between what is known a priori and what
is necessarily true is by no means simple and
straightforward. It is immediately obvious that
not all necessary truths are known a priori; for
there are necessary truths — Fermat’s last theorem
or its denial, for example — that are not known at
all, and & fortiors are not known a priori. Is it rather
that every necessary truth that is known, is known a
priori? This question divides itself: (a) is every
necessary truth that is known, known a priori to
everyone who knows it? and (%) is every necessary
truth that is known to someone or other, known a
priori to some one or other? The answer to (a) is
clear. Having taken the trouble to understand the
proof, you may know a priori that the Schroeder—
Bernstein theorem is a consequence of some stand-
ard formulation of set theory. If I know that you are
properly reliable in these matters and take your
word for it, then I may know that truth a posteriori
—as [ may if I’ve forgotten the proof but remember
having verified that indeed there is one. To learn
the value of the sine of 54 degrees, I consult a
handy table of trigonometric functions: my know-
ledge of this item is then a posteriori. In the same
way, even such simple truths of arithmetic as that
754 36 = 111 can be known a posteriori. So the
answer to (a) is obvious. The answer to question (&)
is perhaps not quite so clear; but elsewhere give
some examples of truths that are necessary but
probably not known & priori to any of us.®

So necessity cannot be identified with what is
known a priori. Should we say instead that a pro-
position is necessary if and only if it is knowable
a priori? But by whom? We differ widely in our
ability to apprehend necessary truths; and no doubt
some are beyond the grasp of even the best of us. Is
the idea, then, that a proposition is necessarily true,
if and only if it is possible, in the broadly logical
sense, that some person, human or divine, knows it
a priori? Perhaps this is true. Indeed, perhaps every
truth whatever is possibly known a priori to some
person — to God if not to man. But suppose we
avoid the turbid waters of speculative theology and
restrict our question to human knowledge: must a
contingent proposition, if known, be known a
posteriori? The question is as vexed as the notion

of a priori knowledge is obscure. What is known a
priori is known independently, somehow or other,
of experience. My knowledge of modus ponens or
that 7 + 5 = 12 would be cited by way of example.
But how about my knowledge that I do know that
7 + 5 = 12? Is that independent of experience in
the requisite fashion? Suppose

(4) Tknow that 745 = 12;

cannot I know a priori that (4) is true? And this
despite the contingency of (4)? Perhaps you will say
that I know (4) only if I know

(4) Ibelieve that 7+ 5 = 12;

and perhaps you will add that knowledge of this last
item must be a posteriori. But is this really true? On
a strict construction of ‘independent of experience’
it may seem so; for surely I must have had some
experience to know that I thus believe —if only that
needed to acquire the relevant concepts. But on
such a strict construction it may seem equally
apparent that I know no truths at all a priori; even
to know that 7+ 5 = 12, I must have had some
experience. There is no specific sorz of experience I
need, to know that 7 + 5 = 12; and this (subject, of
course, to all the difficulty of saying what counts as
a sort here) is perhaps what distinguishes my
knowledge of this truth as a priori. But the same
thing holds for my knowledge of (4'). Belief is not
(pace Hume) a special brilliance or vividness of idea
or image; there is no specific sort of experience I
must have to know that I believe that 7+ 5 = 12.
So perhaps I know a priori that I believe that
7 + 5 = 12. If so, then I have a priori knowledge
of a contingent truth. Similarly, perhaps my
knowledge that I exist is a priori. For perhaps I
know a priori that I believe that I exist; I also know
a priori that if I believe that I exist, then indeed I do
exist. But then nothing but exceptional obtuseness
could prevent my knowing a priori that I exist,
despite the contingency of that proposition.

It is fair to say, therefore, that I probably know
some contingent truths a priori. At any rate it
seems clearly possible that I do so. So necessity
cannot be identified with what is knowable
a priori.* Unrevisability, self-evidence, and a priori
knowledge are difficult notions; but conceding that
we do have a grasp — one that is perhaps halting and
infirm — of these notions, we must also concede that
the notion of necessary truth coincides with none of
them.



B. Modalisy de dicto and modality de re

I have spoken of necessity as a property or trait of
propositions and tried to distinguish it from others
sometimes confused with it. This is the idea of
modality de dicto. An assertion of modality de
dicto, for example

(5) necessarily nine is composite

predicates a modal property — in this instance
necessary truth — of another dictum or proposition:

(6) nine is composite.

Much traditional philosophy, however, bids us
distinguish this notion from another. We may
attribute necessary truth to a proposition; but
we may also ascribe to some object — the number
9, let us say — the necessary or essential possession of
such a property as that of being composite. The
distinction between modality de dicto and modality
de re is apparently embraced by Aristotle, who
observes (Prior Analytics, i. 9) that ‘It happens
sometimes that the conclusion is necessary when
only one premiss is necessary; not, however, either
premiss taken at random, but the major premiss’.®
Here Aristotle means to sanction such inferences
as

(7) Every human being is necessarily rational
(8) Every animal in this room is a human being

SO

(9) Every animal in this room is necessarily
rational;

he means to reject such inferences as

(10) Every rational creature is in Australia
(11) Every human being is necessarily a rational
creature

SO

(12) Every human being is necessarily in Aus-
tralia.

Now presumably Aristotle would accept as
sound the inference of (9) from (7) and (8) (granted
the truth of (8)). If he is right, therefore, then (9) is
not to be read as
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(9) It is necessarily true that every animal in this
room is rational;

for (9) is clearly false. Instead, (9) must be con-
strued (if Aristotle is correct) as the claim that each
animal in this room has a certain property — the
property of being rational — necessarily or essen-
tially. That is to say, (9) must be taken as an
expression of modality de re rather than modality
de dicto. And what this means is that (9) is not the
assertion that a certain dictum or proposition —
every animal in this room is rational — is necessarily
true, but is instead the assertion that each res of a
certain kind has a certain property essentially or
necessarily — or, what comes to the same, the asser-
tion that each such thing has the modal property of
being essentially rational.

In Summa contra Gentiles, St Thomas considers
the question whether God’s foreknowledge of
human action — a foreknowledge that consists,
according to St Thomas, in God’s simply seeing
the relevant action’s taking place — is consistent
with human freedom. In this connection he
inquires into the truth of

(13) What is seen to be sitting is necessarily
sitting.

For suppose at t; God sees that Theaetetus is
sitting at #,. If (13) is true, then presumably Theae-
tetus is necessarily sitting at ty, in which case he was
not free, at that time, to do anything bur sit.

St Thomas concludes that (13) is true taken de
dicto but false taken de re; that is

(13/) Itis necessarily true that whatever is seen to
be sitting is sitting

is true but

(13") Whatever is seen to be sitting has the prop-
erty of sitting necessarily or essentially

is false. The deterministic argument, however,
requires the truth of (13”); and hence that argu-
ment fails. Like Aristotle, then, Aquinas appears to
believe that modal statements are of two kinds.
Some predicate a modality of another statement
(modality de dicto); but others predicate of an object
the necessary or essential possession of a property;
and these latter express modality de re.

But what is it, according to Aristotle and
Aquinas, to say that a certain object has a certain
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property essentially or necessarily? That, presum-
ably, the object in question could not conceivably
have lacked the property in question; that under no
possible circumstances could that object have failed
to possess that property. Here, as in the case of
modality de dicto, no mere definition is likely to be
of much use; what we need instead is example and
articulation. I am thinking of the number 5; what 1
am thinking of then, is prime. Being prime, further-
more, is a property that it could not conceivably
have lacked. Of course, the proposition

(14) What I am thinking of is prime

is not necessarily true. This has no bearing on the
question whether what I am thinking of could have
failed to be prime; and indeed it could not. No
doubt the number 5 could have lacked many prop-
erties that in fact it has: the property of numbering
the fingers on a human hand would be an example.
But that it should have lacked the property of being
prime is quite impossible. And a statement of mod-
ality de re asserts of some object that it has some
property essentially in this sense.

Aquinas points out that a given statement of
modality de dicto — (13') for example — may be
true when the corresponding statement of modality
de re — (13") in this instance — is false. We might
add that in other such pairs the de dicto statement is
false but the de re statement true; if I am thinking of
the number 17, then

(15) What I am thinking of is essentially prime
is true, but

(15")  Necessarily, what I am thinking of is prime
is false.

The distinction between modality de re and
modality de dicto is not confined to ancient and
medieval philosophy. G. E. Moore discusses the
idealistic doctrine of internal relations;® he con-
cludes that it is false or confused or perhaps both.
What is presently interesting is that he takes this
doctrine to be the claim that all relational proper-
ties are internal — which claim, he thinks, is just the
proposition that every object has each of its rela-
tional properties essentially in the above sense. The
doctrine of internal relations, he says, ‘implies, in
fact, quite generally, that any term which does in
fact have a particular relational property, could not
have existed without having that property. And in

saying this it obviously flies in the face of common
sense. It seems quite obvious that in the case of
many relational properties which things have, the
fact that they have them is a mere matter of fact;
that the things in question might have existed with-
out having them.” Now Moore is prepared to
concede that objects do have some of their rela-
tional properties essentially. Like Aristotle and
Aquinas, therefore, Moore holds that some objects
have some of their properties essentially and others
non-essentially or accidentally.

One final example: Norman Malcolm believes
that the Analogical Argument for other minds
requires the assumption that one must learn what,
for example, pain is ‘from his own case’. But, he
says, ‘if I were to learn what pain is from perceiving
my own pain then I should, necessarily, have
learned that pain is something that exists only
when I feel pain. For the pain that serves as my
paradigm of pain (i.e. my own) has the property of
existing only when I feel it. That property is essen-
tial, not accidental; it is nonsense to suppose that
the pain I feel could exist when I did not feel it.®
This argument appears to require something like
the following premiss:

(16) IfI acquire my concept of C by experiencing
objects and all the objects that serve as my
paradigms have a property P essentially,
then my concept of C is such that the pro-
position Whatever is an instance of C has P 1s
necessarily true.

Is (16) true? I shall not enter that question here.
But initially, at least, it looks as if Malcolm means
to join Aristotle, Aquinas and Moore in support of
the thesis that objects typically have both essential
and accidental properties; apparently he means to
embrace the conception of modality de re.

There is a prima facie distinction, then, between
modality de dicto and modality de re. This distinc-
tion, furthermore, has a long and distinguished
history. Many contemporary philosophers who
find the idea of modality de dicto tolerably clear,
however, look utterly askance at that of modality de
re, suspecting it a source of boundless confusion.
Indeed, there is abroad the subtle suggestion that
the idea of modality de re is not so much confused
as vaguely immoral or frivolous — as if to accept or
employ it is to be guilty of neglecting serious work
in favour of sporting with Amaryllis in the shade.
In the next section, therefore, we shall examine
objections to modality de re.



2  Modality De Re: Objections

A. The problem

One who accepts the idea of modality de re typically
holds that some objects — 9, for example — have
some of their properties — being composite, for
example — essentially or necessarily.” That is to say,
9 has this property and could not conceivably have
lacked it. And here the force of ‘could have’ is that
broadly logical notion of possibility outlined in
section 1. This is a notion of possibility broader
than that of casual or natural possibility: it is cau-
sally impossible that David should have the attri-
bute of travelling from Boston to Los Angeles at a
velocity greater than the speed of light, but not
impossible in the sense in question. On the other
hand, this sense is narrower than that of logical
possibility strictly so called. That someone should
have the attribute of knowing that 7+5 = 13 is
impossible, and impossible in the sense in question;
the resources of logic alone, however, do not suffice
to demonstrate this impossibility. The claim that
objects have some of their properties essentially or
necessarily is part of what we may call essentialism.
To this contention the essentialist, as I shall under-
stand him, adds the claim that objects have acci-
dental as well as essential properties. Socrates, for
example, has self-identity essentially, but is acci-
dentally snub-nosed; while he could not have been
self-diverse, he could have been non-snub-nosed.
Still further, essentialism (as here understood)
includes the idea that some properties are essential
to some but not all objects; thus 9 but not 5 is
essentially composite. So the essentialist holds
that objects have both essential and accidental
properties; and that some properties are had essen-
tially by some but not all objects.

According to Quine, essentialism ‘is the doctrine
that some of the attributes of a thing (quite inde-
pendently of the language in which the thing is
referred to, if at all) may be essential to the thing
and others accidental’.’’ I take the point to be this.
When the essentialist says of something x that it has
a certain property P essentially, he means to be
predicating a property of x — a property distinct
from P."" For every property P there is the prop-
erty of having P essentially; and if x has P essen-
tially, then x has the property having P essentially.
This has two important consequences. In the first
place, a proposition of the form x has P essentially
entails that something has P essentially and is there-
fore properly subject to existential generalization.
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To say that 9 is essentially composite is to predicate
a property — that of being essentially composite — of
9; hence

(1) 9 is essentially composite
entails

(2) There is at least one thing that is essentially
composite.

A second consequence: if x has P essentially,
then the same claim must be made for anything
identical with x. If 9 is essentially composite, so is
Paul’s favourite number, that number being 9.
This follows from the principle sometimes called
‘Leibniz’s Law’ or “The Indiscernibility of Ident-
icals’

(3) For any property P and any objects x and y, if
x is identical with y, then x has P if and only if
y has P.

Like Caesar’s wife Calpurnia, this principle is
entirely above reproach.12 But then, if an object x
has a property P essentially, it has the property of
having P essentially; by (3), therefore, anything
identical with x shares that distinction with it.
Accordingly, if an object has a property essentially,
so does anything identical with it. Having P essen-
tially is a property of an object x; it is not, for
example, a three-termed relation involving x, P,
and (say) some description of x.

The essentialist, therefore, holds that some
objects have both accidental and essential proper-
ties — properties not everything has essentially. He
adds that where P is a property, so is having P
essentially. And many philosophers view these
claims with suspicion, if not outright disdain.
What are the objections to it?

B.  Essentialism and set-theoretical reduction

Some who accept essentialism point, by way of
illustration, to the fact that the number 9 has the
property being composite essentially or necessarily.
Gilbert Harman is unsympathetic to this notion.?
Arguing that ‘the claim that numbers have such
essential properties is incompatible with the famil-
iar idea that number theory can be reduced to set
theory in various ways’,'* he taxes those who accept
de re modality with putting forward this idea ‘less
as an empirical hypothesis than as a metaphysical



Alvin Plantinga

or religious doctrine’;!® and he rhetorically asks
‘Why should we take them seriously?’

While I have no ready answer to this last ques-
tion, I do feel that the theory of de re modality,
taken as a religious doctrine, is a bit thin. It will
never replace the Heidelberg Catechism, or even
Supralapsarianism. What is presently interesting,
however, is Harman’s argument for the thesis that
9’s being essentially composite is incompatible with
this familiar idea. How does it go? According to the
familiar idea, says Harman,

the natural numbers can be identified with any
of various sequences of sets. Zero might be
identified with the null set, and each succeeding
natural number with the set whose only mem-
ber is the set identified with the previous num-
ber. Or a natural number might be identified
with the set of all natural numbers less than it.
And there are an infinity of other possible iden-
tifications all of which allow the full develop-
ment of number theory. '

So far, so good. That the natural numbers can be
identified, in this fashion, with various distinct set-
theoretical structures is indeed a familiar idea. But
of course there is no reason to stick thus unimagi-
natively to sets; we may, if we wish, identify Pres-
ident Nixon with zero and the remaining numbers
with propositions about him: Nixon is less than one
Joot tall, Nixon is less than two feet tall, ... All we
need for such ‘identification’ is a countably infinite
set of objects together with a relation!” under
which they form an infinite sequence or progres-
sion. Since practically any object you please is the
tenth element in some progression, any object you
please can be ‘identified’, in this fashion, with 9.

‘But’, continues Harman, ‘being a composite
number is not an essential property of any set.
Therefore’, he says, ‘if numbers can be identified
with sets and de re necessity is in question, no
number is necessarily a composite number. Being
a composite number is not an essential property of
any number.”'®

Here there may be less than meets the eye. How,
exactly, are we to construe this argument? Taken
at face value, it appears to involve an application
of Leibniz’s Law; perhaps we can outline it as
follows:

(4) No set is essentially a composite number,

that is,

(5) No set has the property of being essentially
composite.

But
(6) Numbers can be identified with sets.
Therefore (given Leibniz’s Law),

(7) No number has the property of being essen-
tially composite.

Put thus baldly, this argument, obviously, is about
as imperforate as an afghan knitted by an elephant.
We might as well argue that 9 does not have the
property of being divisible by 3, since Nixon does
not, and it can be identified with him.

The point is this. That number theory can be
reduced to set theory in various ways is indeed, in
Harman’s words, a familiar idea. It is widely recog-
nized and accepted as accurate and as part of the
current lore about numbers and sets. And according
to this familiar idea, a given number can be ‘identi-
fied’ with any of many distinct sets. But what this
comes to (in so far as the idea in question is widely
accepted) is only this: there are many denumerable
families of sets that form a progression under some
(recursive) relation. Accordingly, for any number #,
there are many distinct sets each of which is the n+
Ist element in some progression and can therefore
play the role of # in some set-theoretical develop-
ment of number theory. But of course the fact that
numbers can be identified in ¢Ass sense with Nixon
or with various distinct set-theoretical objects does
not suggest that any number is in fact identical with
Nixon or some set; it is this latter, however, that is
required for an application of Leibniz’s Law.

C. Essentialism and the number of apostles

According to the essentialist, for each property P
there is the property of having P essentially — a
property an object has (if at all) in itself, regardless
of how it may be described or referred to. If 9 is
essentially composite, so is Paul’s favourite num-
ber, that number being 9. The essentialist therefore
rejects the idea that 9 gua, as they say, Paul’s
favourite number has the property of being his
favourite number essentially, but gua the successor
of 8 has that property accidentally, this would be to
say that being essentially Paul’s favourite number is
not a property at all but perhaps a relation invol-
ving 9, the property of being Paul’s favourite



number, and a designation of 9. He holds instead
that such an item as being essentially composite is a
property — in this case, one enjoyed by 9; hence it is
a property of Paul’s favourite number, if indeed
Paul’s favourite number is 9.

It is here that he makes his mistake, according to
William Kneate.!® For, says Kneale, an object does
not have a property P essentially just as an object (to
speak oracularly); instead it has P essentially (if at
all) relative to certain ways of specifying or selecting
it for attention — and perhaps accidentally, relative
to other ways. When we say that x has P essentially
or necessarily, this must be construed as ‘an ellip-
tical statement of relative necessity’;2® that is, as
short for something like ‘x has P necessarily relat-
ive to D’ where D is some description. Of course if
P is a truistic property — one which, like is red or is
not red, is had necessarily by every object relative to
every way of describing it, then this reference to
ways of selecting x may perhaps be suppressed
without undue impropriety, so that we may say
simpliciter that P is essential to x. In these cases,
then, the reference to a description is otiose; but
where P is not truistic, such a reference is crucial,
even if implicit. Fundamentally, therefore, Kneale
holds that there is no such thing, for a property P,
as the property of having P essentially; these are
only three-termed relations involving P, an object
x, and the various ways of selecting x for attention.

But why so? The opposite view, he says, is based
on the mistaken assumption that

properties may be said to belong to individuals
necessarily or contingently, as the case may be,
without regard to the ways in which the indivi-
duals are selected for attention. It is no doubt
true to say that the number 12 is necessarily
composite, but it is certainly not correct to say
that the number of apostles is necessarily com-
posite, unless the remark is to be understood as
an elliptical statement of relative necessity. And
again, it is no doubt correct to say that this at
which I am pointing is contingently white, but
it is certainly not correct to say that the white
paper at which I am looking is contingently
white, unless again, the remark is to be under-
stood as elliptical.*!

Kneale’s argument does not wear its structure
upon its sleeve. How, exactly, does it go? What are
the premisses? The conclusion, pretty clearly, is that
an object does not have a property necessarily in
wself or just as an object; it has it necessarily or
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contingently, as the case may be, relative to certain
descriptions of the object. There is no such thing as
the property of being necessarily composite; and a
proposition like

(8) The number 12 is necessarily composite

does not predicate a property of 12; instead it
predicates a relation of 12, the property of being
composite, and a ‘way of selecting 12 for attention’.
But why should we think so? How are we to con-
strue the argument? Perhaps it has something like
the following premisses:

(9) 12 = the number of apostles.
(8) The number 12 is necessarily composite.
(10) If(8), then if there is such a property as being
necessarily composite, 12 has it.
(11) The number of apostles is not necessarily
composite.
(12) If (11), then if there is such a property as
being necessarily composite, the number of the
apostles lacks it.

It therefore follows that there is no such prop-
erty as being necessarily composite; hence, it is false
that for any property P, there is the property of
having P essentially or necessarily; and hence the
essentialist thesis is mistaken.

Now clearly Kneale’s argument requires Leib-
niz’s Law as an additional premiss — a principle the
essentialist will be happy to concede. And if we add
this premiss, then the argument is apparently valid.
But why should we accept (11)? Consider an ana-
logous argument for the unwelcome conclusion
that necessary truth or being necessarily true is not a
property that a proposition has in itself or just as a
proposition, but only relative to certain descrip-
tions of it:

(13) The proposition that 7+ 5 = 12 is neces-
sarily true.

(14) The proposition I am thinking of is not
necessarily true.

(15) The proposition that 7 + 5 = 12 is identical
with the proposition I am thinking of.

Therefore
(16)  Being necessarily true is not a property.

This argument is feeble and unconvincing; if
(15) is true, then (14) must be false. But is not the
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very same comment appropriate to (11) and (9)? If
(9) is true, then presumably (11) is false. And so the
question becomes acute: why does Kneale take (11)
to be true? The answer, I suspect, is that he reads
(11) as

(1) The proposition the number of apostles is
compostte is not necessarily true.

More generally, Kneale seems to think of sentences
of the form ‘— has.. . essentially’ (where the first
blank is filled by a singular term and the second by
an expression denoting a property) as short for or a
stylistic variant of the corresponding sentences of
the form ‘the proposition — has. . .is necessarily
true’; where o ranges over singular terms and ‘B’
over expressions denoting properties, Kneale
apparently means to ascribe something like the
following definitional schema to the essentialist:

D; [o has B essentially | = def. [The proposi-
tion o has B is necessarily truel.

But this ascription is at best uncharitable as an
account of what the essentialist means by his char-
acteristic assertions. As noted above, the latter
holds that a proposition like

(17) 12 is essentially composite

predicates a property of 12, and hence entails (by
way of existential generalization)

(18) There is at least one object x such that x is
essentially composite.

Applying Dy (and making appropriate grammatical
adjustments) we have

(19) There is at least one object x such that the
proposition x is composite is necessarily true.

But of course (19) as it stands is grotesque; there is
no such thing as the proposition x is composite; the
words ‘x is composite’ do not express a proposition.
The essentialist may be benighted, but he does not
confound (18), which he accepts, with such a dark-
ling hodge-podge as (19).

Fundamentally, however, to saddle the essenti-
alist with D is to ignore his claim that an item like
(17) is a de re assertion that predicates a property of
the number 12. If he accepts (17), then he will also
hold that the number of apostles is essentially

composite; and he will be utterly unshaken by the
de dicto truth that

(1V)  the number of apostles is composite is not
necessarily true.

A central feature of his programme, after all, is to
distinguish such de re propositions as (17) from
such de dicto items as (11'); and to ascribe Dy to
him is to ignore, not discredit, his claim that there
is such a distinction to be drawn.

But perhaps we were being hasty. Suppose we
look again at Kneale’s argument. Perhaps he does
not mean to ascribe D; to the essentialist: perhaps
we are to understand his argument as follows. We
have been told that ‘x has P essentially’ means that
it is impossible or inconceivable that x should have
lacked P; that there is no conceivable set of circum-
stances such that, should they have obtained, x
would not have had P. Well, consider the number
12 and the number of apostles. Perhaps it is impos-
sible that the number 12 should have lacked the
property of being composite; but it is certainly
possible that the number of apostles should have
lacked it; for clearly the number of apostles could
have been 11, in which case it would not have been
composite. Hence being essentially composite is not a
property, and the essentialist thesis fails.

How could the defender of essentialism
respond? The relevant portion of the argument
may perhaps be stated as follows:

(20) The number of apostles could have been 11.

(21) If the number of apostles had been 11, then
the number of apostles would have been
prime.

Hence

(22) It is possible that the number of apostles
should have been prime

and therefore

(23) The number of apostles is not essentially
composite.

But the essentialist has an easy retort. The argu-
ment is successful only if (23) is construed as the
assertion de re that a certain number — 12 as it
happens — does not have the property of being
essentially composite. Now (22) can be read de
dicto as



(22a) The proposition the number of apostles is
prime is possible;

it may also be read de re, that is, as

(22b) The number that numbers the apostles
(that is, the number that as things in fact
stand numbers the apostles) could have
been prime.

The latter entails (23); the former, of course,
does not. Hence to preserve the argument we
must take (22) as (22b). Now consider (20). The
same de re/ de dicto ambiguity is once again present.
Read de dicto it makes the true (if unexciting)
assertion that

(20a) The proposition there are just 11 apostles is
possible.

Read de re, however — that is, as

(20b) The number that (as things in fact stand)
numbers the apostles could have been 11

— it will be indignantly repudiated by the essen-
tialist; for the number that numbers the apostles
is 12, and accordingly could not have been 11.
We must therefore take (20) as (20a).

This brings us to (21). If (20a) and (21) are to
entail (22b), then (21) must be construed as

(21a) If the proposttion the number of apostles is 11
had been true, then the number that (as
things in fact stand) numbers the apostles
would not have been composite.

But surely this is false. For what it says is that if
there had been 11 apostles, then the number that in
fact does number the apostles — the number 12 —
would not have been composite; and at best this is
outrageous. No doubt any inclination to accept
(21a) may be traced to an unremarked penchant
for confusing it with

(24) If the proposition the number of apostles is 11
had been true, then the number that would
have numbered the apostles would have been
prime.

(24), of course, though true, is of no use to Kneale’s
argument. Accordingly, Kneale’s objection to
essentialism is at best inconclusive.
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D.  Essentialism and the mathematical cyclist

Let us therefore turn to a different but related
complaint. Quine argues that talk of a difference
between necessary and contingent attributes of an
object is baffling:

Perhaps I can evoke the appropriate sense of
bewilderment as follows. Mathematicians may
conceivably be said to be necessarily rational
and not necessarily two-legged; and cyclists
necessarily two-legged and not necessarily
rational. But what of an individual who counts
among his eccentricities both mathematics and
cycling? Is this concrete individual necessarily
rational and contingently two-legged or vice
versa? Just insofar as we are talking referentially
of the object, with no special bias towards a
background grouping of mathematicians as
against cyclists or vice versa, there is no sem-
blance of sense in rating some of his attributes
as necessary and others as contingent. Some of
his attributes count as important and others as
unimportant, yes, some as enduring and others
as fleeting; but none as necessary or contin-
gent.2

Noting the existence of a philosophical tradition
in which this distinction #s made, Quine adds that
one attributes it to Aristotle ‘subject to contradic-
tion by scholars, such being the penalty for attribu-
tions to Aristotle’. None the less, he says, the
distinction is ‘surely indefensible’.

Now this passage reveals that Quine has little
enthusiasm for the distinction between essential
and accidental attributes; but how exactly are we
to understand him? Perhaps as follows. The essen-
tialist, Quine thinks, will presumably accept

(25) Mathematicians are necessarily rational but
not necessarily bipedal

and

(26) Cyclists are necessarily bipedal but not
necessarily rational.

But now suppose that

(27) Paul K. Zwier is both a cyclist and a math-
ematician.

From these we may infer both that
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(28) Zwier is necessarily rational but not neces-
sarily bipedal

and

(29) Zwier is necessarily bipedal but not neces-
sarily rational

which appear to contradict each other twice over:
(28) credits Zwier with the property of being neces-
sarily rational, while (29) denies him that property;
(29) alleges that he has the property of being essen-
tially bipedal, an allegation disputed by (28).

This argument is unsuccessful as a refutation of
the essentialist, whatever its merits as an evocation
of a sense of bewilderment. For consider the infer-
ence of (29) from (26) and (27). (29) is a conjunc-
tion, as are (26) and (27). And presumably its first
conjunct

(30) Zwier is necessarily bipedal

is supposed to follow from the first conjuncts of
(26) and (27), viz.

(31)  Cyclists are necessarily bipedal
and
(32) Zwier is a cyclist.

But sensitive, as by now we are, to de re/de dicto
ambiguity, we see that (31) can be read de dicto as

(31a) Necessarily, all cyclists are bipedal
or de re as

(31b) Every cyclist has the property of being
necessarily bipedal.

And if (30) is to follow from (32) and (31), the latter
must be seen as predicating of every cyclist the
property (30) ascribes to Zwier; (31), that is, must
be read as (31 b). So taken, there is less than a ghost
of a chance the essentialist will accept it. No doubt
he will concede the necessary truth of

(33) All (well-formed) cyclists are bipedal
and thus the truth of (3la); he will accept no

obligation to infer that such well-formed cyclists
as Zwier are essentially bipedal. And the same

comments apply, mutatis mutandis, to the inference
of the second conjunct of (29) from those of (26)
and (27). Accordingly, (26) is true but of no use to
the argument if we read it de dicto; read de re, it will
be repudiated by the essentialist.

Taken as a refutation of the essentialist, there-
fore, this passage misses the mark; but perhaps we
should emphasize its second half and take it instead
as an expression of a sense of bewildered puzzle-
ment as to what de re modality might conceivably
be. Similar protestations may be found elsewhere
in Quine’s works:

An object, of itself and by whatever name or
none, must be seen as having some of its traits
necessarily and others contingently, despite
the fact that the latter traits follow just as ana-
lytically from some ways of specifying the
object as the former do from other ways of
specifying it.

And

This means adapting an invidious attitude
towards certain ways of specifying «...and
favouring other ways...as somehow better
revealing the ‘essence’ of the object.

But ‘such a philosophy’, he says, ‘is as unreasonable
by my lights as it is by Carnap’s or Lewis’s’.*

Here Quine’s central complaint is this: a given
object, according to the essentialist, has some of its
properties essentially and others accidentally,
despite the fact that the latter follow from certain
ways of specifying the object just as the former do
from others. So far, fair enough. Snub-nosedness
(we may suppose) is not one of Socrates’ essential
attributes; none the less it follows (in the sense in
question) from the description ‘the snub-nosed
teacher of Plato’. As we construe him, furthermore,
the essentialist holds that among the essential attri-
butes of an object are certain non-truistic proper-
ties — properties which, unlike the property of
being red or not red, do not follow from every
description; so it will indeed be true, as Quine
suggests, that ways of uniquely specifying an object
are not all on the same footing. Those from which
each of its essential properties follows must be
awarded the accolade as best revealing the essence
of the object.

But what, exactly, is ‘unreasonable’ about this?
And how, precisely, is it baffling? The real depth of
Quine’s objection, as I understand it, is this: he



holds that ‘A’s are necessarily B’s’ must, if it means
anything at all, mean something like ‘necessarily,
A’s are B’s’; for ‘necessity resides in the way we talk
about things, not in the things we talk about’. And
hence the bafflement in asking, of some specific
individual who is both cyclist and mathematician,
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not synonymous with the phrase ‘the length of S at ¢’

[3%)

+

but is instead a proper name or ‘rigid designator’
of the length S actually has ar t. And under these
conditions, he adds, my knowledge of the pro-
position .S is one metre long at t is a priori despite
the contingency of that proposition. ‘If he used
stick S to fix the reference of the term “one metre”,
then as a result of this kind of “definition” (which is
not an abbreviative or synonymous definition) he
knows automatically without further investigation,
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doubts. Suppose I have never seen S and hold no
views as to its length. I propose none the less to use
‘one metre’ as a rigid designator of the length, what-
ever it is, that S actually displays at t. After thus
determining the reference of ‘one metre’, I know
that the sentence ‘S is one metre long at t’ expresses a
truth in my language; the truth it does express, how-
ever, is one I neither know nor believe. So my thus
determining the reference of ‘one metre’ is not
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whether he is essentially rational and contingently
two-legged, or vice versa. Perhaps the claim is,
finally, that while we can make a certain rough
sense of modality de dicto, we can understand mod-
ality de re only if we can explain it in terms of the
former.
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sufficient for my knowing a priori that S is one
metre long.

What I do know a priori (or so it seems to me) is
that if T use ‘one metre’ as a rigid designator of the
length of S (and given the appropriate function of the
phrase ‘S is. .. long at t’), then the sentence ‘S is one
metre long at t’ expresses a truth in my language. This
conditional, however, is necessary rather than contin-
gent.

The issues here are complex, and much more must
be said; unfortunately ‘Naming and necessity’ came
into my hands too late for the detailed consideration
I should like to have given this and other issues it
raises.
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Roderick M. Chisholm

1t 1s now easy to see a simple way of avoiding undesir-
able existential generalizations in epistemic contexts.
Existential generalization with respect to a term — say
b — is admissible in such contexts if' b refers to one and
the same man in all the “‘possible worlds” we have to
consider.!

In an article on Hintikka’s Knowledge and Belief,
suggested that certain difficult questions come to
mind when we consider the thought that an indi-
vidual in one possible world might be identical with
an individual in another possible world.* The pre-
sent paper is written in response to the editor’s
invitation to be more explicit about these ques-
tions.

Let us suppose, then, that the figure of an infin-
ity of possible worlds makes good sense and let us
also suppose, for simplicity of presentation, that we
have a complete description of this one. We may
consider some one of the entities of this world, alter
its description slightly, adjust the descriptions of
the other entities in the world to fit this alteration,
and then ask ourselves whether the entity in the
possible world that we thus arrive at is identical
with the entity we started with in this world. We
start with Adam, say; we alter his description
slightly and allow him to live for 931 years instead

Originally published in Nous (1967). Reprinted here
from Roderick M. Chisholm, On Metaphysics (Minnea-
polis: University of Minnesota Press, 1989), pp. 19-
24, by permission of the University of Minnesota
Press.

of for only 930; we then accommodate our descrip-
tions of the other entities of the world to fit this
possibility (Eve, for example, will now have the
property of being married to a man who lives for
931 years instead of that of being married to a man
who lives for only 930); and we thus arrive at a
description of another possible world.?

Let us call our present world “W!” and the
possible world we have just indicated “W2.” Is
the Adam of our world W! the same person as the
Adam of the possible world W2? In other words, is
Adam such that he lives for just 930 years in W'
and for 931 in W?? And how are we to decide?

One’s first thought might be that the proposition
that Adam is in both worlds is incompatible with
the principle of the indiscernibility of identicals.
How could our Adam be identical with that one if
ours lives for just 930 years and that one for 9317
Possibly this question could be answered in the
following way:

“Compare the question: How can Adam at the
age of 930 be the same person as the man who ate
the forbidden fruit, if the former is old and the
latter is young? Here the proper reply would be: it
is not true that the old Adam has properties that
render him discernible from the young Adam; the
truth is, rather, that Adam has the property of
being young when he eats the forbidden fruit and
the property of being old in the year 930, and that
these properties, though different, are not incom-
patible. And so, too, for the different possible
worlds: It is not true that the Adam of W' has
properties that render him discernible from the
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Adam of W?; the truth is, rather, that Adam has
the property of living for 930 years in W' and the
property of living for 931 in W2, and that these
properties, though different, are not incompatible.”

I think it is clear that we must deal with the old
Adam and the young Adam in the manner indic-
ated; but in this case, one could argue, we know
independently that the same Adam is involved
throughout. But are we justified in dealing in a
similar way with the Adam of W' and the Adam
of W?? In this latter case, one might say, we do not
know independently that the same Adam is
involved throughout. Here, then, is one of the
questions that I do not know how to answer. Let
us suppose, however, that we answer it affirm-
atively.

The Adam of this world, we are assuming, is
identical with the Adam of that one. In other
words, Adam is such that he lives for only 930
years in W' and for 931 in W2, Let us now suppose
further that we have arrived at our conception of
W2, not only by introducing alterations in our
description of the Adam of W', but also by intro-
ducing alterations in our description of the Noah of
W!. We say: “Suppose Adam had lived for 931
years instead of 930 and suppose Noah had lived
for 949 years instead of 950.”” We then arrive at our
description of W? by accommodating our descrip-
tions of the other entities of W' in such a way that
these entities will be capable of inhabiting the same
possible world as the revised Noah and the revised
Adam. Both Noah and Adam, then, may be found
in W? as well as in W',

Now let us move from W? to still another pos-
sible world W3, Once again, we will start by intro-
ducing alterations in Adam and Noah and then
accommodate the rest of the world to what we
have done. In W* Adam lives for 932 years and
Noah for 948. Then moving from one possible
world to another, but keeping our fingers, so to
speak, on the same two entities, we arrive at a world
in which Noah lives for 930 years and Adam for
950. In that world, therefore, Noah has the age that
Adam has in this one, and Adam has the age that
Noah has in this one, and Adam has the age that
Noah has in this one; the Adam and Noah that we
started with might thus be said to have exchanged
their ages. Now let us continue on to still other
possible worlds and allow them to exchange still
other properties. We will imagine a possible world
in which they have exchanged the first letters of
their names, then one in which they have
exchanged the second, then one in which they

have exchanged the fourth, with the result that
Adam in this new possible world will be called
“Noah” and Noah “Adam.” Proceeding in this
way, we arrive finally at a possible world W”"
which would seem to be exactly like our present
world W', except for the fact that the Adam of W"
may be traced back to the Noah of W' and the
Noah of W” may be traced back to the Adam of W',

Should we say of the Adam of W” that he is
identical with the Noah of W' and should we say of
the Noah of W” that he is identical the Adam of
W!'? In other words, is there an x such that x is
Adam in W! and x is Noah in W”, and is there a y
such that y is Noah in W' and y is Adam in W"?
And how are we to decide?

But let us suppose that somehow we have arrived
at an affirmative answer. Now we must ask our-
selves: How is one to tell the difference between the
two worlds W' and W"? Shall we say that, though
they are diverse, they are yet indiscernible from
each other — or, at any rate, that the Adam of W' is
indiscernible from the Adam of W” (who is in fact
the Noah of W') and that the Noah of W' is
indiscernible from the Noah of W" (who is in fact
the Adam of W')? There is a certain ambiguity in
“discernible” and in “indiscernible.” The two
Adams could be called “discernible” in that the
one has the property of being Noah in the other
world and the other does not, and similarly for the
two Noahs. But in the sense of “‘indiscernible” that
allows us to say that “indiscernibles are identical”
tells us more than merely “‘identicals are identical,”
aren’t the two Adams, the two Noahs, and the two
worlds indiscernible? Could God possibly have had
a sufficient reason for creating W' instead of W"?

If W! and W” are two different possible worlds,
then, of course, there are indefinitely many others,
equally difficult to distinguish from each other and
from W' and W”. For what we have done to Adam
and Noah, we can do to any other pair of entities.
Therefore, among the possible worlds that would
seem to be indiscernible from this one, there are
those in which you play the role that I play in this
one and in which I play the role that you play in
this one.* (If this is true, there may be good ground
for the existentialist’s angst; since, it would seem,
God could have had no sufficient reason for choos-
ing the world in which you play your present role
instead of one in which you play mine.)

Is there really a good reason for saying that this
Adam and Noah are identical, respectively, with
that Noah and Adam? We opened the door to this
conclusion by assuming that Adam could be found



in more than one possible world — by assuming that
there is an v such that x is Adam in W' and lives
here for 930 years and x is also Adam in W? and
lives there for 931. If it is reasonable to assume that
Adam retains his identity through the relatively
slight changes involved in the transition from W'
to W2, and so, too, for Noah, then it would also
seem reasonable to assume that each retains his
identity through the equally slight changes
involved in all the other transitions that took us
finally to W”. (These transitions, of course, may be
as gradual as one pleases. Instead of it being a year
that we take away from Noah in our first step and
give to Adam, it could be only a day, or a fraction of
a second.) But identity is transitive. And therefore,
one might argue, once we allow Adam to exist in
more than one possible world, we commit ourselves
to affirmative answers to the puzzling questions we
have encountered.

Is there a way, then, in which we might reason-
ably countenance identity through possible worlds
and yet avoid such extreme conclusions? The only
way, so far as [ can see, is to appeal to some version
of the doctrine that individual things have essential
properties. One possibility would be this:

For every entity «, there arc certain properties N
and certain properties E such that: x has N in some
possible worlds and x has non-N in others; but x
has E in every possible world in which x exists; and,
moreover, for every y, if y has E in any possible
world, then y is identical with x. (If “being ident-
ical with »” refers to a property of x, then we
should add that E includes certain propertics
other than that of being identical with x.) The
properties E will thus be essential to x and the
properties N nonessential, or accidental ®

To avoid misunderstanding, we should contrast
this present use of “‘essential property” with two
others.

(1) Sometimes the “‘essential properties” of a
thing are said to be just those properties that the
thing has necessarily. But it is not implausible to say
that there are certain properties which are such that
everything has those properties necessarily; the
properties, the example, of being either red or
non-red, of being colored if red, and of being self-
identical.® Thus the Eiffel Tower is necessarily red
or non-red, necessarily colored if red, and neces-
sarily self-identical; and so is everything else.”

(2) And sometimes it is said (most unfortunately,
it seems to me) that each individual thing is such
that it has certain properties that are essential or
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necessary to it “under certain descriptions of it”
and that are not essential or necessary to it “under
certain other descriptions of it.” Thus “under one
of his descriptions,” the property of being Presi-
dent is said to be essential to Mr Johnson, whereas
“under that description” the property of being the
husband of Lady Bird is not; and “under another
one of his descriptions,” it is the other way around.
Presumably every property P of every individual
thing x is such that, ‘“under some description of x,”
P is essential or necessary to x.

But if E is the set of properties that are essential
to a given thing x, in the sense of “essential” that
we have defined above, then: E will not be a uni-
versal property (indeed, nothing but x will have E);
some of the properties of x will not be included in
E; and E will not be such that there are descriptions
of x “under which” E is not, in the sense defined,
essential to x.

If we accept this doctrine of essential properties,
we may say, perhaps, that the property of living for
just 930 years is essential to Adam and therefore
that he may inhabit other possible worlds without
living for just 930 years in each of them. And so,
too, perhaps, for having a name which, in English,
ends with the letter “‘m.” But, we may then go on
to say, somewhere in the journey from W' to W",
we left the essential properties of Adam (and there-
fore Adam himself) behind. But where? What are
the properties that are essential to Adam? Being the
first man? Having a name which, in English, begins
with the first letter of the alphabet? But why these
properties? If we can contemplate Adam with
slightly different properties in another possible
world, why can’t we think of him as having ances-
tors in some possible worlds and as having a dif-
ferent name in others? And similarly for any other
property that might be proposed as being thus
essential to Adam.

It seems to me that even if Adam does have such
essential properties, there is no procedure at all for
finding out what they are. And it also seems to me
that there is no way of finding out whether he does
have any essential properties. Is there really a good
reason, then, for supposing that he does?

The distinction between essential and nonessen-
tial properties seems to be involved in one of the
traditional ways of dealing with the problem of
knowing who8 If this way of dealing with that
problem were satisfactory, then the doctrine of
essential properties might have a kind of inde-
pendent confirmation. But I am not sure that is
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satisfactory. The problem of knowing who may be
illustrated in this way. I do not know who it was
who robbed the bank this morning, but I do know,
let us assume, that there is someone who robbed
the bank and I also know that that person is the
man who drove off from the bank at 9:20 A.M. ina
Buick sedan. For me to know who he is, therefore,
it is not enough for me to have information
enabling me to characterize him uniquely. What
kind of information, then, would entitle me to say
that I know who he is? The essentialistic answer
would be: “You know who the bank robber is,
provided that there is a certain set of properties E
which are essential to the x such that x robbed the
bank and you know that x has E and x robbed the
bank.” But if my doubts about essential properties
are well-founded, this solution to the problem of
knowing who would imply that the police, though
they may finally “learn the thief’s identity,” will
never know that they do. For to know that one
knows who the thief is (according to the proposed
solution), one must know what properties are
essential to the thief; and if what I have said is
correct, we have no way of finding out what they
are. How are the police to decide that they know
who the thief is if they have no answer to the
metaphysical question ‘What are the essential
properties of the man we have arrested?”’

It is assumed, in many writings on modal logic,
that “Necessarily, for every x, x is identical with

Notes

1 Jaakko Hintikka, Knowledge and Belief: An Introduc-
tion to the Logic of the Two Notions (Ithaca, NY:
Cornell University Press, 1962), p. 152.

2 Roderick M. Chisholm, “The logic of knowing,”

FJournal of Philosophy 60 (1963), pp. 773-95; see esp.

pp. 787-95.

It should be noted that the possible world in question

is not one that Hintikka would call epistemically poss-

ible, for it could be said to contain certain states of
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affairs (Adam living for 931 years) that are incompat-
ible with what we know to hold of this world; hence it
is not one of the worlds Hintikka is concerned with in
the passage quoted above. But it is Jogically possible,
and that is all that matters for purposes of the present
discussion.

“She (Ivich) looked at the glass, and Mathieu looked
at her. A violent and undefined desire had taken
possession of him; a desire to e for one instant that
unconsciousness . . . to feel those long slender arms
from within...To be Ivich and not to cease to be
himself” (Sartre, The Age of Reason, trans. E. Sutton
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implies “For every x, necessarily x is identical with
x,” and therefore also “For every x and y, if x is
identical with y, then necessarily x is identical with

».”” But is the assumption reasonable? It leads us to

perplexing conclusions: for example, to the conclu-
sion that every entity exists in every possible world
and therefore, presumably, that everything is an ens
necessarium.

Why assume that necessarily the evening star is
identical with the evening star? We should remind
ourselves that ““The evening star is identical with
the evening star” is not a logical truth, for it implies
the contingent proposition “There is an evening
star,” and that its negation is not ““The evening star
is diverse from the evening star.” Wouldn’t it be
simpler to deny that “Necessarily, for every x, x is
identical with x”” implies “For every x, necessarily
x is identical with »”? Then we could deny the
principle de dicto, “Necessarily the evening star is
identical with the evening star,” and also deny the
principle, de re, “The evening star is necessarily
identical with the evening star.” '’ We could still do
justice to the necessity that is here involved, it
seems to me, provided we continued to affirm
such oprinciples, de dicto, as “Necessarily, for
every x, v is identical with »”* and “Necessarily,
for every x and y, if « is identical with y then y is
identical with x,”” and such principles, de re, “The
evening star, like everything else, is necessarily
self-identical.”

(New York: Vintage Books, 1973). Compare N. L.
Wilson, “Substance without substrata,” Review of
Metaphysics 12 (1959), and A. N. Prior, “Identifiable
individuals,” Review of Metaphysics 13 (1960).

We could put the doctrine more cautiously by saying
that the distinction between the two types of property
holds, not for every entity x, but only for some entities
x. But what reason could there be for thinking that it
holds of some entities and not of others?

Sometimes these properties are called “analytic prop-
erties” or “tautological properties”’; but the property
of being colored if red should not be so-called if, as
some have argued, “Everything that is red is colored”
is not analytic.

From the proposition that the Eiffel Tower is red and
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necessarily colored if red, it would be fallacious to
infer that the Eiffel Tower is necessarily colored;
this is the fallacy of inferring mecessitate consequentis
from necessitate consequentiae. And from the proposi-
tion that the Eiffel Tower is necessarily red or non-
red, it would be fallacious to infer that the proposition
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that the Eiffel Tower is red or non-red is a necessary
proposition; the proposition could hardly be neces-
sary, for it implies the contingent proposition that
there is an Eiffel Tower. This latter fallacy might be
called the fallacy of inferring necessitate de dicto from
necessitate de re.

Compare Aristotle, De Sophisticis Elenchis, 179b3;
Petrus Hispanus, Summulae Logicales, ed. 1. M.
Bochenski (Turin: La Scuola, 1947), 7.41; Franz
Brentano, Kategorienlehre (Leipzig: Felix Meiner
Verlag, 1933), p. 165.

Hintikka says that we know who the thief is provided
that there exists an x such that we know that the thief
is identical with x (Knowledge and Belief, p. 153). But
under what conditions may it be said that there exists
an x such that we know that the thief is identical with
x? Presumably, if ever, when we catch him in the act ~
when we see him steal the money. But the teller saw
him steal the money, and ske doesn’t know who he is.
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I have suggested elsewhere a slightly different way
of looking at these questions; compare “Believing
and intentionality,” Philosophy and Phenomenological
Research 25 (1964), pp. 2669, esp. p. 268.

I have discussed this possibility in “Query on substi-
tutivity,” in Robert S. Cohen and Marx W. Wartofsky
(eds.), Boston Studies in the Philosophy of Science, vol. 2
(New York: Humanities Press, 1965), pp. 275-8.

If we deny that “Necessarily, for every x, v is F”’
implies “For every x, necessarily x is F,” then pre-
sumably we should also deny that “It is possible that
there exists an x such that x is F”’ implies “There
exists an x such that it is possible that x is F.” But isn’t
this what we should do? One could hold quite con-
sistently, it seems to me, that though it is possible that
there exists something having the properties that
Christians attribute to God, yet nothing that does
exist is such that it is possible that skt thing has the
properties that Christians attribute to God.
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1 Good Questions and Bad

Peter van Inwagen has written that anyone who is
rightly taught — that is, anyone who has read Plan-
tinga —

will see that there is no problem of trans-world
identity. He will find that all attempts he knows
of to formulate the supposed problem are either
incoherent or else have such obvious ‘solutions’
that they do not deserve to be called problems.
He will realize that it was all done with mirrors
— that is, with empty words and confused pic-
tures. There is, therefore, no longer any excuse
for talking as if there were a ‘problem of trans-
world identity’.!

Nevertheless, I shall devote the whole of this chap-
ter to the problem of trans-world identity.

Still, to a great extent I agree with van Inwagen’s
harsh judgement. Very often we do meet formula-
tions that probably manifest confusion, and that are
apt to cause it. I shall begin by separating ques-
tions. I think there are some good ones to be found,
as well as the incoherent ones and the ones with
uncontroversial ‘solutions’.

The first thing to say is that our topic, like the
Holy Roman Empire, is badly named; we may
continue to use the customary name, but only if
we are careful not to take it seriously. In the first

Originally published in David Lewis, On the Plurality of
Worlds (Oxford: Blackwell, 1986), ch. 4. Reprinted by
permission of the author.

place we should bear in mind that Trans-World
Airlines is an intercontinental, but not as yet an
interplanetary, carrier. More important, we should
not suppose that we have here any problem about
identity.

We never have. Identity is utterly simple and
unproblematic. Everything is identical to itself;
nothing is ever identical to anything else except
itself. There is never any problem about what
makes something identical to itself; nothing can
ever fail to be. And there is never any problem
about what makes two things identical; two things
never can be identical. There might be a problem
about how to define identity to someone suffi-
ciently lacking in conceptual resources — we note
that it won’t suffice to teach him certain rules of
inference — but since such unfortunates are rare,
even among philosophers, we needn’t worry much
if their condition is incurable.

We do state plenty of genuine problems in terms
of identity. But we needn’t state them so. Therefore
they are not problems about identity. Is it ever
so that an F is identical to a G? That is, is it ever
so that the same thing is an F, and also a G? More
simply, is it ever so that an F is a G? The identity
drops out. Thus it is a good question whether a
river is something you can bathe in twice; or
whether a restaurant is something that can con-
tinue to exist through a simultaneous change in
ownership and location and name; or whether
numbers are von Neumann ordinals; or whether
there is something that all charged particles have in
common; or whether there could be a time traveller
who meets his younger self; or whether there was



ever a genuine nation that included both Austria
and Hungary. All of these questions could be stated
in terms of identity — harmlessly, unless that way of
stating the questions confused us about where to
seek for answers.

Likewise for the question whether worlds ever
overlap; that is, whether two worlds ever have a
common part; that is, whether any part of one
world is ever part of another as well; that is,
whether there is ever identity between parts of
different worlds. This is a good question, but not
a question about identity. Or rather, it is a good
question for genuine modal realists; it makes little
sense as a question for ersatzers. I consider this
question in section 2, where I shall defend a quali-
fied negative answer.

It is also a good question, but it is a different
good question, whether there is anything that over-
laps two different worlds, and so is in both in the
way that a highway may be in two different states.
Again, I could state it in terms of identity: is there
ever identity between things that are (partly) in
different worlds? Really it is not a question about
identity, but about mereology: is there any reason
to restrict mereological summation so that several
things have a mereological sum only if all of them
are parts of a single world? The follow-up question
concerns semantics: if summation is unrestricted,
so that indeed there are trans-world individuals,
are these mere oddities? Are they nameless, do they
fall outside the extensions of ordinary predicates
and the domains of ordinary quantification? Or do
they include things of importance to us, such as
ourselves? I consider these questions in section 3,
where I shall acknowledge the existence of trans-
world individuals but dismiss them as oddities.

It is yet another good question, and this time it is
a good question for genuine modal realists and
ersatzers alike, whether it ever happens that any-
thing exists according to two different (genuine or
ersatz) worlds. If you like, I can state this question
too in terms of identity: does it ever happen that
something which exists according to one world and
something which exists according to another are
identical? The answer to that ought to be uncon-
troversial: yes, that very often happens. Take our
world-mate Hubert Humphrey, for instance. The
Humphrey who exists according to our world and
the Humphrey who exists according to some other
worlds are identical. (It is too bad that grammar
demands the plural.) That is, Humphrey exists
according to many different (genuine or ersatz)
worlds. According to ours, he exists and he lost
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the presidential election; according to others,
he exists and he won. This is a question that, as
van Inwagen says, does not deserve to be called a
problem.

But what does deserve to be called a problem is
the follow-up question: what is it for Humphrey to
exist according to a world? What is representation
de re? How does a world, genuine or ersatz, repres-
ent, concerning Humphrey, that he exists? This
one is not a question for genuine modal realists
and ersatzers alike. Or rather, it is not one question
for both. The available answers for genuine and for
ersatz worlds will look quite different.

A genuine world might do it by having Hum-
phrey himself as a part. That is how our own world
represents, concerning Humphrey, that he exists.
But for other worlds to represent in the same way
that Humphrey exists, Humphrey would have to
be a common part of many overlapping worlds, and
somehow he would have to have different proper-
ties in different ones. I reject such overlap, for
reasons to be considered shortly. There is a better
way for a genuine world to represent, concerning
Humphrey, that he exists. Humphrey may be
represented i absentia at other worlds, just as he
may be in museums in this world. The museum can
have a waxwork figure to represent Humphrey, or
better yet an animated simulacrum. Another world
can do better still: it can have as part a Humphrey
of its own, a flesh-and-blood counterpart of our
Humphrey, a man very like Humphrey in his ori-
gins, in his intrinsic character, or in his historical
role. By having such a part, a world represents de
re, concerning Humphrey — that is, the Humphrey
of our world, whom we as his worldmates may call
simply Humphrey — that he exists and does thus-
and-so. By waving its arm, the simulacrum in the
museum represents Humphrey as waving his arm;
by waving his arm, or by winning the presidential
election, the other-worldly Humphrey represents
the this-worldly Humphrey as waving or as win-
ning. That is how it is that Humphrey — our Hum-
phrey — waves or wins according to the other world.
This is counterpart theory, the answer I myself
favour to the question how a world represents de re.?

(The same goes in reverse. Our Humphrey is a
counterpart of many Humphreys of many other
worlds. I deny that the counterpart relation is
always symmetrical, but surely it often is. So here
are many other-worldly Humphreys who win the
presidency, but who lose according to this world.
They are represented as losing by the presence here
of Humphrey the loser.)

&



David Lewis

There are various ways that an ersatz world
might represent, concerning Humphrey, that he
exists, or that he waves, or that he wins. It depends
on what sort of ersatz world we are dealing with. A
linguistic ersatz world might include English sen-
tences that mention Humphrey by name: ‘Hum-
phrey exists’, ‘Humphrey waves’, ‘Humphrey
wins’. Or it might include sentences of some
other world-making language, which mention
Humphrey by some other name. Or it might
instead include sentences of the world-making lan-
guage which say explicitly that there is someone of
a certain description who exists, and waves, and
wins; and this could qualify as representation de re
concerning Humphrey if the description suffi-
ciently resembles the description of Humphrey as
he actually is. Or, instead of saying explicitly that
there is someone of the appropriate description, a
linguistic ersatz world might say it implicitly, by
means of many sentences having to do with the
vacancy or occupation of space-time points, or
with the instantiating of various elementary uni-
versals by various elementary particulars. A pictor-
ial ersatz world might have a part which is a
picture, made out of stuff that is in some myster-
ious sense abstract, of Humphrey waving and win-
ning. A magical ersatz world might represent that
Humphrey exists and waves and wins by having
some ineffable distinctive intrinsic nature. Or it
might do it by means of brute necessary connec-
tions: necessarily, if some simple element stands in
some unanalysable relation to the concrete world,
then Humphrey exists and waves and wins.

It is sometimes thought that ersatzism is better
off than counterpart theory in respecting certain
intuitions: intuitions that de re modality has to do
with the res itself, not some imitation or substitute
or counterpart. Thus Kripke makes his famous
complaint that on my view

...if we say ‘Humphrey might have won the
election (if only he had done such-and-such)’,
we are not talking about something that might
have happened to Humphrey, but to someone
else, a ‘counterpart’. Probably, however, Hum-
phrey could not care less whether someone e/se,
no matter how much resembling him, would
have been victorious in another possible world.?

Coming from an advocate of genuine modal realism
with overlap, this complaint might have some
force. But here it comes only a page away from
Kripke’s equally famous remark that

A possible world isn’t a distant country that we
are coming across, or viewing through a tele-
scope.”

Joking aside (he does say that ‘another possible
world is too far away’), Kripke’s point seems to
be that we are supposed to respect Humphrey’s
intuition that it is e himself who would have been
victorious in another world, and we are supposed to
do this by declining to think of that other world as
the sort of thing that he himself could even be part
of! What is going on?

I think counterpart theorists and ersatzers are in
perfect agreement that there are other worlds (genu-
ine or ersatz) according to which Humphrey — he
himself! (stamp the foot, bang the table) — wins the
election. And we are in equal agreement that Hum-
phrey — he himself — is not pars of these other
worlds. Somehow, perhaps by containing suitable
constituents or perhaps by magic, but anyhow not
by containing Humphrey himself, the other world
represents him as winning. If there were any genu-
ine modal realists who believed in overlap of
worlds, they would indeed be in a position to insist
that at another world we have Humphrey himself
winning the presidency. That might indeed be a
point in their favour. But it is not a point in favour
of any other view but theirs, and in particular it is
not a point in favour of any kind of ersatzism.

Counterpart theory does say (and ersatzism does
not) that someone else — the victorious counterpart
— enters into the story of how it is that another
world represents Humphrey as winning, and
thereby enters into the story of how it is that
Humphrey might have won. In so far as the intuit-
ive complaint is that someone else gets into the act,
the point is rightly taken. But I do not see why that
is any objection, any more than it would be an
objection against ersatzism that some abstract
whatnot gets into the act. What matters is that the
someone else, or the abstract whatnot, should not
crowd out Humphrey himself. And there all is well.
Thanks to the victorious counterpart, Humphrey
himself has the requisite modal property: we can
truly say that 4e might have won. There is no need
to deny that the victorious counterpart also makes
true a second statement describing the very same
possibility: we can truly say that a Humphrey-like
counterpart might have won. The two statements
are not in competition. Therefore we need not
suppress the second (say, by forbidding any mix-
ture of ordinary modal language with talk of coun-
terparts) in order to safeguard the first.’



I said that counterpart theory and ersatzism are
alike in denying that Humphrey himself is part of
the other world which represents him as winning.
But that was a little too quick. Counterpart theory
and ersatzism are also alike in having trick ways to
dodge the conclusion. In both cases there is a loop-
hole to exploit, but exploiting the loophole does
nothing to satisfy the alleged intuition that it must
be Humphrey himself who wins. For the counter-
part theorist, the trick is to say that ‘Humphrey’
names not the Humphrey of our world, and not the
Humpbhrey of another, but rather the trans-world
individual who is the mereological sum of all these
local Humphreys. If that is what Humphrey is (but
I shall argue in section 3 that it isn’t), then indeed
he himself is partly in this world and partly in that
and not wholly in any. Part of him loses, and part of
him wins. But presumably the losing part cares
what might have happened to #; it could not care
less what happens to some other slice off the same
great salami — unless, of course, the world contain-
ing that other-worldly slice of Humphrey can be
taken as a world that represents the this-worldly
slice as winning.

For the ersatzer (of the linguistic persuasion) the
trick is to remember that anything you please can
serve as a word of the world-making language.
Humphrey might as well be used as his own
name, in Lagadonian fashion. Then he will be, if
not a part, at least a set-theoretic constituent of the
ersatz world which is a set of sentences saying inter
alia that he wins. So what? Presumably he could
not care less what words of what languages are
assembled with him into what set-theoretic struc-
tures — unless, of course, we get a linguistic struc-
ture that represents him as winning. Let him by all
means care how he can be consistently represented,
but not about the words of the representation. It is
perfectly arbitrary whether he serves as a word.
And if he does, it is perfectly arbitrary what he
means. If Humphrey is to be made a word, there is
no need to make him be his own name. He would
do just as well as a name for Checkers, or as a
preposition or adverb. Or he could be the negation
sign in a sentence that denies his existence.

There are at least two more good questions that
can be extracted from the topic of trans-world
identity, though again they have nothing special
to do with identity. I merely state these questions
here; I shall take them up in sections 4 and 5.°
Again they are questions for genuine modal realists
and ersatzers alike. For the sake of neutrality, I shall
formulate them in terms of representation de re;

Counterparts or Double Lives?

that is, in terms of truth according to a world,
genuine or ersatz, concerning some actual indi-
vidual such as Humphrey.

One is the question of haecceitism. We can dis-
tinguish representation of the way things are qua-
litatively (in a broad sense of that word) from
representation de re. It may be the case according
to a world that there are things of certain kinds,
arranged in certain ways, and with certain causal
relationships; these are matters of qualitative char-
acter. But also it may be the case, according to a
world, concerning the individual Humphrey, that
he exists and waves and wins. Can these two kinds
of representation vary independently? Or does
what a world represents concerning matters of
qualitative character determine what that world
represents de re?

The other is the question of constancy. Do we
have a settled answer, fixed once and for all, about
what is true concerning a certain individual accord-
ing to a certain (genuine or ersatz) world? Or can
different answers be right in different contexts?
Can two opposed answers even be right together,
in a single context? Can it happen sometimes that
no answer is determinately right?

2 Against Overlap

The simplest way that part of another world could
represent Humphrey — our Humphrey — is by
identity. He might lead a double life, in two worlds
at once. He himself, who is part of the actual world,
might be part of the other world as well. He could
be a common part of both, in the same way that a
shared hand might be a common part of two Si-
amese twins. The other world represents him as
existing because he is part of it. He exists at the
other world because, restricting our quantification
to the parts of that world, he exists. This leading of
double lives is what best deserves to be called
‘trans-world identity’.

I cannot name one single philosopher who
favours trans-world identity, thus understood.
The philosophers’ chorus on behalf of ‘trans-
world identity’ is merely insisting that, for
instance, it is Humphrey himself who might have
existed under other conditions, who might have
been different, who might have won the presid-
ency, who exists according to many worlds and
wins according to some of them. All that is uncon-
troversial. The controversial question is fow he
manages to have these modal properties. The
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answer now mooted is that he has them by being a
shared part common to many worlds, and by hav-
ing different properties relative to different worlds
that he is part of. Despite its lack of supporters, this
answer deserves our attention. First, because it is
agreeably simple. Second, because it is the only
view that fully respects the ‘he himself’ intuition:
rival views say that Humphrey himself might have
won, and that he himself is somehow represented as
winning, but only this view says that he himself
does win. And third, because it is congenial to
haecceitism; but I shall postpone that issue to sec-
tion 4.7

The advantages are genuine. Nevertheless,
trans-world identity, in the sense of overlap of
worlds, is to be rejected. Or rather, it is to be
rejected as a general theory of representation de
re. There are one or two special cases of overlap
that might be tolerated, but they fall far short of
meeting all our needs for representation de re.

My main problem is not with the overlap itself.
Things do have shared parts in common, as in the
case of the Siamese twins’ hand. Given the unrest-
ricted mereology I favour, sharing of parts is alto-
gether commonplace. Indeed, any part of any
world is part of countless mereological sums that
extend beyond that world. But what I do find
problematic — inconsistent, not to mince words —
is the way the common part of two worlds is sup-
posed to have different properties in one world and
in the other.

Hubert Humphrey has a certain size and shape,
and is composed of parts arranged in a certain way.
His size and shape and composition are intrinsic to
him. They are simply a matter of the way he is.
They are not a matter of his relations to other
things that surround him in this world. Thereby
they differ from his extrinsic properties, such as
being popular, being Vice-President of the United
States, wearing a fur hat, inhabiting a planet with a
moon, or inhabiting a world where nothing goes
faster than light. Also, his size and shape and
composition are accidental, not essential, to him.
He could have been taller, he could have been
slimmer, he could have had more or fewer fingers
on his hands.?

Consider the last. He could have had six fingers
on his left hand. There is some other world that so
represents him. We are supposing now that repres-
entation de re works by trans-world identity. So
Humphrey, who is part of this world and there
has five fingers on the left hand, is also part of
some other world and there has six fingers on his

left hand. Qua part of this world he has five fingers,
qua part of that world he has six. He himself — one
and the same and altogether self-identical — has five
fingers on the left hand, and he has not five but six.
How can this be? You might as well say that the
shared hand of the Siamese twins has five fingers as
Ted’s left hand, but it has six fingers as Ned’s right
hand! That is double-talk and contradiction. Here
is the hand. Never mind what else it is part of. How
many fingers does it have? What shape is it?

(You might say that five fingers and the palm are
common to Ted and Ned, however the sixth finger
belongs to Ned alone; and likewise with Hum-
phrey. But no: a proper five-fingered hand differs
in shape and composition from a proper six-
fingered hand less one of its fingers, and likewise
a proper six-fingered hand differs from a proper
five-fingered hand with an extra finger stuck on.)

I expect protest: though it would be contradic-
tion to say, simply, that Humphrey had five fingers
on the left hand and also that he had not five but
six, that is not what was said. He has five ar this
world; he has six at that world. — But how do the
modifiers help? There are several ways for modi-
fiers to remove a contradiction. But none of them
apply here.

(1) If a tower is square on the third floor and
round on the fourth floor, no worries; it’s just that
one segment differs in cross-sectional shape from
another. The modifiers direct us to consider the
shapes of the segments, not of the whole tower. But
the thesis we are considering is that the whole of
Humphrey is part of different worlds, with differ-
ent properties at different ones. It is exactly the
trans-world identity that spoils this way out.

(2) If a man is honest according to the News and
crooked according to The Times, no worries; differ-
ent papers tell different stories about him, they
represent him differently, and at least one of them
gets it wrong. But the thesis we are considering is a
form of genuine, not ersatz, modal realism: the way
that Humphrey has a property according to a world
is that Humphrey himself, having that very prop-
erty, is a part of that world.

(3) If a man is father of Ed and son of Fred, no
worries; he bears different relations to different
individuals, and the extrinsic properties he thereby
has — being a father, being a son — are compatible.
Likewise if the wisest man in the village is by no
means the wisest man in the nation. But our pro-
blem does not concern Humphrey’s relationships
to the things that accompany him in one or another



world. Rather, we are dealing with his intrinsic
nature; and the only relations relevant to that are
those that obtain between his own parts. (And if he
is part of two worlds, so in turn are his parts.) If you
say that Humphrey has five fingers at this world
and six fingers at that, and you take the modifiers to
cure the contradiction, most likely you mean to
suggest that having five or six fingers is not an
intrinsic property after all, but a relation. (And an
external relation — not one that supervenes on the
intrinsic properties of the relaza.) Then the right
thing to say would be that Humphrey bears the
five-finger relation to this world and the six-finger
relation to that world. Or you might say it by
coining transitive verbs: he five-fingers this
world, but he six-fingers that world. But what are
these relations? I know what to say if I want to
make-believe formally that shapes are relations
rather than intrinsic properties, but I know
better. If you say that a shape — sphericality, or
five-fingeredness — is just what we always thought
it was, except that it is a relation which something
may bear to some but not all of the wholes of which
it is part, that will not do. What would it be to five-
finger one thing while six-fingering another? How
can these supposed relations be the shape of some-
thing?

They cannot be; and so there is no solution. If
indeed Humphrey — he himself, the whole of him
— 1s to lead a double life as part of two different
worlds, there is no intelligible way for his intrinsic
properties to differ from one world to the other.
And it will not do just to declare, when we know
better, that such things as his size and shape and
composition are after all not among his intrinsic
properties.

Call this the problem of accidental intrinsics. It
would not arise for Humphrey’s essential proper-
ties, however intrinsic. For the problem is how he
can have different properties as part of different
worlds, and in the case of essential properties there
is no variation to worry about. It is very hard to see
how Humphrey could be a man as part of one
world and an angel as part of another; but if he is
essentially human, that difficulty does not arise.

Neither would it arise for Humphrey’s extrinsic
properties, however accidental. There are two ways
to think of his extrinsic properties: as relations in
disguise, or as genuine properties.’ First, take them
as relations. He is related to his surroundings, and
we are not supposing that his surroundings also are
common from world to world. Perhaps he owns
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four dogs who are part of this world, and he owns
only three dogs who are part of that other world.
That is how the accidental extrinsic ‘property’ of
owning four dogs can be a property that he has at
this world, but lacks at that other world of which he
is also a part. Owning four dogs is covertly a rela-
tion: Humphrey bears it to the worlds that have
himself and four dogs he owns as parts, and not to
any other worlds. It is as easy for him to have this
‘property’ at one world and not another as it is for a
man to be father of Ed and not of Fred.

Second, take his extrinsic properties instead as
genuine properties. Then he has them simpliciter,
and they cannot vary from world to world. But
what can vary from world to world is the way we
name them, and predicate them of him — which
may give an illusion that the properties themselves
vary. Thus he has, simpliciter, the extrinsic prop-
erty of owning four dogs who are part of this world;
and he has, simpliciter, the property of not owning
four dogs who are part of that world. These prop-
erties are compatible, if indeed there is overlap;
having both of them is part of what it is to lead a
double life in two worlds. But the restricting modi-
fier ‘at this world’ or ‘at that world’ enables us to
refer to these two extrinsic properties by shortened
names. In the scope of ‘at this world’, we can drop
the final clause from the name ‘the property of
owning four dogs who are part of this world’, and
in the scope of ‘at that world’, we can likewise drop
the final clause from the name ‘the property of not
owning four dogs who are part of that world’, and
that is how it can be true at this world that he has
the property of owning four dogs, and true at that
world that he has the property of not owning four
dogs, although his extrinsic properties — properties
rightly speaking, as opposed to disguised relations
— do not vary from world to world.

There is no problem of accidental intrinsics for
rival theories. Not for my own theory, genuine
modal realism with counterparts instead of overlap:
counterparts need not be exact intrinsic duplicates,
s0, of course, Humphrey and his counterparts can
differ in their intrinsic properties. Not for the
theory that Humphrey is a vast trans-world indi-
vidual, composed of distinct parts from different
worlds: one part of the vast Humphrey can differ in
its intrinsic properties from other parts. Not for
any sort of ersatzism: in whatever way it is that
ersatz worlds represent or misrepresent Hum-
phrey, they can misrepresent him as having intrin-
sic properties that in fact he does not have, just as
lying newspapers can do.
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Our question of overlap of worlds parallels the this-
worldly problem of identity through time; and our
problem of accidental intrinsics parallels a problem
of temporary intrinsics, which is the traditional
problem of change.!” Let us say that something
persists iff, somehow or other, it exists at various
times; this is the neutral word. Something perdures
iff it persists by having different temporal parts, or
stages, at different times, though no one part of it is
wholly present at more than one time; whereas it
endures iff it persists by being wholly present at
more than one time. Perdurance corresponds to
the way a road persists through space; part of it is
here and part of it is there, and no part is wholly
present at two different places. Endurance corres-
ponds to the way a universal, if there are such
things, would be wholly present wherever and
whenever it is instantiated. Endurance involves
overlap: the content of two different times has the
enduring thing as a common part. Perdurance does
not.

(There might be mixed cases: entities that per-
sist by having an enduring part and a perduring
part. An example might be a person who consisted
of an enduring entelechy ruling a perduring body;
or an electron that had a universal of unit negative
charge as a permanent part, but did not consist
entirely of universals. But here I ignore the mixed
cases. And when I speak of ordinary things as
perduring, I shall ignore their enduring universals,
if such there be.)

Discussions of endurance versus perdurance
tend to be endarkened by people who say such
things as this: ‘Of course you are wholly present
at every moment of your life, except in case of
amputation. For at every moment all your parts
are there: your legs, your lips, your liver. . .." These
endarkeners may think themselves partisans of
endurance, but they are not. They are perforce
neutral, because they lack the conceptual resources
to understand what is at issue. Their speech betrays
—and they may acknowledge it willingly — that they
have no concept of a temporal part. (Or at any rate
none that applies to a person, say, as opposed to a
process or a stretch of time.) Therefore they are on
neither side of a dispute about whether or not
persisting things are divisible into temporal parts.
They understand neither the affirmation nor the
denial. They are like the people — fictional, I hope —
who say that the whole of the long road is in their
little village, for not one single lane of it is missing.
Meaning less than others do by ‘part’, since they
omit parts cut crosswise, they also mean less than

others do by ‘whole’. They say the ‘whole’ road is
in the village; by which they mean that every ‘part’
is; but by that, they only mean that every part cut
lengthwise is. Divide the road into its least length-
wise parts; they cannot even raise the question
whether those are in the village wholly or only
partly. For that is a question about crosswise
parts, and the concept of a crosswise part is what
they lack. Perhaps ‘crosswise part’ really does
sound to them like a blatant contradiction. Or
perhaps it seems to them that they understand it,
but the village philosophers have persuaded them
that really they couldn’t, so their impression to the
contrary must be an illusion. At any rate, / have the
concept of a temporal part; and for some while I
shall be addressing only those of you who share it.!!

Endurance through time is analogous to the
alleged trans-world identity of common parts of
overlapping worlds; perdurance through time is
analogous to the ‘trans-world identity’, if we may
call it that, of a trans-world individual composed of
distinct parts in non-overlapping worlds. Perdur-
ance, which I favour for the temporal case, is closer
to the counterpart theory which I favour for the
modal case; the difference is that counterpart the-
ory concentrates on the parts and ignores the trans-
world individual composed of them.

The principal and decisive objection against
endurance, as an account of the persistence of
ordinary things such as people or puddles, is the
problem of temporary intrinsics. Persisting things
change their intrinsic properties. For instance,
shape: when I sit, I have a bent shape; when I
stand, I have a straightened shape. Both shapes
are temporary intrinsic properties; I have them
only some of the time. How is such change poss-
ible? I know of only three solutions.

(It is not a solution just to say how very common-
place and indubitable it is that we have different
shapes at different times. To say that is only to
insist — rightly — that it must be possible somehow.
Still less is it a solution to say it in jargon — as it
might be, that bent-on-Monday and straight-on-
Tuesday are compatible because they are ‘time-
indexed properties'-if that just means that,
somehow, you can be bent on Monday and straight
on Tuesday.)

First solution: contrary to what we might think,
shapes are not genuine intrinsic properties. They
are disguised relations, which an enduring thing
may bear to times. One and the same enduring
thing may bear the bent-shape relation to some
times, and the straight-shape relation to others. In



itself, considered apart from its relations to other
things, it has no shape at all. And likewise for all
other seeming temporary intrinsics; all of them
must be reinterpreted as relations that something
with an absolutely unchanging intrinsic nature
bears to different times. The solution to the prob-
lem of temporary intrinsics is that there aren’t
any temporary intrinsics. This is simply incred-
ible, if we are speaking of the persistence of
ordinary things. (It might do for the endurance
of entelechies or universals.) If we know what
shape is, we know that it is a property, not a
relation.

Second solution: the only intrinsic properties of
a thing are those it has at the present moment.
Other times are like false stories; they are abstract
representations, composed out of the materials of
the present, which represent or misrepresent the
way things are. When something has different
intrinsic properties according to one of these ersatz
other times, that does not mean that it, or any part
of it, or anything else, just 4as them — no more so
than when a man is crooked according to The
Times, or honest according to the News. This is a
solution that rejects endurance, because it rejects
persistence altogether. And it is even less credible
than the first solution. In saying that there are no
other times, as opposed to false representations
thereof, it goes against what we all believe. No
man, unless it be at the moment of his execution,
believes that he has no future; still less does anyone
believe that he has no past.

Third solution: the different shapes, and the
different temporary intrinsics generally, belong to
different things. Endurance is to be rejected in
favour of perdurance. We perdure; we are made
up of temporal parts, and our temporary intrinsics
are properties of these parts, wherein they differ
one from another. There is no problem at all about
how different things can differ in their intrinsic
properties.

Some special cases of overlap of worlds face no
problem of accidental intrinsics. One arises on the
hypothesis that there are universals, wholly present
recurrently as non-spatio-temporal parts of all their
particular instances. If so, these universals must
recur as freely between the worlds as they do within
a world. For there is qualitative duplication
between the worlds, by the principle of recombina-
tion; and universals are supposed to recur when-
ever there is duplication. Doubtless there are
electrons in other worlds than ours. If a universal
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of unit negative charge is part of each and every
this-worldly electron, then equally it is part of
the other-worldly electrons; in which case, since
parthood is transitive, it is a common part of all the
worlds where there are electrons; and that is over-
lap. We expect trouble with the accidental intrinsic
properties of the common part. But what are those
properties in this case? I cannot think of any. There
isn’t much to the intrinsic nature of a universal.
Maybe it’s intrinsically simple, or maybe it’s
intrinsically composed, somehow, of other univer-
sals; but if so, that seems to be an essential matter,
so we still have no intrinsic accidents to trouble us.
(Likewise there seem to be no temporary intrinsics
to trouble us, so there is no problem about univer-
sals enduring through time.) If indeed there are
no accidental intrinsics to raise a problem, then
overlap confined to the sharing of universals
seems entirely innocent. And also it seems inevita-
ble, if there are universals at all. So my rejection of
overlap must be qualified: whatever the universals
may do, at any rate no two worlds have any parti-
cular as 2 common part.

If there are universals, identical between worlds
as they are between instances within a world, then
for them we may as well help ourselves to the
simplest method of representation de re: what is
true of a universal according to a world is what
is true of i#, when we restrict quantifiers to that

“world. What is true of it at a world will then be,

first, that it has its constant essential intrinsic na-
ture; and, second, that it has various relationships —
notably, patterns of instantiation — to other things
of that world. For instance, it will be true of unit
negative charge, at one world, that it is instantiated
by exactly seventeen things, which are close
together; and at another world, that it is instan-
tiated by infinitely many widely scattered things.
Thus its extrinsic ‘properties’, taken as disguised
relations, vary. Its extrinsic properties, properly
speaking, do not. But the way we name them
does, so that for instance we can say that at one
world but not the other, the universal has the
property of being instantiated by seventeen close-
together things.'?

Another special case of overlap would be, if not
altogether innocent, at least safe from the problem
of accidental intrinsics. This is simply the case in
which something does have accidental intrinsic
properties, but they are constant within a limited
range of worlds, and the proposed overlap is
confined to the worlds in that limited range.
Such limited overlap could not give us all we
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need by way of representation de re. For the thing
does have some accidental intrinsic properties; so
there must be some world which represents it as
lacking some of these properties; that must be a
world outside the limited range of overlap; so
when that world represents the thing as lacking
the properties, that representation de re must
work not by trans-world identity but in some
other way. Limited overlap would have to be
combined with some other treatment of represen-
tation de re, presumably some form of counterpart
theory.

Even so, limited overlap might be wanted. The
most likely case would be limited overlap when
branching worlds share a common initial segment.
I distinguish dranching of worlds from divergence.
In branching, worlds are like Siamese twins. There
is one initial spatio-temporal segment; it is contin-
ued by two different futures — different both
numerically and qualitatively — and so there are
two overlapping worlds. One world consists of
the initial segment plus one of its futures; the
other world consists of the identical initial segment
plus the other future.

In divergence, on the other hand, there is no
overlap. Two worlds have two duplicate initial
segments, not one that they share in common. I,
and the world I am part of, have only one future.
There are other worlds that diverge from ours.
These worlds have initial segments exactly like
that of our world up to the present, but the later
parts of these worlds differ from the later parts of
ours. (Or we could make it relativistic: what is
duplicated is the past cone from some space-time
point, as it might be from here and now.) Not I, but
only some very good counterparts of me, inhabit
these other worlds.

I reject genuine branching in favour of diver-
gence. However, there might be some reason to go
the other way. Consider the philosophers who say
that the future is unreal. It is hard to believe they
mean it. If ever anyone is right that there is no
future, then that very moment is his last, and
what’s more is the end of everything. Yet when
these philosophers teach that there is no more time
to come, they show no trace of terror or despair!
When we see them planning and anticipating, we
might suspect that they believe in the future as
much as anyone else does. Maybe they only insist
on restricting their quantifiers, and all they mean is
that nothing future is present? — No, for they seem
to think that what they are saying is controversial.
What is going on?

Perhaps their meaning is clearer when they turn
linguistic, and say that there is no determinate
truth about the future. A modal realist who
believed in genuine branching, in which his world
overlaps with others by having initial segments in
common, could agree with that. To have determ-
inate truth about the future, it helps to have a
future; but also, it helps to have only one future.
If there are two futures, and both are equally mine
with nothing to choose between them, and one
holds a sea fight and the other doesn’t, what
could it mean for me to say that ke future holds a
sea fight? Not a rhetorical question: we have three
options. (1) It is false that the future holds a sea
fight, because ‘the future’ is a denotationless
improper description. (2) It is true that the future
holds a sea fight, because ‘the future’ denotes
neither of the two partial futures but rather their
disunited sum, which does hold a sea fight. (3) It is
neither true nor false that the future holds a sea
fight, because ‘the future’ has indeterminate deno-
tation, and we get different truth-values on differ-
ent resolutions of the indeterminacy. Offhand, the
third option — indeterminacy — seems best. (At least
it lets us talk in the ordinary way about matters on
which the futures do not differ; what has the same
truth-value on all resolutions is determinately true
or false.) But whichever way we go, our customary
thought about ‘the’ future is in bad trouble.
Against the common-sense idea that we have one
single future, advocates of many may join forces
with advocates of none; but the advocates of many
have the better of it, for they have no cause to
despair. I do not suggest that philosophers of the
unreal or indeterminate future are, in fact, modal
realists who accept branching. But modal realists
can make good sense of much that they say. So
whatever motivates these philosophers to deny that
we have a single future might equally motivate a
modal realist to accept branching.

Why not, given that the overlap is limited
enough not to raise the problem of accidental
intrinsics? Well, one man’s reason is another
man’s reductio. The trouble with branching exactly
is that it conflicts with our ordinary presupposition
that we have a single future. If two futures are
equally mine, one with a sea fight tomorrow and
one without, it is nonsense to wonder which way it
will be — it will be both ways —and yet I do wonder.
The theory of branching suits those who think
this wondering is nonsense. Or those who think
the wondering makes sense only if reconstrued:
you have leave to wonder about the sea fight, pro-



vided that really you wonder not about what
tomorrow will bring but about what today prede-
termines. But a modal realist who thinks in the
ordinary way that it makes sense to wonder what
the future will bring, and who distinguishes this
from wondering what is already predetermined,
will reject branching in favour of divergence. In
divergence also there are many futures; that is,
there are many later segments of worlds that
begin by duplicating initial segments of our
world. But in divergence, only one of these futures
is truly ours. The rest belong not to us but to our
other-worldly counterparts. Our future is the one
that is part of the same world as ourselves. It alone
is connected to us by the relations — the (strictly or
analogically) spatio-temporal relations, or perhaps
natural external relations generally — that unify a
world. It alone is influenced causally by what we do
and how we are in the present. We wonder which
one is the future that has the special relation to
ourselves. We care about it in a way that we do not
care about all the other-worldly futures. Branch-
ing, and the limited overlap it requires, are to be
rejected as making nonsense of the way we take
ourselves to be related to our futures; and diver-
gence without overlap is to be preferred.’

There is a less weighty argument against branch-
ing, and indeed against overlap generally. What
unifies a world, I suggested, is that its parts stand
in suitable external relations, preferably spatio-
temporal. But if we have overlap, we have
spatio-temporal relations between the parts of dif-
ferent worlds. For instance, let P be the common
part — say, a shared initial segment — of two differ-
ent worlds W; and W>, let R; be the remainder of
Wi and let R; be the remainder of W;. Then the
appropriate unifying relations obtain between P
and Ry, and also between P and R;. But now the
relations obtain between parts of two different
worlds: between P, which is inter alia a part of
the world W; and R;, which is part of the different
world W,.

Of course, it is also true that P and R; are parts of
a single world W;. So at least we can still say that
whenever two things are appropriately related,
there is some world they are both parts of, even if
they may be parts of other worlds besides. Or can
we say even that? In a sense, even Ry and R; are
related, in a stepwise back-and-forward way, via P.
For instance, R and R, might stand to one another
in the complex temporal relation: successor-of-a-
predecessor-of. Yet R and R, are not both parts of
any one world. Thus overlap complicates what we
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must say in explaining how worlds are unified by
spatio-temporal interrelation, and thereby differ
from trans-world individuals composed of parts
of several worlds. The complication is unwelcome,
but I think it’s nothing worse. Overlap spoils the
easiest account of how worlds are unified by inter-
relation: namely, the mereological analogue of the
definition of equivalence classes. But alternative
accounts are available (as in the parallel problem
about time discussed in my ‘Survival and iden-
tity’)!*, so 1 presume that a modal realist who
wished to accept overlap would not be in serious
difficulty on this score. Still less is there any prob-
lem if the only overlap we accept is the sharing of
universals; we need only say that a world is unified
by the spatio-temporal (or whatever) interrelation
of its particular parts.

If we stay with the simple account of how worlds
are unified, we will conclude that where there is
branching, there is one single world composed of
all the branches. That would not be branching of
worlds, but branching within worlds; and so the
overlap of branches would not be overlap of worlds.
Branching within worlds, I think, is to be accepted:
it is possible that the space-time of a world might
have such a shape, and if that is a possible way for a
world to be, then it is a way that some world is.
Some world; but there is no reason to think that
such a world is ours. Respect for common sense
gives us reason to reject any theory that says that
we ourselves are involved in branching, or that if
we are not, that can only be because (contrary to
accepted theory) our world is governed by deter-
ministic laws. But we needn’t reject the very pos-
sibility that a world branches. The unfortunate
inhabitants of such a world, if they think of ‘the
future’ as we do, are of course sorely deceived, and
their peculiar circumstances do make nonsense of
how they ordinarily think. But that is their prob-
lem; not ours, as it would be if the worlds generally
branched rather than diverging.

I noted that our special cases of trans-world
identity, sharing of universals and sharing of initial
segments in branching, avoid the problem of acci-
dental intrinsics. They avoid another well-known
problem as well. A friend of overlap might wish to
say that trans-world identity follows lines of qualit-
ative similarity. Or he might not; whether to say
this is part of the topic of haecceitism, to be con-
sidered in section 4.'° But if he does, his problem is
that identity is transitive, similarity in general is
not. But it is approximate similarity that fails to
be transitive; whereas the supposed sharing of
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universals, and likewise the supposed sharing of
initial segments in branching, would follow lines
of exact similarity. When we have the exact simi-
larity in a respect between two instances of unit
negative charge, or the perfect match when two
worlds start out exactly alike in their history, there
is no discrepancy of formal character to stop us
from taking these as cases of trans-world identity.

3 Against Trans-World Individuals

The Hume Highway runs between the capital cities
of two adjacent states. Thus it is present in one
state and in the other. Call this a case of ‘interstate
identity’ if you like: a highway that runs through
one state is identical with a highway that runs
through the other; there is one highway that runs
through them both. But the states do not overlap
thereby; they share no (particular) part in common.
The highway consists of parts, one part in one state
and another in the other. It is partly in each state.
The parts are not identical; they don’t even over-
lap. But the highway which includes the one part is
identical with the highway which includes the
other. More simply: there is a highway they are
both parts of.

Likewise Hume (no relation) runs between 1711
and 1776. He is present in the early half of the
century and in the later half. Call this a case of
‘identity over time’ if you like: a man who runs
through the early years is identical with a man who
runs through the later years, there is one man who
lives both early and late. But the times do not
overlap thereby; they share no (particular) part in
common. Hume consists of parts, different parts in
different times. He is partly in each of the times
during his life. The parts of him are not identical;
they don’t even overlap. But the man which
includes one part is identical with the man which
includes the other. More simply: there is a man
they are both parts of.

Or so say L. (And he.) Of course, this account of
Hume’s perdurance through time is controversial;
many would favour the view that he endures,
wholly present at every time of his life, so that
those times do overlap by having him as a shared
part. That would be ‘identity over time’ in a truer
sense. Such endurance may appeal to intuition, but
— so I argued in the previous section — it creates a
disastrous problem about Hume’s temporary
intrinsic properties. The enduring Hume, multiply
located in time, turns out to be intrinsically shape-

less; he bent-shapes one time, he straight-shapes
another, but these relations are no part of the way
he is, considered in himself. I call that a reductio.
Likewise ‘trans-world identity’ in the truest sense —
overlap of worlds — creates a disastrous problem
about the accidental intrinsic properties of the
alleged common parts. But when we therefore
reject overlap of worlds, we need not reject trans-
world identity in the lesser sense which corres-
ponds to the interstate identity of the Hume
Highway or to (what I take to be) the identity
over time of Hume.

I shall argue that indeed there are things that
enjoy trans-world identity in this sense. But then I
shall argue that we ourselves, and other things that
we ordinarily name, or classify under predicates, or
quantify over, are not among them. So I oppose
trans-world individuals not by denying their exist-
ence — not when I quantify without restriction —
but rather by denying that they deserve our atten-
tion.

I do not deny the existence of trans-world indi-
viduals, and yet there is a sense in which I say that
they cannot possibly exist. As should be expected,
the sense in question involves restricted quantifica-
tion. It is possible for something to exist iff it is
possible for the whole of it to exist. That is, iff there
is a world at which the whole of it exists. That is, iff
there is a world such that, quantifying only over
parts of that world, the whole of it exists. That is,
iff the whole of it is among the parts of some world.
That s, iff it is part of some world — and hence not
a trans-world individual. Parts of worlds are poss-
thle individuals; trans-world individuals are there-
fore impuossible individuals.

To call the trans-world individuals ‘impossible’
in this sense is not an argument for ignoring them —
that comes later. It is only a terminological stipula-
tion. If we thought they should not be ignored,
perhaps because we thought that we ourselves
were trans-world individuals, it would be appro-
priate and easy to give ‘possible individual’ a more
inclusive sense. We could say that an individual
exists at a world iff, quantifying only over parts of
that world, some part of that individual exists — that
way, the trans-world individuals would count as
possible.'®

I claim that mereological composition is unres-
tricted: any old class of things has a mereological
sum. Whenever there are some things, no matter
how disparate and unrelated, there is something
composed of just those things. Even a class of



things out of different worlds has a mereological
sum. That sum is a trans-world individual. It over-
laps each world that contributes a part of it, and so
is partly in each of many worlds.

We are happy enough with mereological sums of
things that contrast with their surroundings more
than they do with one another; and that are adja-
cent, stick together, and act jointly. We are more
reluctant to affirm the existence of mereological
sums of things that are disparate and scattered
and go their separate ways. A typical problem
casc 1s a fleet: the ships contrast with their sur-
roundings more than with one another, they act
jointly, but they are not adjacent, nor do they stick
together. A class of things from different worlds
might do well on the first desideratum, but it will fail
miserably on the other three. Far from being adja-
cent, these things will not be spatio-temporally
related in any way; they can exert no cohesive
forces whatever on one another, nor can they have
any joint effects. So if composition could be
restricted in accordance with our intuitions about
this-worldly cases, then doubtless trans-world
composition would fall under the ban.

But composition cannot be restricted in accord-
ance with our intuitions about this-worldly cases,
as I shall shortly argue. Therefore a ban on trans-
world composition, though unproblematic in itself,
would be unmotivated and gratuitious. The simple
principle of absolutely unrestricted composition
should be accepted as true.'”

The trouble with restricted composition is as
follows. It is a vague matter whether a given class
satisfies our intuitive desiderata for composition.
Each desideratum taken by itself is vague, and we
get still more vagueness by trading them off against
each other. To restrict composition in accordance
with our intuitions would require a vague restric-
tion. It’s not on to say that somewhere we get just
enough contrast with the surroundings, just
enough cohesion, . . . to cross a threshold and per-
mit composition to take place, though if the
candidate class had been just a little worse it
would have remained sumless. But if composition
obeys a vague restriction, then it must sometimes
be a vague matter whether composition takes place
or not. And that is impossible.

The only intelligible account of vagueness
locates it in our thought and language. The reason
it’s vague where the outback begins is not that
there’s this thing, the outback, with imprecise bor-
ders; rather there are many things, with different
borders, and nobody has been fool enough to try to
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enforce a choice of one of them as the official
referent of the word ‘outback’’® Vagueness is
semantic indecision. But not all of language is
vague. The truth-functional connectives aren’t,
for instance. Nor are the words for identity and
difference, and for the partial identity of overlap.
Nor are the idioms of quantification, so long as they
are unrestricted. How could any of these be vague?
What would be the alternatives between which we
haven’t chosen?

The question whether composition takes place
in a given case, whether a given class does or does
not have a mereological sum, can be stated in a part
of language where nothing is vague. Therefore it
cannot have a vague answer. There is such a thing
as the sum, or there isn’t. It cannot be said that,
because the desiderata for composition are satisfied
to a borderline degree, there sort of is and sort of
tsn’t. What is this thing such that it sort of is so,
and sort of isn’t, that there is any such thing? No
restriction on composition can be vague. But unless
it is vague, it cannot fit the intuitive desiderata. So
no restriction on composition can serve the intu-
itions that motivate it. So restriction would be
gratuitous. Composition is unrestricted, and so
there are trans-world individuals.

(To be sure, a ban against trans-world composi-
tion would not itself be a vague restriction, so it
would not fall victim to the argument just given.
But taken by itself it would be unmotivated. To
motivate it, we have to subsume it under a broader
restriction. Which can’t be done, because a well-
motivated broader restriction would be vague.)

Restrict quantifiers, not composition. Vague
existence, speaking unrestrictedly, is unintelligible;
vague existence, speaking restrictedly, is unproble-
matic. Is it so, ignoring things that don’t measure
up to certain standards of unification of their parts,
that this class has a mereological sum? Definitely
yes, if the sum definitely does measure up; defin-
itely no, if it definitely doesn’t; not definitely one
way or the other, if the sum, is a borderline case
with respect to unification. There is a sum, unres-
trictedly speaking, but it can perfectly well be a
vague matter whether this sum falls within a
vaguely restricted domain of quantification. Speak-
ing restrictedly, of course we can have our intu-
itively motivated restrictions on composition. But
not because composition ever fails to take place;
rather, because we sometimes ignore some of all the
things there really are.

We have no name for the mereological sum of
the right half of my left shoe plus the Moon plus
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the sum of all Her Majesty’s ear-rings, except for
the long and clumsy name I just gave it; we have no
predicates under which such entities fall, except for
technical terms like ‘physical object’ (in a special
sense known to some philosophers) or blanket
terms like ‘entity’ and maybe ‘thing’, we seldom
admit it to our domains of restricted quantification.
It is very sensible to ignore such a thing in our
everyday thought and language. But ignoring it
won’t make it go away. And really making it go
away without making too much else go away as well
— that is, holding a theory according to which
classes have mereological sums only when we intu-
itively want them to — turns out not to be feasible.

If unrestricted composition is granted, I can refor-
mulate counterpart theory in terms of trans-world
individuals. This will begin as an exercise in defi-
nition-mongering, nothing more. For the time
being, I shall continue to suppose that ordinary
individuals — we ourselves, and other things we
have ordinary names and predicates and quantified
variables for — never exist at more than one world.
Of course, an ordinary individual will exist accord-
ing to other worlds, thanks to its other-worldly
counterparts. Still, it is a part of one world only,
and neither the whole nor any (particular) part of it
is part of any other world. In short: my usual
doctrines. Only the formulation will change.

(Almost my usual doctrines. For simplicity I
shall impose one extra assumption: that the coun-
terpart relation is symmetric. Also, I shall leave one
assumption in force that I would sometimes be
willing to drop: that nothing is a counterpart of
anything else in its own world. I take both of these
assumptions to be correct for some but not all
reasonable candidate counterpart relations, so that
imposing them amounts to somewhat narrowing
down what the counterpart relation might be, and
thus giving up a little of the built-in flexibility of
counterpart theory.)

As suggested above, let us call an individual
which is wholly part of one world a possible indivi-
dual.'® If a possible individual X is part of a trans-
world individual Y, and X is not a proper part of
any other possible individual that is part of Y, let us
call X a stage of Y. The stages of a trans-world
individual are its maximal possible parts; they are
the intersections of it with the worlds which it
overlaps. It has at most one stage per world, and
it is the mereological sum of its stages. Sometimes
one stage of a trans-world individual will be a
counterpart of another. If all stages of a trans-

world individual Y are counterparts of one another,
let us call Y counterpart-interrelated. If Y is counter-
part-interrelated, and not a proper part of any other
counterpart-interrelated trans-world individual
(i.e., if Y is maximal counterpart-interrelated),
then let us call Y a *-possible individual.

Given any predicate that applies to possible
individuals, we can define a corresponding starred
predicate that applies to *-possible individuals
relative to worlds. A *-possible individual is a
*_man at W iff it has a stage at W that is a man; it
*_wins the presidency at W iff it has a stage at W that
wins the presidencys; it is a *-ordinary individual at
W iff it has a stage at W that is an ordinary indivi-
dual. It *-exists at world W iff it has a stage at W
that exists; likewise it *-exists in its entirery at world
W iff it has a stage at W that exists in its entirety, so
— since any stage at any world does exist in its
entirety — a *-possible individual *-exists in its
entirety at any world where it *-exists at all.
(Even though it does not exist in its entirety at
any world.) It *~is not a trans-world individual at
W iff it has a stage at W that is not a trans-world
individual, so every *-possible individual (although
it is a trans-world individual) also *-is not a trans-
world individual at any world. Tt is a *-possible
individual at W iff it has a stage at W that is a
possible individual, so something is a *-possible
individual simplicizer iff it is a *~possible individual
at every world where it *-exists. Likewise for rela-
tions. One *-possible individual *-kicks another at
world W iff a stage at W of the first kicks a stage at
W of the second; two *-possible individuals are
*_identical at W iff a stage at W of the first is
identical to a stage at W of the second; and so on.

Two further conventions for the starred lan-
guage. I shall often omit ‘at W’ when the world in
question is ours; and [ shall use starred pronouns as
variables over *-possible individuals, saying, as it
might be, that if one *-man *-kicks *-another, then
the *-latter *-kicks *-him back.

To any name of a possible individual, there
corresponds a predicate: ‘Humphrey’ and ‘is Hum-
phrey’, or ‘Socrates’ and ‘Socratizes’. Our schema
for defining starred predicates applies as much to
these predicates as to any other. A *-possible indi-
vidual *-is Humphrey at W iff it has a stage at W
that is Humphrey. If ‘Humphrey’ names our Hum-
phrey and not his other-worldly counterparts, this
means that a *-possible individual *-is Humphrey
iff Humphrey is its stage at the actual world. We
could try defining names for *-possible indivi-
duals, saying for instance that *-Humphrey is the



one that *-is Humphrey. The problem is that, since
Humphrey has twin counterparts at some worlds,
many different possible individuals *-are Hum-
phrey, and so are equally candidates to bear the
name “*-Humphrey’. We can say in the plural that
all of them are *-Humphreys. As for the name in
the singular, let us regard it as ambiguous: its
different disambiguations make it name different
*-Humphreys. But often its ambiguity will not
matter. The *-Humphreys, though different, are
all *-identical at this world. Therefore all or none
of them are *-men at this world, all or none of them
*_win the presidency at this world, and so on. The
things we might say using the starred name in non-
modal contexts will have the same truth-value on
all disambiguations. Such a sentence is true, or is
false, for every way of disambiguating its starred
names. (For short: every way.) For instance it is
true, every way, that *-Humphrey is a *-man. It is
false, every way, that *-Humphrey *-wins.

As for modal contexts, we should note that two
possible individuals are counterparts iff there is
some *-possible individual of which they both are
stages. (Here I use the two simplifying assumptions
I imposed on the counterpart relation.) Then
Humphrey has some other-worldly stage as a coun-
terpart iff, for some way of disambiguating the
starred name (for short: some way) that stage
belongs to *-Humphrey. I would ordinarily say
that Humphrey might have won iff he has some
counterpart who wins; and that he is essentially a
man iff all his counterparts are men. Now I can say,
equivalently, that Humphrey might have won iff,
some way, there is a world where *-Humphrey
*-wins; and he is essentially a man iff, every way,
*-Humphrey is a *-man at every world where *-he
*_exists.

But ‘might have won’ and ‘is essentially a man’
are predicates that apply to possible individuals. So
we can star them: a *-possible individual *-mighs
have won at world W iff it has a stage at W that
might have won; a *-possible individual is *-essen-
nally a man at world W iff it has a stage there that is
essentially a man. Now we can say that *-Hum-
phrey *-might have won iff, some way, there is a
world where *-Humphrey *-wins; and *-Hum-
phrey is *-cssentially a man iff, every way, *-Hum-
phrey is a *-man at every world where *-he *-exists.

We have very little remaining use for the
unstarred predicates and names and pronouns of
ordinary things, since we can use the starred voca-
bulary even when talking entirely about what goes
on at this world.?® At this point somebody — as it
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might be, the long-suffering compositor — might be
heard to suggest a new convention for our lan-
guage, at least when it is used outside the philo-
sophy room: leave off all the stars. Do it: then here
are some doctrines [ take to be true.

Humphrey is a possible individual; he is an
ordinary individual; he is not a trans-world
individual. He exists; he exists at many worlds;
he exists in his entirety at any world where he
exists at all. He is a man; he is essentially 2 man
because, every way, he is a man at every world
where he exists. He lost; but he might have won
because, some way, there is a world where he
wins. Every way, Humphrey is identical to
Humphrey. But, some way, there are some
worlds where Humphrey is not identical to
Humphrey.

I dare say a fan of ‘trans-world identity’ might like
this new theory better than he liked counterpart
theory. That would be a mistake. It is counterpart
theory.?! New terminology is not a new theory.
Saying that a horse’s tail is a leg does not make
five-legged horses. Saying that Humphrey exists in
his entirety at many worlds does not make overlap
of worlds. I told you just what my words were
meant to mean, and I’'m their master, so you
needn’t hope that really they mean something else.

There’s a question whether this fan of trans-
world identity ought to like counterpart theory
any better when he finds out how it can be restated.
Probably not. Sometimes it can indeed enhance the
plausibility of a theory to gain verbal agreement
with what opponents want to say, even at the cost
of a bit of gentle reinterpretation, but in the case at
hand the reinterpretation is much too violent to
buy any plausibility. Further, if what’s wanted is
trans-world identity, I have all along agreed to it in
the uncontroversial sense: Humphrey — he himself,
the whole of him — exists (in his entirety) according
to many worlds. Many worlds represent de re of
him that he exists. They do it by counterparts, but
they do it. This is a less devious way to give the fan
what he says he wants.

So far, counterpart theory reworded, first harm-
lessly and then deceptively. But now someone
might say that I have made one mistake, as follows.
When I worked my way around to the starless
abbreviation of the starred language, I did not
forge a deceptive imitation of our ordinary lan-
guage. Rather, that was our ordinary language. I
returned home and knew the place for the first
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time. We ourselves, and other things that we ord-
inarily name, or classify under predicates, or quan~
tify over, are trans-world individuals unified by
counterpart relations. It is quite wrong to ignore
such things; we would be ignoring, inter alia, our-
selves. If anything, it is the stages that we should
ignore and leave out of our restricted quantifying.

The theory that ordinary things are trans-world
individuals, unified by counterpart relations among
their stages, really is a different theory from mine.
But the difference is limited. There is no disagree-
ment about what there is; there is no disagreement
about the analysis of modality. Rather, there is
extensive semantic disagreement. It is a disagree-
ment about which of the things my opponent and I
both believe in are rightly called persons, or sticks,
or stones.

In his ‘Worlds away’, Quine portrays a form of
modal realism that treats ordinary things as trans-
world individuals, perduring through nonoverlap-
ping worlds in just the way they perdure through
time and space. It isn’t that he advocates such a
view; rather, he takes for granted that this is what
modal realism would be.”? The reason is that he
takes the analogy of time and modality as his guide.
In the case of time we do not think of ourselves as
momentary stages, but rather as trans-time sums of
stages. (I agree.) So we should say the same in the
case of modality. (Why?) But it turns out that the
analogy 1s not so very good after all; the unification
of the sums is much more problematic for modality
than it is for time. (Again I agree.) So much the
worse for modal realism. (No — so much the worse
for following the analogy wherever it may lead.)

Grant me, what is controversial, that we perdure
through time by having distinct temporal stages at
different times; else Quine’s analogy of time and
modality doesn’t even begin. (Then if in addition
we are trans-world individuals, there is a double
summation: we are composed of stages at different
worlds, which stages in turn are composed of stages
at different times within the same world. And of
course those are composed in turn of spatial parts.)
Even so, the unification of the sums would be more
problematic for modality than it is for time, in three
different ways.

(1) The temporal parts of an ordinary thing that
perdures through time are united as much by rela-
tions of causal dependence as by qualitative sim-
ilarity. In fact, both work together: the reason the
thing changes only gradually, for the most part, is

that the way it is at any time depends causally on
the way it was at the time just before, and this
dependence is by and large conservative. However,
there can be no trans-world causation to unite
counterparts. Their unification into a trans-world
individual can only be by similarity.

(2) To the extent that unification by similarity
does enter into perdurance through time, what
matters is not so much the long-range similarity
between separated stages, but rather the linkage of
separated stages by many steps of short-range sim-~
ilarity between close stages in a one-dimensional
ordering. Change is mostly gradual, but not much
limited overall. There is no such one-dimensional
ordering given in the modal case. So any path is as
good as any other; and what’s more, in logical space
anything that can happen does. So linkage by a
chain of short steps is too easy: it will take us
more or less from anywhere to anywhere. There-
fore it must be disregarded; the unification of
trans-world individuals must be a matter of direct
similarity between the stages. (Quine rests his
objection on this point.)

(3) In the case of temporal perdurance, it is
possible to get pathological cases: fission, fusion,
and people who gradually turn into different peo-
ple. These arise when the relation that unites the
stages is intransitive, so that different perduring
people overlap. Then what do we say when a
stage shared between two (or more) people is pres-
ent? Strictly speaking, two people are present there
by way of that one stage, but the fact that there are
two is extrinsic to the time in question. It seems for
all the world that there is only one. We will have to
say something counter-intuitive, but we get a
choice of evils. We could say that there are two
people; or that there is one, but really we’re count-
ing stages rather than people; or that there is one,
and we’re counting people, but we’re not counting
all the people who are present; or that there is one,
and we’re counting people, but we’re not counting
them by identity.?* It really isn’t nice to have to say
any of these things — but after all, we’re talking
about something that doesn’t really ever happen to
people except in science fiction stories and philo-
sophy examples, so is it really so very bad that
peculiar cases have to get described in peculiar
ways? We get by because ordinary cases are not
pathological. But modality is different: pathology is
everywhere. Whenever something in this world has
two counterparts that are not counterparts of each
other, we get two different maximal counterpart-
interrelated trans-world individuals which share a



common stage at this world. That could happen
because the this-worldly stage has twin counter-
parts at some world — and I’d like to know how
anything could ever fail to have twin counterparts
somewhere, except under some very restrictive
notion about what eligible candidates for a counter-
part relation there are. Or it could happen still
more easily that something has two counterparts
at different worlds that are not counterparts of each
other. The counterpart relation is a matter of some
sort of similarity, little differences add up to big
differences, so of course there is intransitivity. So
the modal case will always, or almost always, give
us the same choice of evils about how to count that
the temporal case gives us only in connection with
far-fetched stories. If trans-world individuals are
oddities we mostly ignore, no harm done if we have
puzzles about how to count them from the stand-
point of a world where they share stages. But if they
are said to be ordinary things that we cannot
ignore, then these puzzles are much more obnox-
ious.

These three considerations are general. They apply
against the doctrine that we ourselves are trans-
world individuals, and equally against the doctrine
that sticks and stones are trans-world individuals.
But in the case of ourselves, there is a fourth con-
sideration. Consider the various desires of my vari-
ous temporal stages in this world. They differ, of
course; but there is plenty of common purpose to
it. To some extent, stages want to fulfil the remem-
bered desires of earlier stages: I strive for some-
thing today mainly because I wanted it yesterday.
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That is what it means not to be a quitter. To a
greater extent, stages want to fulfil the foreseen
desires of later stages: that is prudence. It isn’t
quite all for one and one for all, of course — how I
envy my future self who is sending this manuscript
away! — but it is so to a great extent. Even if it is in
the first instance the momentary stages that do the
desiring, still a person perduring through time is
capable of collective self-interest. Not so across
worlds. My this-worldly self has n#o tendency to
make the purposes of its other-worldly counter-
parts its own. Far from wishing good fortune to
all the counterparts alike, what it wants is that it
should be one of the most fortunate among them.
There is no common purpose. The supposed trans-
world person, no matter how well unified by coun-
terpart relations, is not the sort of integrated self
that is capable of self-interest. How could it be, in
view of the absolute lack of causal connection
between its parts, and the non-contingency of its
total allotment of good and ill fortune? It would be
strange and pointless to think of the trans-world
sums in the way we are accustomed to think of
ourselves. That is further reason to set the trans-
world individuals aside as oddities best ignored.

The final, and simplest, reason is that a modal
realism which makes ordinary things out to be
trans-world individuals disagrees gratuitously
with common opinion. After all, not all of us are
modal realists; and those who are not (even the
ersatzers) couldn’t possibly think of ordinary
things as having parts in many worlds. Surely it is
better for modal realists if they can think of people,
sticks, and stones exactly as others do.

Histoire, epistemologie, langage 5 (1983), pp. 69-94.
But I disagree with him at one point. He grants that
I may truly say that Humphrey himself might have
won; but then he insists that if we ask ‘who would
have had the property of winning’, my answer must be
‘not Humphrey, but one of his counterparts’ (p. 81).
Not so. The modal predicate ‘would have had the
property of winning’ is on a par with the modal
predicate ‘might have won’. I can apply either
predicate in one sense to Humphrey, in another
sense to the victorious counterpart. If there is an
objection to be raised, it must be that I can say
unwanted things, not that I cannot say wanted things.
I reply that the unwanted things are not seriously
objectionable in the way the lack of the wanted things
would be.
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Indeed, I think that in this sense, there would be
no impossible individuals. No individual is wholly
distinct from all the worlds; so every individual
is divisible into parts which are parts of worlds.
What of an individual that stands in none of the
external relations that unify worlds? — According to
what 1 said in Plurality, sect. 1.6, it cannot be a
worldmate of anything else; but without world-
mates it can still be a world all on its own. Or, if its
parts are not suitably interrelated, it can divide into
several individuals each of which is a world all on
its own.

I really do mean absolutely unrestricted — for instance,
I see no bar to composition of sets with individuals, or
particulars with universals, or casts with numbers.
But here it will be enough to consider the composition
of particular individuals.

I realize that one can construct a so-called vague
object as a class of precise objects — i.e., objects sim-
pliciter — and then quantify over these classes. I take
that project to be part of an analysis of vagueness in
language, not an alternative to it.

I avoid the convenient phrase ‘world-bound indi-
vidual’ because it often seems to mean an individual
that exists according to one world only, and 1 very
much doubt that there are any such individuals.

At this point, we have something resembling various
systems of quantified modal logic that quantify over
individual concepts: functions from worlds to indivi-
duals. Carnap’s Meaning and Necessity system is of
this kind; but there is more of a resemblance to later
systems that quantify only over certain selected indi-
vidual concepts. See, for instance, Kaplan, ‘Trans-
world heir lines’; Richmond Thomason, ‘Modal logic
and metaphysics’, in Karel Lambert (ed.), The Logical
Way of Doing Things, (New Haven, Conn.: Yale Uni-
versity Press, 1969) (the system Q3); Gibbard, this
volume, ch. 9; and many papers by Hintikka from the
sixties and seventies. If worlds never overlap, then
there is a one-to-one correspondence between my
trans-world individuals and functions from worlds
to parts of themselves. So if those functions were the
only individual concepts we wanted to quantify over,
we might as well replace set-theoretic construction by
mereology. It is sometimes hard to tell how these
systems are meant to be understood — whether ordin-
ary things are supposed to be the world-to-individual
functions or the values of those functions, whether the
worlds or the individuals or both are supposed to be
ersatz.



Counterparts or Double Lives?

21 Plus unrestricted composition, plus two slightly ered in ‘Propositional objects’, in Quine, Ontological
restrictive assumptions on the counterpart relation. Relativity and other Essays (New York: Columbia
22 W. V. Quine, ‘Worlds away’, Journal of Philosophy 73 University Press, 1969), unless it be a subterranean
(1976), pp. 859-63, appears to be about genuine connection by way of Pythagorean reduction and
modal realism. There is no connection with the math~ ontological relativity.
ematical construction of ersatz worlds he had consid- 23 See my ‘Survival and identity’.
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Is the world — and are all possible worlds — con-
stituted by purely qualitative facts, or does thisness
hold a place beside suchness as a fundamental
feature of reality? Some famous philosophers —
Leibniz, Russell, and Ayer, for example — have
believed in a purely qualitative constitution of
things; others, such as Scotus, Kant, and Peirce,
have held to primitive thisness. Recent discussions
of direct, nondescriptive reference to individuals
have brought renewed interest in the idea of pri-
mitive, nonqualitative thisness.

I am inclined to accept primitive thisness, but
for reasons that do not depend very heavily on
recent semantics. In the present essay I will try to
justify my position — but even more to sort out
some issues that are easily and often confused. 1
will begin (in section 1) by trying to elucidate some
terms that will be important in the discussion.
Leibniz will be discussed in section 2 as the arche-
typal believer in a purely qualitative universe. I will
argue that his position is not inconsistent with the
semantics of direct reference, and that proponents
of primitive thisness must attack rather a certain
doctrine of the Identity of Indiscernibles. Two
types of argument against that doctrine will be
analyzed and defended in sections 3 and 4.

Primitive thisness has been associated or even
identified, in recent discussion, with primitive
identity and non-identity of individuals in different
possible worlds." The association is appropriate,
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but the main issue about primitive transworld
identity is quite different from that about primitive
thisness, as will be argued in section 5, where I will
also defend the primitiveness of transworld ident-
ity. The sixth and final section of the paper will be
devoted to some problems about necessary connec-
tions between qualitative propertics and primitive
thisnesses.

1 Thisness and Suchness

Three notions that we will use call for some eluci-
dation at the outset. They are the notions of an
imdividual, of a thisness, and of a purely qualitative
property or (as I shall call it) a suchness.

By “individual” here I mean particulars such as
persons, physical objects, and events. It is assumed
that numbers and universals are not individuals in
this sense, and that particular places and times are
individuals if they have an absolute being and
identity independent of their relation to particular
physical objects and events.

A thisness® is the property of being identical
with a certain particular individual — not the prop-
erty that we all share, of being identical with some
individual or other, but my property of being
identical with me, your property of being identical
with you, etc. These properties have recently been
called “essences,”® but that is historically
unfortunate; for essences have normally been
understood to be constituted by qualitative proper-
ties, and we are entertaining the possibility of non-
qualitative thisnesses. In defining “‘thisness” as 1



have, I do not mean to deny that universals have
analogous propertics — for example, the property of
being identical with the quality red. But since we
are concerned here principally with the question
whether the identity and distinctness of individuals
is purely qualitative or not, it is useful to reserve
the term “thisness” for the identities of individuals.

It may be controversial to speak of a “property”
of being identical with me. I want the word “‘prop-
erty” to carry as light a metaphysical load here as
possible. “Thisness” is intended to be a synonym
or translation of the traditional term ‘‘haecceity”
(in Latin, Aaecceitas), which so far as I know was
invented by Duns Scotus. Like many medieval
philosophers, Scotus regarded properties as com-
ponents of the things that have them. He intro-
duced haecceities (thisness), accordingly, as a
special sort of metaphysical component of indivi-
duals.” T am not proposing to revive this aspect of
his conception of a haecceity, because I am not
committed to regarding properties as components
of individuals. To deny that thisnesses are purely
qualitative is not necessarily to postulate “bare
particulars,” substrata without qualities of their
own, which would be what was left of the indivi~
dual when all its qualitative properties were sub-
tracted. Conversely, to hold that thisnesses are
purely qualitative is not to imply that individuals
are nothing but bundles of qualities, for qualities
may not be components of individuals at all.

We could probably conduct our investigation, in
somewhat different terms, - without referring to
thisnesses as properties; but the concept of a such-
ness is not so dispensable. Without the distinction
between the qualitative and the nonqualitative, the
subject of this paper does not exist. I believe the
concept, and the distinction, can be made clear
enough to work with, though not, I fear, clear
enough to place them above suspicion.

We might try to capture the idea by saying that a
property is purely qualitative — a suchness — if and
only if it could be expressed, in a language suffi-
ciently rich, without the aid of such referential
devices as proper names, proper adjectives and
verbs (such as “Leibnizian” and ‘“‘pegasizes”),
indexical expressions, and referential uses of defi-
nite descriptions. That seems substantially right,
but may be suspected of circularity, on the ground
that the distinction between qualitative and non-
qualitative might be prior to the notions of some of
those referential devices. I doubt that it really is
circular, in view of the separation between seman-
tical and metaphysical issues for which I shall argue
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in section 2; but it would take us too far afield to
pursue the issue of circularity here.

There is another and possibly more illuminating
approach to the definition of “suchness”. All the
properties that are, in certain senses, general (cap-
able of being possessed by different individuals)
and nonrelational are suchnesses. More precisely,
let us say that a basic suchness is a property that
satisfies the following three conditions. (1) It is not
a thisness and is not equivalent to one. (2) Itisnota
property of being related in one way or another to
one or more particular individuals (or to their
thisnesses). This is not to deny that some basic
suchnesses are in a sense relational (and thus do
not fall in the Aristotelian category of Quality,
though they count as “purely qualitative” for pres-
ent purposes). An example may help to clarify this.
The property of owning the house at 1011 Rose
Avenue, Ann Arbor, Michigan, is not a basic such-
ness, although several different individuals have
had it, because it involves the thisness of that
particular house. But the property of being a
home-owner is a basic suchness, although rela-
tional, because having it does not depend on
which particular home one owns. (3) A basic such-
ness is not a property of being identical with or
related in one way or another to an extensionally
defined set that has an individual among its mem-
bers, or among its members’ members, or among
its members’ members’ members, etc. Thus, if
being an American is to be analyzed as a relation
to a set of actual people and places, it is not a basic
suchness.

These three conditions may be taken as jointly
sufficient for being a suchness, but it is not clear
that they are also necessary for being a suchness.
For it seems intuitively that any property that is
constructed by certain operations out of purely
qualitative properties must itself be purely
qualitative. The operations I have in mind for the
construction are of two sorts. (1) They may be
logical, such as those expressed by “not”, “or”,
and [(3x)¢( , x)], where the property ascribed to
x by [(Zy)e(y,x)] is a basic suchness or con-
structed by allowed operations out of basic such-
nesses. Or (2) they may be epistemic, such as those
expressed by [ believes that p| and | wishes that ],
where p is a proposition constructed, by allowed
operations, solely out of basic suchnesses. So if
your thisness, or a property equivalent to the prop-
erty of being (identical with) you, could be con-
structed in these ways as a complex of basic
suchnesses, it would seem intuitively to be a
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suchness, although (by definition) it is not a basic
suchness. Indeed, as we shall see, this is precisely
the way in which Leibniz attempts to account for
individuality in a purely qualitative universe.

So as not to beg the question against him, let us
define a suchness as a property that is either a basic
suchness or constructed out of basic suchnesses in
such a way as I have indicated. This recursive
definition of “suchness” seems to me to capture
the notion I want to discuss; but it depends on
notions of property construction and of being a
relation to a particular individual which may them-
selves be somewhat unclear or otherwise debatable.
In any event, [ am prepared to accept the notion of
a suchness, and related notions of qualitativeness of
facts, similarities, differences, etc., as primitive if
they cannot be satisfactorily defined. Some philo-
sophers may entirely reject this distinction between
the qualitative and the nonqualitative, or may
doubt that there are any properties that really
ought to count as suchnesses under it. We shall
not be concerned here with these doubts, but rather
with what can be said, within the framework of the
distinction, against those philosophers who think
that all properties are suchnesses and all facts
purely qualitative.

2 The Leibnizian Position

Leibniz held, as I have suggested, that the thisness
of each particular individual #s a suchness. “Singu-
lars,” he said, “are in fact infimae species,” the
lowest or final species, the most specific members
of the system of kinds. In this, as he sometimes
remarked, he was extending to all individuals the
doctrine of Thomas Aquinas about angels, that
each one constitutes a separate species.’

The idea behind this claim is fairly simple,
though the structure it postulates for thisnesses is
infinitely complex. According to Leibniz, the
terms of all propositions, at least as they are appre-
hended by the omniscience of God, are analyzable
into simple, purely qualitative concepts. The con-
struction of complex concepts out of simple ones is
by logical operations; Leibniz thinks principally of
conjunction and negation. The concept of an indi-
vidual, which as we may put it expresses the prop-
erty of being that individual, differs from more
general concepts in being complete.® What makes a
thing an individual, in other words, is that, in the
logical construction of its concept, differentia is
added to differentia until a concept is reached so

specific that no new content can consistently be
added to it.

Leibniz expresses this notion of completeness by
saying that the concept of an individual implies
every predicate of the individual. He inferred,
notoriously, that alternative careers cannot be pos-
sible for the same individual. If a man never mar-
ries, for example, the concept of him must contain
the predicate of never marrying, and so it would
have been contradictory for him to have married.” I
see no need to incorporate this implausible thesis in
the theory of purely qualitative thisnesses. For if
God can form complete concepts in the way that
Leibniz supposes, he can also form the concept of a
being that satisfies either one or another or
another . . . of them.? If individuals are defined by
disjunctive concepts of the latter sort, there are
alternative careers, in different possible worlds,
that they could have had. And if Leibnizian com-
plete concepts are purely qualitative, so are dis-
junctions of them. The completeness of
individual concepts, at least in the form actually
maintained by Leibniz, is therefore not to be
regarded as an integral part of the “Leibnizian
position” under discussion here.

If we want an up-to-date argument for primitive,
nonqualitative thisnesses, we may be tempted to
seek it in the semantics of direct reference. Several
philosophers have made a persuasive case for the
view that we often succeed in referring to a part-
icular individual without knowing any clearly qua-
litative property, or even any disjunction of such
properties, that a thing must possess in order to be
that individual. Such direct reference is commonly
effected by the use of proper names and indexical
expressions, and sometimes by what has been
called the “referential” use of descriptions.” If
these claims are correct (as I believe they are),
doesn’t it follow that thisnesses are primitive and
nonqualitative?

Yes and no. It follows that thisnesses are semani-
tcally primitive — that is, that we can express them
(and know that we express them) without under-
standing each thisness (the property of being this
or that individual) in terms of some other property
or properties, better known to us, into which it
can be analyzed or with which it is equivalent.
But it does not follow that thisnesses are not ana-
lyzable into, equivalent with, or even identical
with, purely qualitative properties or suchnesses,
as claimed by Leibniz. Thus it does not follow
that we are entitled to say that thisnesses are meta-
physically primitive in the sense that interests



us here, or (more precisely) that they are non-
qualitative.

For Leibniz could certainly accept direct refer-
ence without giving up his conception of thisnesses
as qualitative properties. All he must say is that we
can refer to individuals, and thus express their
thisnesses, without understanding the analyses
that show the thisnesses to be qualitative. And
that he believed in any case. On his view the com-
plete, definitive concept of an individual is infin-
itely complex and, therefore, cannot be distinctly
apprehended by any finite mind, but only by
God. Hence we must refer to the concept of the
individual by reference to the individual (as “the
individual notion or haecceity of Alexander,”™ for
example), rather than referring to the individual as
the one who satisfies the concept.

We may rely intuitively on direct reference in
arguing for nonqualitative thisnesses, but the issue
of direct reference is not the center of our meta-
physical inquiry. The purely qualitative concep-
tion of individuality stands or falls, rather, with a
certain doctrine of the Identity of Indiscernibles.

The Identity of Indiscernibles might be defined,
in versions of increasing strength, as the doctrine
that no two distinct individuals can share (1) all
their properties, or (2) all their suchnesses, or (3) all
their nonrelational suchnesses. Leibniz takes no
pains to distinguish these three doctrines, because
he holds all of them; but it is only the second that
concerns us here. The first is utterly trivial. If
thisnesses are properties, of course two distinct
individuals, Castor and Pollux, cannot have all
their properties in common. For Castor must
have the properties of being identical with Castor
and not being identical with Pollux, which Pollux
cannot share.'! The third doctrine, rejecting the
possibility of individuals differing in relational
suchnesses alone, is a most interesting thesis, but
much more than needs to be claimed in holding
that reality must be purely qualitative. Let us
therefore here reserve the title “Identity of Indis-
cernibles” for the doctrine that any two distinct
individuals must differ in some suchness, either
relational or nonrelational.

I say, the doctrine that they must so differ. Leib-
niz commonly states this principle, and the stron-
ger principle about relations, in the language of
necessity. And well he might; for he derives them
from his theory of the nature of an individual
substance, and ultimately from his conception of
the nature of truth, which he surely regarded as
absolutely necessary.'? He was not perfectly con-
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sistent about this. He seemed to admit to Clarke
that there could have been two perfectly indiscern-
ible things. But, as Clarke remarked, some of Leib-
niz’s arguments require the claim of necessity."
And it is only if necessity is claimed, that philoso-
phically interesting objections can be raised to the
Identity of Indiscernibles. For surely we have no
reason to believe that there actually are distinct
individuals that share all their qualitative proper-
ties, relational as well as nonrelational.

Here we are concerned with the necessary con-
nection between the Identity of Indiscernibles, in
the sense I have picked out, and Leibniz’s concep-
tion of thisnesses as suchnesses. If individuals are
infimae species, then “the principle of individuation
is always some specific difference”;!* individuals
must be distinguished by their suchnesses. Con-
versely, the clearest way of proving the distinctness
of two properties is usually to find a possible case in
which one would be exemplified without the other.
In order to establish the distinctness of thisnesses
from all suchnesses, therefore, one might try to
exhibit possible cases in which two things would
possess all the same suchnesses, but with different
thisnesses. That is, one might seek counter-
examples to refute the Identity of Indiscernibles.

Indeed a refutation of that doctrine is precisely
what is required for the defense of nonqualitative
thisnesses. For suppose the Identity of Indiscern-
ibles is true. And suppose further, as Leibniz did
and as believers in the doctrine may be expected to
suppose, that it is true of possible worlds as well as
of individuals, so that no two possible worlds are
exactly alike in all qualitative respects. Then for
each possible individual there will be a suchness of
the disjunctive form:

having suchnesses .S,; in a world that has such-
nesses S,i, 0r

having suchnesses .S;; in a world that has such-
nesses S.2, or. ..

which that individual will possess in every world in
which it occurs, and which no other individual will
possess in any possible world." This suchness will,
therefore, be necessarily equivalent to the property
of being that individual, and, since there will be
such a suchness for every individual, it follows that
every individual’s thisness will be equivalent to a
suchness.

Perhaps it does not follow immediately that
every possible individual’s thisness will be a
suchness. If being an even prime and being the
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successor of 1 may be distinct though necessarily
equivalent properties, some thisness and some
suchness might also be distinct though necessarily
equivalent. But if every thisness must be necessa-
rily equivalent to a suchness, it will be hard to show
that thisnesses distinct from suchnesses cannot be
dispensed with, or that possible worlds cannot all
be constituted purely qualitatively.

On the other hand, if it is possible for there to be
distinct but qualitatively indiscernible individuals,
it is possible for there to be individuals whose
thisnesses are both distinct from all suchnesses
and necessarily equivalent to no suchness. And in
that case there is some point to distinguishing the
thisnesses of individuals systematically from their
suchnesses. For it is plausible to suppose that the
structure of individuality is sufficiently similar in
all cases that, if in some possible cases thisnesses
would be distinct from all suchnesses, then this-
nesses are universally distinct from suchnesses —
even if some thisnesses (including, for all we know,
those of all actual individuals) are necessarily
equivalent to some suchnesses.

3 The Dispersal Arguments against the
Identity of Indiscernibles

The standard argument against the Identity of
Indiscernibles, going back at least to Kant,'® is
from spatial dispersal. Max Black’s version'” is
fairly well known. We are to imagine a universe
consisting solely of two large, solid globes of iron.
They always have been, are, and always will be
exactly similar in shape (perfectly spherical), size,
chemical composition, color — in short, in every
qualitative respect. They even share all their rela-
tional suchnesses; for example, each of them has the
property of being two diameters from another iron
globe similar to itself. Such a universe seems to be
logically possible; hence it is concluded that there
could be two qualitatively indiscernible things and
that the Identity of Indiscernibles is false.

Similar arguments may be devised using much
more complicated imaginary universes, which may
have language-users in them. Such universes may
be perfectly symmetrical about a central point, line,
or plane, throughout their history. Or they may
always repeat themselves to infinity in every direc-
tion, like a monstrous three-dimensional wallpaper
pattern.

The reason that is assumed to show that the
indiscernibles in these imaginary universes are

not identical is not that they have different proper-
ties, but that they are spatially dispersed, spatially
distant from one another. The axiom about identity
that is used here is not that the same thing cannot
both have and lack the same property, but that the
same thing cannot be in two places at once — that is,
cannot be spatially distant from itself,'®

An argument for the possibility of non-identical
indiscernibles, very similar to the argument from
spatial dispersal, and as good, can also be given
from temporal dispersal. For it seems that there
could be a perfectly cyclical universe in which
each event was preceded and followed by infinitely
many other events qualitatively indiscernible from
itself. Thus there would be distinct but indiscern-
ible events, separated by temporal rather than spa-
tial distances. And depending on our criteria of
transtemporal identity, it might also be argued
that there would be indiscernible persons and phy-
sical objects, similarly separated by temporal dis-
tances.

In a recent interesting article Ian Hacking argues
that “it is vain to contemplate possible spatiotem-
poral worlds to refute or establish the identity of
indiscernibles.”"” He holds that

Whatever God might create, we are clever
enough to describe it in such a way that the
identity of indiscernibles is preserved. This is a
fact not about God but about description,
space, time, and the laws that we ascribe to

nature.zo

The dichotomy between what God might create
and our descriptions is important here. Hacking
allows that there are consistent descriptions of
non-identical indiscernibles and that there are pos-
sible states of affairs in which those descriptions
would not exactly be false. On the other hand, he
thinks that those same possible states of affairs
could just as truly (not more truly, but just as
truly) be described as containing only one thing
in place of each of the sets of indiscernibles. The
two descriptions are very different, but there is no
difference at all in the possible reality that they
represent. Thus Hacking is not exactly asserting
the Identity of Indiscernibles. But his rejection of
primitive, nonqualitative thisness runs at least as
deep as Leibniz’s. He thinks that there cannot be
any objective fact of the matter about how many
individuals are present in the cases that seem to be
counterexamples to the Identity of Indiscernibles.
And on his view the constitution of reality, of what



“God might create,” as distinct from our descrip-
tions of it, 1s purely qualitative.

Hacking’s criticisms are directed against both
the spatial- and the temporal-dispersal arguments
for the possibility of non-identical indiscernibles.
The most telling point he makes against them is
that they overlook the possibility of alternative
geometries and chronometries. If we have a space
or time that is curved, then an individual can be
spatially or temporally distant from itself, and dis-
tance does not prove distinctness. Hacking makes
this point most explicitly about time,?! but he
could also use it to criticize the spatial argument,
as follows: ‘“The most that God could create of the
world imagined by Black is a globe of iron, having
internal qualities Q, which can be reached by tra-
veling two diameters in a straight line from a globe
of iron having qualities Q. This possible reality can
be described as two globes in Euclidean space, or as
a single globe in a non-Euclidean space so tightly
curved that the globe can be reached by traveling
two diameters in a straight line from itself. But the
difference between these descriptions represents
no difference in the way things could really be.”

There are at least two possible replies to Hack-
ing. (1) He acknowledges that if ““absolute space-
time” is accepted, the spatial and temporal disper-
sal arguments are quite successful in refuting the
Identity of Indiscernibles. But to hold, as he seems
t0,? that no weaker assumption would vindicate
the arguments is to demand more than is needed.
The dispersal arguments hold up very well even if
places and times are defined in terms of relations of
objects, provided that certain spatiotemporal rela-
tional properties of objects are accepted as primi-
tive. For example, if it is a primitive feature of a
possible reality that an iron globe such as Black
describes can be reached by traveling some distance
in one direction on a Euclidean straight line from
an exactly similar globe, then non-identical indis-
cernibles are possible in reality and not just in
description.

In order to reply to Hacking in this way, one
must assume that a difference in geometries makes,
in its own right, a difference in possible worlds, so
the same paths in the same universe could not be
described, without error, both as FEuclidean
straight paths and as non-Euclidean straight
paths. One must assume that facts about what
geometry the universe has are not reducible to
facts about what laws of nature best explain other,
more primitive facts about objects in space; in
particular, one must assume that what geometry
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the universe has does not depend on a determina-
tion of the number of objects in space. Some phi-
losophers may accept these assumptions, and I do
not have any better than intuitive grounds for
rejecting them. Like Hacking, nonetheless, I am
inclined to reject them.

(2) The most obvious and fundamental differ-
ence between Black’s imaginary Euclidean (or
gently Riemannian) two-globe universe and its
tightly curved one-globe counterpart seems to be
that in one of them there are two iron globes, and in
the other only one. Why can’t that be a difference
between possible realities in its own right? Indeed,
I think it is extremely plausible to regard it s0.?

To give this answer, of course, is to hold that the
thisnesses of the two globes are metaphysically
primitive. The function of the imaginary spatio-
temporal world here is not to show how individual
distinctness can be explained by spatiotemporal
relations; no such explanation is needed if this-
nesses are metaphysically primitive. The imaginary
world simply provides an example in which it
seems intuitively that two individuals would be
distinct although it is clear that they would have
all the same suchnesses.

The intuition involved here is akin to those
which support belief in direct reference. This will
be clearer if we imagine that we are on one of the
two globes, with indiscernible twins on the other,
so that the use of demonstratives will be possible.
Then we can appeal to the intuition that it means
something, which we understand quite well and
which if true expresses a metaphysical reality, to
say that this globe is not identical with that one,
even in a situation in which we are not able to
distinguish them qualitatively. But the argument
goes beyond direct reference in one important
respect: it incorporates a judgment that the asser-
tion of individual distinctness is not only intelligi-
ble independently of qualitative difference, but also
consistent with the assumption that there is no
qualitative difference.

4 Arguments from the Possibility of
Almost Indiscernible Twins

We may just have an intuition that there could be
distinct, though indiscernible, globes in these cir-
cumstances. But there may also be an argument for
this view — which will depend in turn on other
intuitions, like all arguments in these matters.
The argument might rest on an intuition that the
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possibility of there being two objects in a given
spatiotemporal relation to each other is not affected
by any slight changes in such features as the color
or chemical composition of one or both objects.?* If
we accept that intuition, we can infer the possibility
of indiscernible twins from the uncontroversial
possibility of almost indiscernible twins. No one
doubts that there could be a universe like the uni-
verse of our example in other respects, if one of the
two globes had a small chemical impurity that the
other lacked. Surely, we may think, the absence of
the impurity would not make such a universe
impossible.

Spatiotemporal dispersal still plays a part in this
argument. But one can argue against the Identity of
Indiscernibles from the possibility of almost indis-
cernible twins in quite a different way, using an
example that has to do primarily with minds rather
than with bodies. Suppose I have an almost indis-
cernible twin. The only qualitative difference
between him and me, and hence between his part
of the universe and mine, is that on one night of our
lives (when we are 27 years old) the fire-breathing
dragon that pursues me in my nightmare has ten
horns, whereas the monster in his dream has only
seven. I assume that the number of horns is little
noted nor long remembered, and that any other,
causally associated differences between his and my
lives and parts of the world are slight and quite
local. No doubt there is a possible world (call it w)
in which there are almost indiscernible twins of this
sort; it is only an expository convenience to assume
that I am one of them and that w is actual. But if
such a world is even possible, it seems to follow that
a world with perfectly indiscernible twins is also
possible. For surely I could have existed, and so
could my twin, if my monster had had only seven
horns, like his. And that could have been even if
there were no other difference from the lives we
live in w, except in the details causally connected
with the number of horns in my dream. In that case
we would have been distinct but qualitatively indis-
cernible — a relation which seems therefore to be
logically possible.

Several points in this argument call for further
mention or explanation. (1) The non-identity
obtaining between me and my twin in » is proved
by a qualitative difference between us there. (2)
The argument depends on an intuition of trans-
world identity — that in a possible world (call it »),
otherwise like w, but in which my dragon has only
seven horns, there could exist an individual ident-
ical with me and an individual identical with my

twin, even though we would not be qualitatively
different in that case. (3) The transitivity of ident-
ity is relied on in arguing that since my twin and I
are not identical in w» (as shown by the difference in
our suchnesses there), it follows that we are not
identical in any possible world, and therefore are
distinct in #/, if we both exist in it.

(4) Because differences in modal properties can
be purely qualitative, the conclusion that my twin
and I would be qualitatively indiscernible in »'
depends, additionally, on the assumption that in
»' he as well as I would be a person who could have
dreamed of a ten-horned monster in the circum-
stances in which I did in ». In other words, it is
assumed that if w and »’ are possible, so is a world
»" just like w except that in »” it is my twin’s beast
that has ten horns and mine that has seven. (More
precisely, it is assumed that » and »” would be
equally possible if »' were actual.) The implica-
tions of the supposition that there are possible
worlds that differ, as » and »” do, only by a
transposition of individuals will be studied further
in section 5 below.

(5) But we may notice here a consideration about
time that seems to me to support assumptions (2)
and (4). The mutual distinctness of two individual
persons already existing cannot depend on some-
thing that has not yet happened. The identity and
non-identity of most individuals, and surely of
persons, are conceived of as determined, at any
time of their existence, by their past and present.
This is doubtless connected with the importance
that origins seem to have in questions of transworld
identity. Consider the state of » when my twin and
I are 22, five years before the distinctive dreams.
We are already distinct from each other, though
nothing has yet happened to distinguish us
qualitatively. I think it follows that our mutual
distinctness 1s independent of the qualitative dif-
ference arising from our later dreams. We would be
distinct, therefore, even if our dreams did not differ
at age 27 — that is, even if we were perfectly indis-
cernible qualitatively, as we would be in »'. More-
over, since my twin and I have our identities
already established by age 22, which of us is
which cannot depend on which has which dream
five years later; it is possible that the seven-horned
monster trouble my sleep, and the ten-horned his,
when we are 27, as in »”. This argument depends,
of course, on the assumption that in » my twin and
I have histories that differ qualitatively during a
certain period after we are 22, but not before then.
It follows that w is not completely deterministic,



but that does not keep » from being at least logi-
cally possible.25

5 Primitive Trans-world Identity

Issues of modality de re turn on identity questions.
To say that a certain individual is only contingently
a parent, but necessarily an animal, for example, is
to say that there could have been a nonparent, but
not a non-animal, that would have been the same
individual as that one. It has become customary,
and has been at least heuristically helpful, to
represent such identities as identities of individuals
in different possible worlds — “transworld identi-
ties” for short — although (as we have just seen)
modal claims de re can be understood as identity
claims even without the imagery of possible worlds.
Whether modality de re really adds anything
important to the stock of modal facts depends, 1
think, on whether there are transworld identities or
non-identities, and if so, whether they are primit-
ive or are rather to be analyzed in terms of some
more fundamental relation(s) among possible
worlds. T will try to show here that, if we are
prepared to accept nonqualitative thisnesses, we
have a very plausible argument for primitive trans-
world identities and non-identities.

It might be thought, indeed, that we would have
a more than plausible argument — that if, by refut-
ing the Identity of Indiscernibles, we can show that
thisnesses are metaphysically primitive, it will fol-
low trivially that transworld identity of individuals
is also primitive. For the property of being ident-
ical with (for example) Aristotle is the same prop-
erty in every possible world in which it occurs.
Hence it cannot be distinct from all suchnesses
when possessed by a famous philosopher in the
actual world if it is identical with a suchness when
possessed by one of Alexander the Great’s tax
collectors in some other possible world.

This argument is correct insofar as it makes the
point that the thisness or identity of a particular
individual is nonqualitative either at all places,
times, and possible worlds at which it occurs, or
at none of them. By the same token, however, there
is nothing special about transworld identity in this
connection. But the issue on which I wish to focus
here is specifically about the primitiveness of rrans-
world identities. It therefore cannot be the issue of
whether they are purely qualitative.

When we ask about the primitiveness of a kind of
identity, we typically want to know, about a certain
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range of cases, whether the belonging of two prop-
erties to a single subject can be explained as con-
sisting in other, more basic relations obtaining
between distinct subjects of the same or related
properties.26 Thus Aristotle is the subject of the
diverse properties expressed by “is a philosopher”
and “could have been a tax collector”. In asking
whether the identity of the actual philosopher with
the possible tax collector is primitive, we want to
know whether it consists in some more fundamen-
tal relation between Aristotle’s actual career and a
career in which he would have been a tax collector.
This issue is quite distinct from that of the quali-
tative or nonqualitative character of Aristotle’s
identity, in the same or in different worlds, as
may be seen by reflecting on some other sorts of
identity.

The claim that there are nonqualitative this-
nesses does not clearly entail that transtemporal
identity, for example, is primitive. For suppose
there are two persisting individuals, Indi and
Scerni, acknowledged to be qualitatively indiscern-
ible, and therefore to possess nonqualitative this-
nesses. It is not obvious that the identity of Indi at
time ¢; with Indi at time 7, (or the belonging of
Indi’s #; states and 7, states to a single individual)
cannot be explained as consisting in other, more
basic relations among successive events or states or
stages of Indi, without presupposing the transtem-
poral identity of any individual. Perhaps this can be
done in terms of spatiotemporal continuity or
memory links or causal connections or some other
relation. The property of being Indi at any given
time would still not be equivalent to any suchness.
It could be analyzed in terms of the more basic
relations among Indi’s temporal stages. But the
distinctness of those stages from the corresponding
stages of Scerni would still be irreducibly nonqua-
litative, and this nonqualitative character would be
passed on to the property of being Indi (at any
time). The transtemporal aspect of Indi’s identity,
however, would not be indispensably primitive. In
the present state of philosophical research it is
probably unclear whether any transtemporal ident-
ity is indeed primitive; my point here is just that
the thesis of the nonqualitativeness of thisnesses
can be separated from that of the primitiveness of
transtemporal identity.

If, to complete the separation of issues, we seek
an example of a philosopher who is committed,
with apparent consistency, both to the purely qua-
litative character of all thisnesses and to the primit-
iveness of some sort of individual identity, we can
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find it in Leibniz. He regards thisnesses as con-
junctions of simpler, logically independent such-
nesses. That the combination of properties is
effected by the logical operation of conjunction is
an essential part of his conceptual atomism. He
assumes that there are some cases in which the
instantiation of a conjunction of properties cannot
be analyzed as consisting in any more fundamental
fact. But if it is a primitive fact that the property F
and G is instantiated, the identity of some possessor
of F with a possessor of G must also be primitive,
rather than analyzable as consisting in some more
basic relation obtaining between distinct possessors
of F and of G or related properties. The primitive-
ness of identity in such cases is in no way incon-
sistent with Leibniz’s opinion that thisnesses are
suchnesses; it is indeed required by the way in
which he thinks thisnesses are constructed out of
simpler suchnesses.

The primitive identities for Leibniz would prob-
ably not be transtemporal, and would certainly not
be transworld. But no distance in space, time, or
“logical space” is needed for questions of identity.
Suppose one of Aristotle’s momentary perceptual
states includes both tasting an olive and hearing a
bird sing. In this supposition it is implied, and not
yet explained by any more basic relation, that some
individual that is tasting an olive is identical with
one that is hearing a bird sing. And it seems that
this sort of identity (identity of the individual sub~
ject of simultaneous qualities) could be primitive in
a purely qualitative construction of reality.

So questions of the primitiveness of identity
relations are in general distinct from the question
of the qualitativeness or nonqualitativeness of this-
nesses. But, in the case of transworld identity in
particular, I think that primitive identities are
much more plausible if nonqualitative thisnesses
are accepted than if they are rejected. Suppose, on
the one hand, that all thisnesses are purely qualitat-
ive. Then the thisness of any individual can be
constructed as a disjunction of suchnesses, each
suchness representing one possible career of the
individual (as explained in section 2 above). It
seems quite possible that in every case the grouping
of disjuncts as alternative careers of a single indi-
vidual could be explained by general principles
about transworld identity of one or another kind
of individuals, and the transworld identity of the
particular individual could be analyzed as consist-
ing in the satisfaction of the general principles by
the relevant disjuncts. And if there should be bor-
derline cases, in which the issue of transworld

identity is not settled by general principles, one
might well conclude that transworld identity or
non-identity is undefined, rather than primitive,
in those cases.

If, on the other hand, we reject the Identity of
Indiscernibles in favor of nonqualitative thisnesses,
it will not be hard to find examples that will pro-
vide support of great intuitive plausibility for prim-
itive transworld identities and non-identities.
Consider, again, a possible world w; in which
there are two qualitatively indiscernible globes;
call them Castor and Pollux.”” Being indiscernible,
they have of course the same duration; in »; both of
them have always existed and always will exist. But
it seems perfectly possible, logically and metaphy-
sically, that either or both of them cease to exist.
Let », then, be a possible world just like » up to a
certain time ¢ at which in w; Castor ceases to exist
while Pollux goes on forever; and let w; be a pos-
sible world just like »;, except that in w3 it is Pollux
that ceases to exist at  while Castor goes on forever.
That the difference between m; and w3 is real, and
could be important, becomes vividly clear if we
consider that, from the point of view of a person
living on Castor before ¢ in »; and having (of
course) an indiscernible twin on Pollux, it can be
seen as the difference between being annihilated
and somebody else being annihilated instead. But
there is no qualitative difference between »; and
w3. And there are no qualitative necessary and
sufficient conditions for the transworld identity or
non-identity of Castor and Pollux; for every qualit-
ative condition satisfied by Castor in w; is satisfied
by Pollux in w; and vice versa. 2

A similar example can be constructed for trans-
world identity of events. Suppose all that happens
in w is that Castor and Pollux approach and recede
from each other in an infinite series of indiscernible
pulsations of the universe. In w their pulsations go
on forever, but they might not have. For every pair
of them there is surely a possible world in which
one member of the pair is the last pulsation, and a
different possible world in which the other is the
last pulsation. But there is no qualitative difference
between these possible worlds; each contains the
same number (Ny the first infinite number) of
exactly similar pulsations. There are therefore no
qualitative necessary and sufficient conditions for
the transworld identities and non-identities of the
events in these possible worlds.

Any case of this sort, in which two possible
worlds differ in the transworld identities of their
individuals but not in their suchnesses, provides us



at once with a clearer proof of a primitive trans-
world identity than has yet been found for a primit-
ive transtemporal identity.”” For the geometrical,
topological, psychological, and causal relations out
of which philosophers have hoped to construct
transtemporal identity do not obtain among the
alternative possible careers of an individual. ‘Logi-
cal space’ is not a space to which the concepts of
physical space apply literally. There is no causal
interaction between different possible worlds. One
cannot remember events in another possible world
in the same sense in which one’s memory of
events in the actual past might be important to
personal identity. The most important transworld
relations of individuals, which seem to be the
foundation of all their other transworld relations,
are qualitative similarity — which cannot explain
different transworld identities in worlds that are
qualitatively indiscernible — and identity itself. One
might try to analyze the transworld identity of an
individual in terms of qualitative similarities plus
having the same parts, or the same parents; but
then the transworld identity of some individuals
(the parts or the parents) is presupposed. If the
Identity of Indiscernibles is rejected, there seems
to be no plausible way of analyzing transworld
identity and non-identity in general in terms of
other, more basic relations.

6 Thisness and Necessity

I have argued that there are possible cases in which
no purely qualitative conditions would be both
necessary and sufficient for possessing a given this-
ness. It may be thought that this is too cautious a
conclusion — that if thisnesses are nonqualitative,
there cannot be any qualitative necessary condi-
tions at all for possessing them. The following
argument could be given for this view.

Let T be a thisness, and let .S be a suchness.
Many philosophers have believed that all necessary
truths are analytic, in the sense that they are either
truths of formal logic or derivable by valid logical
rules from correct analyses of concepts or proper-
ties. This may be regarded as a broadly Leibnizian
conception of necessity. Suppose it is right; and
suppose that thisnesses are irreducibly nonqualitat-
ive. We may well wonder, then, how it could be a
necessary truth that whatever has 7 has S. For it is
surely not a truth of formal logic. And suchnesses
are not analyzable in terms of thisnesses; so if
thisnesses are not analyzable in terms of such-
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nesses, how can any connection between 7 and S
fail to be synthetic?

The conclusion, that there cannot be any purely
qualitative necessary condition for the possession
of any given thisness, is absurd, however. It implies
that you and I, for example, could have been indi-
viduals of any sort whatever — plutonium atoms,
noises, football games, places, or times, if those are
all individuals.*® If we cannot trust our intuition
that we could not have been any of those things,
then it is probably a waste of time to study de re
modalities at all. If there are any transworld ident-
ities and non-identities, there are necessary con-~
nections between thisnesses and some suchnesses.

But it is difficult to understand what makes these
connections necessary; and that difficulty has
doubtless motivated some philosophical doubts
about de re modality.*! Those who accept nonqua-
litative thisnesses but cling to the dogma that all
necessary truths are analytic in the sense explained
above may suppose that every nonqualitative this-
ness that is necessarily connected with suchnesses
is analyzable as a conjunction of some or all of the
suchnesses it implies, plus a relation to one or more
particular individuals of some more fundamental
sort. Either the latter individuals (or others still
more basic to which one would come by recursive
applications of the view) would have no qualitative
necessary conditions of their identity at all, or there
would be an infinite regress (perhaps virtuous) of
thisnesses analyzable in terms of more fundamental
thisnesses. Neither alternative seems particularly
plausible.

It is better to abandon the identification of
necessity with analyticity and suppose that neces-
sities de re are commonly synthetic. Perhaps the
best answer that can be given to the question, What
makes it necessary that Jimmy Carter (for example)
is not a musical performance? is this: It is a fact,
which we understand very well to be true, though
not analytic, that Jimmy Carter is a person. And
there are necessary conditions of intra- and trans-
world identity which follow (analytically, indeed)
from the concept or property of being a person and
which entail that no individual that is in fact a
person could under any circumstances be 2 musical
performance.

There are many notoriously perplexing ques-
tions about what suchnesses belong necessarily to
which individuals. “Could Cleopatra have been
male?” “Could I (who am blue-eyed) have been
brown-eyed?”” And so forth. It may be that some of
these questions call for conceptual legislation
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rather than metaphysical discovery, for some of
our concepts of kinds of individual may be some-
what vague with respect to necessary conditions
of transworld identity. The acceptance of nonqua-
litative thisnesses does not oblige us to settle
doubtful cases in favor of contingency. Indeed, I
am inclined to decide a very large proportion of
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1 Introductory

I want to defend a combinatorial theory of possibi-
lity. Such a view traces the very idea of possibility
to the idea of the combinations — a// the combina-
tions which respect a certain simple form — of
given, actual, elements. Combination is to be
understood widely enough to cover the notions of
expansion and contraction. (My central metaphysical
hypothesis is that all there is, is the world of space
and time. It is this world which is to supply the
actual elements for the totality of combinations. So
what is proposed is a naturalistic form of a combi-
natorial theory.)

The combinatorial idea is not new, of course.
Wittgenstein gave a classical exposition of it in the
Tractatus. Perhaps its charter is 3.4: ‘A proposition
determines a place in logical space. The existence
of this logical place is guaranteed by the mere exis-
tence of the constituents.”' There is a small additional
combinatorial literature. I myself was converted to
a combinatorial view by Brian Skyrms’ brief but
fascinating article “Tractarian nominalism’.?

It is convenient to develop the position in stages.
1 begin in Wittgensteinian fashion with a world of
simple objects whose recombinations determine
the possibilities. After that, ladders have to be
kicked away. Expansion and contraction have to
be allowed for, as does the (at least doxastic) pos-

Originally published in Canadian Journal of Philosophy
16 (1986), pp. 575-94. Reprinted by permission of
the University of Calgary.

sibility that there are no simple objects in the
world.

2 Ontological Sketch

The world that I begin with contains a number of
simple individuals, a, &, ¢, .... The number is not
specified. It might be finite, or be one of the infinite
cardinals. It is an a posteriori, scientific question
how many individuals the world contains.

These individuals may have indefinitely many
properties, and stand in indefinitely many relations
to other individuals. Their simplicity is constituted
by the fact that they have no proper parts, where
parts of individuals are individuals. Candidates for
such individuals would be propertied point-
instants.

The world also contains, in finite or infinite
number, simple properties, F, G, H, . .. and simple
relations, R, S, T,...(Their simplicity is consti-
tuted by the fact that they have no properties or
relations as proper parts.) The relations may be
dyadic, triadic,...n-adic. In agreement with
Skyrms, these properties and relations are con-
ceived of as umiversals. The 1dentical property F
can be possessed by two or more distinct indivi-
duals. The identical dyadic relation R can hold
between two or more distinct pairs.

I pause here to indicate briefly some of my views
on universals. The central contention is that there
is no automatic inference from r-adic predicates to
n-adic universals. What universals, what true prop-
erties and relations, the world contains is not to be



determined a priori on a semantic basis. The ques-
tion must rather be settled a posteriori on the basis
of total science.

If U; and Uj; are universals, then the predicate
[U;vU;] will apply truly to various individuals.
But there is no universal Either Uy or U,. Simi-
larly, it is likely that the predicate [Not-U;] will
apply truly to some individuals. But there is no
universal Not being Uy. This latter contention,
worked out before I arrived at my combinatorial
view, turns out to be a vital part of a combinatori-
alism involving universals.® For U, and Not-U; is
an impossible combination. But what resource
would there be in combinatorialism to exclude it?

Conjunctions of universals, however, seem to be
acceptable (complex) universals. Provided only
that some individual exists which is both I and
G, and these are universals, then we can treat FAG
as a universal, identical in different instances. The
same holds for the very important category of
structural universal. If a compound individual con-
sists of an F-part having R to a G-part, with F, R
and G universals, then the individual instantiates
the structural universal an F having R to a G.

I have postulated individuals, properties and
relations, the latter two being monadic and
polyadic universals respectively (forming, if the
hypothesis of naturalism is correct, a single spatio-
temporal system). But this may suggest that I am
thinking of reality, of actuality, like a tinker-toy
construction from three different parts. Instead, I
hold that these ‘elements’ are essentially aspects of,
abstractions from, what Wittgenstein and Skyrms
call facts and what I shall call states of affairs: a’s
being F, #’s having R to ¢, and so on, constitute
states of affairs. If it is simples that we are dealing
with the whole time, then we can speak of these as
atomic states of affairs.

The choice between the phrases ‘states of affairs’
and ‘facts’ is a little delicate. ‘Facts’ may seem to
have the advantage that there cannot be false facts,
whereas language does permit talk of non-existent
states of affairs. But, as we shall see shortly, this
apparent advantage is not really an advantage. It is
in fact useful to have a relaxed sense of ‘state of
affairs’ in which one can speak of states of affairs
that are non-existent.

Now consider the totality of atomic states of
affairs. As Skyrms suggests, we may think of an
individual, such as 4, as no more than an abstraction
from all those states of affairs in which 4 figures, F
an abstraction from all those states of affairs in
which F figures, and similarly for relation R. By
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‘abstraction’ is not meant that 4, F and R are in any
way other-worldly, still less ‘mental’ or unreal.
What is meant is that, while by an act of selective
attention they may be considered apart from the
states of affairs in which they figure, they have no
existence outside states of affairs.

Properties may be thought of as ways that (some)
individuals are, and relations as ways that indivi-
duals stand to each other. This makes it clear why
they exist in states of affairs, and so why there can
be no uninstantiated properties and relations. A
possible property or relation, even if empirically
possible, is not ipse facto a property or relation.

To be individuals, individuals must be a7 indi-
vidual, must be one thing. But this demands that
they ‘fall under a concept’ as Frege would put it,
that they have some unit-making property. Hence,
I think, we can reject bare individuals as well as
uninstantiated properties and relations. States of
affairs rule.

3 The Wittgenstein Worlds

Given the notion of an atomic state of affairs, we
can introduce the notion of a molecular state of
affairs. These are confined to conjunctive states of
affairs. Disjunctive and negative states of affairs are
not admitted. But the conjunctions may be infinite.
The world is a certain conjunction of states of
affairs, perhaps an infinite one.

We can also introduce the notion of a possible
atomic state of affairs, and, in particular, a merely
possible atomic state of affairs. The world ‘possi-
ble’ here modifies the sense of the phrase ‘state of
affairs’. For, as the phrase was introduced in the
previous section, all states of affairs are actual.

The notion of a possible state of affairs is intro-
duced semantically, via the notion of an atomic
statement. Suppose that 4 is F, but is not G. Con-
sider the statements ‘@ is F’ and ‘a is G’. The
former is true, and may be called an atomic state-
ment. But the latter may also be called an atomic
statement. For while failing to correspond to an
atomic state of affairs, it does respect the form of
an atomic state of affairs.

I pause here to note that no particular knowledge
of what in fact these individuals and properties are
is assumed. What we have here is a thought-experi-
ment in which we imagine ourselves formulating a
false atomic statement. In my view, Wittgenstein’s
avowal of ignorance here was a stroke of genius,
and not, as is often thought, a cowardly evasion. It
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pays tribute to the fact that we have no a priori
insight into, and, even nowadays, only a little a
posteriori insight into, the building-blocks of the
world, in particular the true properties and rela-
tions. What does somewhat muddy Wittgenstein’s
insight is the thought that it should still be possible,
by logical analysis alone, to get from ordinary true or
false statements down to the atomic bed-rock. This
in turn is connected with the idea that necessities
must one and all be analytic or tautological. Kripke
has shown us the way ahead here. Some of his ideas
about necessities of identity that are established a
posteriori seem to cast much light on the situation.

Returning to the line of the argument, ‘a is G’ is
a false atomic statement. What it states, that ¢ is G,
is false. But we can also say that a’s being G is a
possible (merely possible) atomic state of affairs. A
merely possible state of affairs does not exist, sub-
sist, or have any sort of being. It is no addition to
our ontology. But we can refer to it, or, better,
make ostensible reference to it.

Now that we have the notion of molecular or
conjunctive states of affairs, and of possible atomic
states of affairs, we can form the notion of conjunc-
tions, including infinite conjunctions, of possible
atomic states of affairs, that is, molecular
possible states of affairs.

The simple individuals, properties and relations
may be combined in &/l ways to yield possible
atomic states of affairs, provided only that the
form of atomic facts is respected. That is the com-
binatorial idea. Such possible atomic states of
affairs may then be combined in a// ways to yield
possible molecular states of affairs. If such a possi-
ble molecular state of affairs is thought of as the
totality of being, then it is a possible world.

Wittgenstein, besides postulating a world of
simple objects (whether they included universals
is unclear) also adopted what Skyrms calls a ‘fixed
domain’ account of possible worlds. Putting it into
our terms, for him each possible world must con-
tain each simple individual, property and relation
and no others. I will call such worlds Wittgenstein
worlds. It is convenient to start from this set of
worlds, and then consider what sorts of world
require to be added to give 2/l possible worlds.

It is to be noted also that Wittgenstein holds (as
does Skyrms) that first-order objects combined
into first-order facts (states of affairs) are all that
we need postulate. I think that that is too optimis-
tic. Properties and relations of properties and rela-
tions may well be required for a satisfactory
ontology. Again, states of affairs concerning states

of affairs may be required. Indeed, as Russell in
effect pointed out, just to say that a certain con-
junction of states of affairs exhausts the world is not
something which can itself be analyzed purely in
terms of first-order states of affairs. The notion of a
possible world is not a first-order notion.

But in this paper I propose to prescind from
these complications. My hope and trust is that,
from the point of view of a combinatorial theory,
they are mere complications.

4 Haecceities and Quiddities

Suppose, then, that one is a naturalist, believing
that the space-time world is all there is. Suppose
further that one holds that this space~-time world
has an ultimate structure: individuals having (uni-
versal) properties and relations, the identification
of these universals being an a. posteriori matter.
Suppose, finally, that one holds a combinatorial
theory of possibility, holding in particular that all
mere possibilities are recombinations of actual ele-
ments.

Two difficulties present themselves. First, is it
not possible that there should be individuals which
are neither identical with actual individuals, nor
composed of actual individuals. Following
Lewis,* call such individuals /ien individuals. Sec-
ond, is it not possible that there should be univer-
sals which are neither identical with actual, that is,
instantiated, universals, nor composed of actual
universals? Call such universals alien universals.
Alien universals and individuals seem to be ruled
out by our original premisses.

Skyrms, in his 1981 paper, says that to deal with
these alien possibilities we must desert combina-
tion for ‘analogy’. Analogy, as he explains it, turns
out to be the use of the existential quantifier. Can
we not understand the statement that there might
have been individuals which are neither identical
with, nor composed of, actual individuals? Can we
not understand the statement that there might
have been universals which are neither identical
with, nor composed of, actual universals? Such
alien individuals and universals would be /ike actual
individuals and universals in being individuals and
universals (that, I take it, is the ‘analogy’), even if
unlike them in being ‘other’.

In the case of universals, at least, I do not think
that this treatment will serve. In particular, it will
involve deserting naturalism. Suppose that it is said
that actually existing individual @« might have had



an alien property. What is it in the world that
makes this statement true? What is its truth-
maker, or ontological ground? If alien properties
are possible, then each of them will have its own
nature, its quiddity as we may put it. (Suppose «
had had an alien property, and 4 had had another.
The supposition that 2 had the property 4 had
while # had a’s property will be a different supposi-
tion. Each alien property must have its own na-
ture.) But these natures, these quiddities, are not to
be found in the space-time world. Lewis can
instantiate them in other possible worlds. A Platon-
ist could give them uninstantiated existence ‘along-
side’ the natural world. But what can the naturalist-
combinatorialist do? For universals, I think the way
of analogy fails.

It might be suggested that one might use actual
universals to ‘triangulate’ alien universals. The
inspiration is Hume’s ‘missing shade of blue’. Con-
sider the (putative) universals, red, orange, yellow,
and again red, purple, blue. Suppose orange to
have never been instantiated. Would it not then
have been alien? But, even so, could we not ‘fix’ it
as the property between red and yellow, in the same
way that purple is between red and blue?

The first point to notice, in criticism of this
suggestion, is that the ploy is of limited value
only. Orange would not be totally alien (orange is
a colour). By hypothesis, the tosally alien could not
be triangulated thus.

But in any case I doubt whether orange is in any
degree alien relative to the other colours. If a phy-
sicalist reduction of some sort gives the true nature
of colour, as I believe to be the case, then the
colours are different positions on a scale or scales
of quantities. Quantities in turn are structural
properties, and a ‘missing structure’ can be con-
structed directly from instantiated structures.

Sterner measures are necessary for genuine
aliens. I believe that a naturalist-combinatorialist
should deny the possibility of genuinely alien uni-
versals. For a combinatorialist, the possible is
determined by the actual. So the actual universals
set a limit, a limit given by the totality of their
recombinations, to the possible universals. It may
be allowed that alien universals are conceivable,
that is, doxastically possible, in the same sort of
way that the falsity of Goldbach’s conjecture is
conceivable. But just as (it may be) that Goldbach’s
conjecture is a necessary truth, so the denial of alien
universals is a necessary truth.

The strongest way to mobilize intuition in
favour of alien universals is this. Consider a ‘con-
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tracted’ world, contracted by removing, say, cer-
tain simple properties from this world. From the
standpoint of this contracted world, these simple
properties will be alien properties. But if] relative
to a contracted world, properties in our world
could be alien, are there not possible worlds relative
to which eur world is contracted, contracted with
respect to universals? Such a world will contain
alien universals, alien, that is, to our world.

But this line of thought covertly depends upon
taking all worlds as equal. The combinatorialist is an
actual world chauvinist. The actual world, and it
alone, is genuinely a world. The possible is deter-
mined by the actual, and so, saving recombination,
cannot outrun the actual. To consider a contracted
world is to suppose, falsely suppose, that the actual
world is contracted. If the possible is determined
by the actual, with the actual supposed contracted,
the possible must be supposed contracted, and
certain actual universals supposed alien. But that
does not licence expanded worlds.

What then of alien individuals? Here the problem
for the combinatorialist is rather more severe. It
seems very hard to deny that it is possible that the
world should contain more individuals than it actu-
ally contains. There is no mouse in my study.
Nevertheless, it is possible that there should be
one. But why does this mouse have to be one of
the world’s mice? Why not an additional mouse?
And if additional, why not made up of particles (I
assume a materialist theory of mice) which are
additional to the world’s particles? The supposition
is much less recherché than the supposition of alien
universals. It seems to be a genuine possibility.

What I want to suggest is that in the case of alien
individuals Skyrm’s appeal to ‘analogy’ can be
upheld. But in order to uphold it, it is necessary
to reject a doctrine that Skyrms accepts (for actual
individuals): the doctrine of haecceitism. So first a
discussion of that doctrine.

Let us use as an example a contracted world, as a
substitute for our actual rich and complicated
world, which contains nothing but the simple indi-
viduals @ and b, along with the properties, also
simple, F and G. The world is exhausted by the
states of affairs:

I Fa& Gb.

What will the combinatorialist say are the possi-
ble worlds relative to actuality thus thinly con-
ceived? Omitting further contractions, for
simplicity, we seem to have:
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II Ga&Fb
Il Fa& Ga&Fa
IV Fa & Fb & Gb
V Fa& Ga & Gb
VI Ga&Fb&Gh
VII Fa & Ga & Fb & Gb

Consider now the pairs [ and II, IIl and IV, V and
V1. Carnap would say that, although the members
of each pair had different state-descriptions, they
had the same structure-description. The question
is: are I and II the very same world differently
described, or are they the same world? The same
question holds for the other two pairs. A haecceitist
holds that the members of each pair differ from
each other. The anti-haecceitist denies it. A com-
binatorialist anti-haecceitist therefore allows fewer
possible worlds than the haecceitist does.

The haecceitist holds that, apart from repeatable
properties (F and G), @ and 4 each have a unique
inner essence, a metaphysical signature tune as it
were, which distinguishes « and 4. Even abstracted
from their repeatable properties, ¢ and # differ in
nature.

The anti-haecceitist denies this. Notice that
there could be a strong and a weak anti-haecceitism.
A strong anti-haecceitism denies that individuals
are anything more than the ‘bundles’ of their prop-
erties. For the strong haecceitist ‘world” VII would
collapse into a one-individual world, the individual
having the properties F and G. (The ‘two’ bundles
are the same bundle.) I reject strong haecceitism,
for a number of reasons, but am inclined to accept
the weak version.’

Haecceitism for individuals is parallel to quid-
ditism for universals. Furthermore, haecceitism
united with a naturalist-combinatorialism appears
to make alien individuals impossible, just as quid-
ditism makes alien universals impossible. For the
alien individual must be supposed to have some
definite haecceity, different from, and not obtain-
able from, actual haecceities. But how can a natur-
alist provide a truth-maker for the statement that
alien individuals, with their alien haecceities, are
possible?

But the rub is that, while we perhaps can deny
the possibility of truly alien universals, truly alien
individuals seem straightforwardly possible.

I suggest that the naturalist-combinatorialist
should move to a (weak) anti-haecceitist position.
I think that this is a natural and comfortable view.
And then, I hope, we can revive the Skyrms doc-
trine of ‘analogy’ in more favourable circumstances.

188

The idea 1s quite simple. If weak anti-haecceit-
ism is true, then individuals, qua individuals, are
merely, barely, numerically different from each
other. They are simply other. (Unlike properties
and relations.) This concept of otherness is deriva-
ble from actuals. When applied to further, alien,
individuals, it encompasses the whole of their na-
ture gua particulars. Nothing is missing, as it would
be missing if haecceitism were true. So we can form
a fully determinate concept of an indefinite number
of alien individuals ‘by analogy’. They are then
available to form worlds additional to the Wittgen-
stein worlds. This zs a qualification of combinatori-
alism. But, I hope, ‘only a little one’.

5 Contracted Worlds

So the Wittgenstein worlds require to be supple-
mented by worlds which contain further indivi-
duals, but not by worlds which contain further
simple universals.

But there is more to be done. Not only must we
allow this limited expansion, but, as already anti-
cipated in the previous section, we must also coun-~
tenance contraction. If there is no contraction, then
every actual individual, and every simple universal,
will appear in every possible world. As has often
been noted, that would make both the individuals
and the universals necessary beings. Of any indivi-
dual in the actual world, it seems true to say that it
might not have existed. Of any universal in the
actual world, it seems true to say that it might not
have been instantiated (at any time), and so, for a
naturalist, that it might not have existed.

The obvious solution is to allow contraction in
the forming of possible worlds. Any given indivi-
dual is contingent. That is, there are worlds which
omit this individual. Any universal is contingent.
Such contraction does not seem unreasonable.
Why, one may ask, in combining elements into
states of affairs, and then conjoining thesc states
of affairs to make possible worlds, are we forced to
make use of every simple individual, property and
relation? Why not a proper subset?

However, while there seems to be no particular
difficulty about the contraction of individuals, the
contraction of universals does raise problems for
combinatorialism. The difficulty was noted by W.
G. Lycan, who refers to Philip Quinn.®

As the modal logicians say, the Wittgenstein
worlds are all ‘accessible’ to each other. That is,
each of them is a possible world relative to all the



others. In this respect, they form an equivalence
class. The relation of accessibility is reflexive, trans-
itive and symmetrical, and so is governed by an S5
modal logic. Given an anti-haecceitist account of
individuals, the situation does not change if worlds
are added which add and/or subtract individuals.

But suppose that we consider a contracted
world, W, contracted by the absence of the simple
property F, relative to a Wittgenstein world, W,
which contains F’s. W, is accessible from W,,, that
is, is a possible world relative to W,,. However,
given combinatorial theory, W, is not accessible
from W,. This is because, relative to W, F is an
alien property. Symmetry of accessibility thus fails.
For a set of worlds which contains both W, and W,
we must content ourselves with an .54 modal logic,
with accessibility reflexive and transitive, but not
symmetrical.

I do not think that this is too difficult to hold.
What we must, but I think can, accept about the
simple property F is this. F might not have existed,
so it is a contingent being. But from the standpoint
of a ‘world’ where F does not exist, it is impossible
that it should exist. When we go down to the F-less
world, W, then we are pretending that that world
is the actual world. Now if W, is taken as the actual
world, then F is alien to it. So why should we not
say that in that world F could not exist? F is actual,
of course. But our supposition was that it is not
actual. That is a new game. The new point of view
makes it unactual, and so alien, and so impossible.

The central point is this. On the view being put
forward, the possible is determined by the actual.
Suppose the actual reduced. Then the sphere of the
possible is also reduced.

But before concluding this section, I note that
there is an ultimate contraction which a combina-
torial theory cannot accept. It cannot countenance
the empty world. The reason is that the empty
world is not a construction from given elements.
For the combinatorialist, then, it is necessary that
there be something. Of course, there is no particu-
lar something which it is necessary that there be. I
do not think that there is any particular paradox in
this rejection of the possibility of the empty world.

6 What If There Are No Atoms?

The combinatorial scheme, as so far developed,
postulates a world of simples: simple individuals,
simple properties and simple relations, all con-
ceived of as abstractions from atomic states of
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affairs. But is the world made up of simples in
this way?

May it not be that some, or all, individuals have
proper parts which in turn have proper parts, ad
imfinitum. And may it not be that this process fails
to reach simple individuals even at infinity?

It may be that the property F is nothing but the
conjunction of two wholly distinct properties, G
and H, that G and H, in their turn, are conjunc-
tions of properties, and so on ad infinitum. This
progression, it may be, does not even end ‘at infin-
ity’. There are no simple properties involved, even
at the end of an infinite road.

Or, again, it may be that the property F dissolves
into a structure. To be an F may be nothing but to
be a G standing in relation R to an H. Tobe a G
may be a matter of being a J standing in relation S
to a K. And so on forever. Structures all the way
down, and no escape even at infinity.

The same may be true of some, or all, relations.
For R to hold may be a matter of S and T both
holding. S and T may dissolve similarly, with
simple relations never reached.

Is it a contingent matter whether a certain indivi-
dual, property or relation is, or is not, indefinitely
complex in the way just described? I once said this
about properties and relations.” But I now think
that this was a bad mistake. I am not sure what to
say about individuals, so will leave them aside here.
But that a certain universal is or is not simple now
seems to me to be a necessary truth. Certainly, it
may be a question to be decided a posteriori to the
extent that it can be decided. But it is not a con-
tingent matter. It is what we might call a Kripkean
necessity.

Here is the simple reductio ad absurdum argu-
ment for this new position. Suppose that it is con-
tingent whether property F is simple or not. There
will then be a possible world where I exists (is
instantiated, presumably) and is simple. There
will be another possible world where F will be
identical with, say, the conjunction G & H. But
this is absurd. What idensity across possible worlds
do we have here? Simple F in Wy is identical with
G & H in W;! Why not with any other universal,
simple, conjunctive or structural?

Here is what seems the best that one can do for
the contingency thesis. In the actual world, say, a
certain class of individuals has the simple property
F. Properties G and H are not instantiated in this
world. (In order to avoid difficulties about alien
properties, let G and H both be complex proper-
ties.) In a certain possible world, the individuals
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that are F in the actual world (or their counterparts,
if you prefer) lack F but do have G & H. The
worlds do not differ in any other way at all.

We may say that F in our world, and G & H in
another world, play exactly the same role. This
includes causal role. Possession of F in this world,
and G & H in the other, has just the same causes
and just the same effects, including effects upon
perceivers and, more generally, minds.

F in this world, G & H in the other, are set in
exactly the same environment. But can one say that
F is G & H? I do not see how we can. They may be
said to be identical for all practical purposes. But I
do not see how a philosopher, at least, can say that
they are really identical. At best, they are counter-
parts of each other.

I conclude that we do have a necessity here, even
if one which has to be established a posteriori. The
conclusion to be drawn is that if there are simple
universals, or if all universals are ultimately made
up of simple universals, then this is a matter of
necessity. The structure, or make-up, of a universal
cannot change from one possible world to another.
I should add that to concede a Kripkean necessity
here does not commit one to underwriting all the
alleged Kripkean necessities. For instance, I am
very dubious about necessities of origin for indivi-
duals.

Nevertheless, it remains doxastically open, a
matter to be decided by natural science if decided
at all, whether or not the world reduces to genu-
inely atomic states of affairs. So our theory of
possibility had better be equipped to deal with the
doxastic possibility that there are no atomic indivi-
duals, properties or relations.

We may so equip the theory by introducing the
notion of relative atoms. Let the states of affairs
whose conjunction makes up the world involve
certain individuals, properties and relations. They
may or may not be simple (doxastic ‘may’). The
totality of recombinations of these ‘atoms’ yields a
set of possible worlds, which can in addition be
‘expanded’ and ‘contracted’ in the usual way. If the
atoms are genuine atoms, then no more remains to
be done. But if the atoms are not genuinely atomic,
then this set is a mere subset of the worlds which
can be formed. With one or more of the ‘atoms’
broken up, we can go on to an enlarged set of
worlds. If the breaking-up goes on forever, and
reaches no genuine atoms even at infinity, then at
each point in the break-up new worlds emerge.

Perhaps all this seems too easy. But a vital con-
dition has to be placed upon the relative atoms, a

condition which is satisfied automatically in the
atomic universes which we have considered up to
this point. The relative atoms — the individuals, the
properties, the relations — must not merely be dis-
tinct from each other, they must be wholly distinct.
Only if the atoms are wholly distinct will each
different recombination yield a different possible
world.

We must distinguish, then, between distinct and
wholly distinct, and demand the latter for our
relative atoms. To give examples: the property F,
the conjunctive property F & G, the conjunctive
property F & H, and the structural property made
up of an F-part having R to a G-part, are all distinct
(different) properties. But they are not wholly dis-
tinct. F is a proper part of F& Gand F& H. It is
also a proper part, in a somewhat different fashion,
of the structural property. F & G and F & H are
distinct, but have overlapping parts. And so on.
This distinction between mere distinctness and
being wholly distinct is a mereological distinction.
Instead of distinct/wholly distinct, we could speak
of partial and complete non-identity.

This leads on to a point of the most far-reaching
importance. When we come in practice to assert
that P is a possible state of affairs, we may assume
that the requirement of wholly distinct relative
atoms is satisfied when in fact it is not. Here is a
schematic case.

Suppose that there is a set of individuals which
has the conjunctive property F & G, a wholly
disjoint set which has G & H, and a third wholly
disjoint set which has F & H. Suppose, however,
that these properties present themselves to us, say
in perception, as different, but unanalysed (and so
for all we know simple) properties. Suppose that
we give them the names ‘A’, ‘B’ and ‘C’. Taking A,
B and C as property-atoms, as we might feel
entitled to do, we can form the set of possible
properties, {A, B, C, AB, BC, AC, ABC} which
individuals might have. Combinatorialism has
given us distinct, if not wholly distinct, properties.

But suppose that we now feed in the (previously
supposed unknown) analysis of A, B and C. Sub-
stituting in our set of possible properties, we get
{FG, GH, FH, FGH, FGH, FGH, FGH}. The
last four terms are identical. Whatever we might
have thought originally, before being given the
constitution of A, B and C, recombination in fact
yields only four distinct properties.

Nevertheless, given that one cannot analyse
properties A, B and C into their constituents, will
we not naturally form the notion of seven distinct



combinations? This in turn allows us to form the
conception of worlds which are epistemically dis-
tinct, or, better, doxastically distinct, but which are
in fact not distinct. (Consider, for instance, worlds
where AB was instantiated, but not AC, BC and
ABC, but contrast with others where BC was
instantiated but not AB, AC and ABC.) These
doxastically distinct worlds are not a subset of the
possible worlds. The possible worlds are a subset of
them!

Suppose that we consider the nomically possible
worlds. Here the laws of nature are held fixed, but
anything else which can be recombined (expanded,
contracted, etc.) is so. Taking the laws of nature to
be contingent (on combinatorial grounds!), then
the nomically possible worlds are a proper subset
of the possible worlds. The same sort of situation
holds if we keep fixed, not the laws of nature, but
what we know about the world. But we must not
assume that all ‘qualified’ types of possibility
involve cutting down on the possible worlds in
this way. On the contrary, as we have just seen,
there may be more doxastically possible worlds
than possible worlds.

Doxastically possible worlds may even be impos-
sible worlds. If combinatorialism is correct, then all
distinct simple properties and, more generally, all
wholly distinct properties, are compossible. But, as
will emerge in the next section, in the case of struc-
tural properties, combinatorialism permits distinct
but incompatible properties. However, if it is not
known that the properties involved are incompa-
tible, impossible combinations may be formed.

I suggest that this is a cause for rejoicing rather
than dismay. We want impossible worlds. For
example, they are required in mathematics where
we want to say, for instance, that it is ‘possible’ that
Goldbach’s conjecture that every number is the
sum of two primes is false, but also ‘possible’ that
it is true. That we can get them so easily shows the
power of the combinatorial conception. Of course,
impossible worlds would be very bad news for a
realistic theory of these worlds. We could then only
accommodate impossible worlds by holding that
some worlds contain objective contradictions. But
the view being espoused is that possible worlds are
fictions. Impossible worlds are just impossible fic-
tions.

A thoroughgoing scientific realism about this
world gives us, I hope, enough realistic capital to
cover our expenses for the unreal possible worlds.
There are no ideal gases, but it is very convenient,
in investigating the behaviour of actual gases, to
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compare their behaviour to an ideal gas. For the
latter is like a real gas, but is one from which certain
complicating features have been stripped. There
are no worlds over and above the actual one, but
it is very convenient, in many philosophical inves-
tigations, to speak of these extra worlds and hold
them up against the actual world. The worlds are
‘constructed’ in certain ways from the materials
provided by the actual world. And it is useful, for
certain purposes, to move beyond possible worlds
to merely doxastically distinct worlds, and even to
impossible worlds.

At this point we are in a position to explain why
the postulation of alien universals seems so attract-
ive. I argued that they are impossible, because
combinatorially inaccessible from the actual
world. But, without rejecting that result, we can
now see that such universals are doxastically pos-
sible. After all, we have no a priori insight into the
extent of the realm of universals. The known uni-
versals, if any are known, may be all the universals
that there are. (Remember that the only universals
are the instantiated ones.) Their recombinations
will then exhaust the realm of the possible. But it
is at least doxastically possible (‘conceivable’) that
there exist universals completely different, comple-
tely alien, from the known universals.

We could introduce symbols for such unknown
universals, or refer to them indeterminately by
using existential quantifiers. As a result, they
could figure in doxastically possible worlds. Yet,
it might be, there are no such universals. In that
case, the doxastically possible worlds would be
impossible worlds. But that these universals
would be doxastically possible, together with the
fact that their genuine impossibility could not be
established a priori, would convincingly explain
why they seemed to be genuinely possible.

7 A Major Difficulty

I finish this paper by considering what appears to
be a major difficulty for the view put forward.

The combinatorialist scheme depends upon all
combinations of universals being compossible. A
single individual can instantiate any such combina-
tion, provided only that the universals so combined
are wholly distinct. For if we do not have this pro-
miscuous compatibility, then we get logical incom-
patibility not envisaged by the theory.

However, if we consider what pass for properties
(and relations) in our ordinary thinking, then we
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find that failures of compossibility abound. Con-
sider properties. These characteristically appear in
ranges, so that they form classes of determinates
falling under the one determinable. An individual
can, at one time, instantiate only one member of a
given range. The colour-compatibilities are a
notorious instance of this phenomenon. Histor-
ically, they seem to have furnished one of the
reasons Wittgenstein had for abandoning the meta-
physics of the Tractatus.

I make no promise to solve the problem in a
definitive way. Here the combinatorial theory
goes on the defensive. But I hope to show that the
incompatibility problem does not refute combina~
torialism. I would then appeal to the other merits of
the theory, in particular its subordination of the
possible of the actual.

Of importance here is the already introduced
notion of a structural property. Structural proper-
ties are a species of complex property. But it makes
for ease of exposition if we work with simple indi-
viduals. Suppose, then, that atomic « is F, atomic #
is F, and that 2 has R to 4. F and R are universals.
Now consider the compound individual {a + 5].
Callit °¢’. ¢ has the complex property of being made
up of two wholly distinct F-parts which stand in
the relation R. Call this property of ¢ ‘S’. S is a good
example of a structural property.

Let there be another compound individual, 4,
but this time made up of three atomic individuals,
each of which is F, and where the first atom has R
to the second, and the second has R to the third.
Call this structural property of 4 “T°.

Now consider combinatorially formed possible
worlds. Properties S and T are not suitable proper-
ties for such combinatorial operations. For
although they are distinct properties, they are not
wholly distinct. Furthermore, they are not-wholly-
distinct properties of a sort which cannot be
bestowed on the same individual. For the indivi-
dual would have to be just two-atomed (to be S)
and just three-atomed (to be T).® The point can be
put the other way round. For all possible worlds,
for all individuals v and y, if x has .S and y has T,
then x and y are distinct (but not in all cases wholly
distinct) individuals.

A treatment of this sort may perhaps be
extracted from Wittgenstein’s remark in the 7Trac-
tatus, 6.3751. He writes:

For example, the simultaneous presence of
two colours at the same place in the visual
field is impossible, in fact logically impossible,

since it is ruled out by the logical structure of
colour.

Let us think how this contradiction appears
in physics: more or less as follows — a particle
cannot have two velocities at the same time; that
is to say, particles that are in different places at
the same time cannot be identical.

Our present concern is with the second para-
graph. Suppose that at a certain instant ¢ moves
with uniform velocity in a straight line for a second
and covers a distance of two inches. At the same
instant # moves with uniform velocity in a straight
line for a second and covers a distance of one inch.
a now has the relational property of being two
inches from where it was a second before. But b
has the relational property of being one inch from
where it was a second before.

These relational properties, however, involve a
structural element. A two-inch distance is made up
of two numerically distinct one-inch distances. Asa
result, the properties are incompatible. If 4 and 4
have the two properties at the same instant, then 4
and # must be different. This, I take it, is the sort of
reasoning that Wittgenstein had in mind. The
numerical difference of « and & is built into the
distinct, but not wholly distinct, properties.

1 suggest that this is the solution to the problem
for combinatorialism posed by the typical cases of
incompatible properties. Such properties are struc-
tural properties. In many cases they fall into ranges
of properties: they are determinates falling under a
common determinable. Furthermore, it is the na-
ture of the structure that it involves numerically
different individuals (a two-inch long thing is a
compound individual made up of two wholly dis-
tinct one-inch things). As a result, these properties
are not compossible. Individuals instantiating both
of a pair of such properties will never appear in
possible worlds, that is, in recombinations of whelly
distinct ‘atoms’.

It would seem that the guantities which natural
science deals so extensively in, and in particular the
quantities recognized in physics, can, in many
cases, be treated as structural properties of this
sort. At any rate, such treatment seems a promising
research programme. These quantities are among
the best candidates that we have for organized
classes of universals. Their ranges are a fruitful
source of incompatibilities.

But how are we going to deal with the colour-
incompatibilities’ Wittgenstein in the passage
quoted suggests that they can be assimilated to



the velocity case. I have interpreted him as adum-
brating a solution to the latter in terms of structural
properties. To complete the solution, a link has to
be forged between colour and structural properties.

What I suggest, and what I think Wittgenstein
was also suggesting, is that the colours are suitable
structural properties. As a result, they immediately
yield the required incompatibilities. But, and here
1s an epistemological point, in perception it is not
given to us that they are such structures. The
identity is established a posteriori by empirical
and other scientific reasoning.

We have in fact already envisaged situations of
this sort, where a conjunction of properties, F and
G say, is perceived as a single ‘gestalt’ property, A.
The epistemology of the situation does not seem to
raise great difficulties. We can understand how F
and G might both be required to stimulate a single,
all-or-nothing, reaction in a perceiver. As a result,
an ontologically complex property would be epis-
temically simple. Structural properties of the sort
discussed could be plugged into this account with-
out difficulty. Research into the physical basis of
colour seems at present so controversial that it is
unwise to speculate just what these properties are.
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There are phenomenological objections to even an
a posteriori identification of colours (seen colours)
with physical bases of the colours. But without
discussing the matter here, I will say that [ think
both that such objections are overrated, and that,
in any case, some rough justice can be done to
them.’

If colour can be dealt with in this way, so, pre-
sumably, can other cases of incompatibility invol-
ving the other secondary qualities. It may be noted
that we seem to be (a little vaguely) amare of the
incompatibilities while having no idea, in the state
of nature, of their suggested structural basis. This
again seems to be a mere epistemic difficulty. It
seems that we can fairly easily conceive how a
perceptual processing of properties could yield
an awareness of incompatibility without an aware-
ness of the basis of the incompatibility. (Cf. ‘I know
that something has been disarranged, although I
am unable to spot the nature of the disarrange-
ment.’)

A combinatorial theory of possibility raises other
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require discussion. But let this suffice for the
present.
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Introduction

There are individual red things: this paint patch
here, the apple over there, and so on. But, in addi-
tion to these particular red objects, is there also
redness, something had in common by all and only
red things? In general, in addition to particulars
that are F, is there also such a thing as F-ness, a
“universal,” shared by all and only F-things? If
there are such universals, what sort of thing are
they? Is there a universal corresponding to every
meaningful predicative expression (‘“‘red,” “not
red,” “red or large,” “located ten miles due north
of Providence,” “being sought by Ponce de Leon,”
....)? Are there genuine properties and kinds in
nature independently of languages and systems of
concepts? Are there “natural kinds,” kinds that
reflect genuine similarities and differences in
nature? These are some of the central questions
about universals, properties, and kinds that have
occupied philosophers.

In “Universals as Attributes” (chapter 16),
D. M. Armstrong elucidates his conception of uni-
versals as attributes that are instantiated by parti-
culars. He defends a “sparse” theory that does not
allow a universal for every meaningful predicate,
and also disallows “negative” and “disjunctive”
universals, although he does allow conjunctive uni-
versals.

David Lewis, in “New Work for a Theory of
Universals” (chapter 17), argues that, although we
may not need Armstrong’s universals themselves,
we need entities that will do their work. What we
need, according to Lewis, are natural classes of
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possibilia, and he claims that these can help solve a
variety of philosophical problems, including the
problem of “the One over Many,” of defining
duplicate, determinism and materialism, of analyz-
ing causation, lawlikeness, and other important
concepts.
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explains how our innate sensory quality space gets
progressively sharpened by experience and scient-
ific theorizing into a group of properties we recog-
nize as natural kinds, inductively projectable
properties in terms of which we formulate our
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ilarity receives a good deal of attention from Quine.
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1 Uninstantiated Universals?

If we abandon the idea that particulars are nothing
but bundles of universals but still want to recognize
universals, then we must return to the traditional
view that particulars, tokens, instantiate universals:
having properties and standing to each other in
relations. If we do this, then there are a number
of controversial questions that have to be settled.
One key question is this. Should we, or should we
not, accept a Principle of Instantiation for univer-
sals? That is, should we, or should we not, demand
that every universal be instantiated? That is, for
each property universal must it be the case that it is
a property of some particular? For each relation
universal must it be the case that there are par-
ticulars between which the relation holds?

We certainly should not demand that every uni-
versal should be instantiated now. It would be
enough if a particular universal was not instan-
tiated now, but was instantiated in the past, or
would be instantiated in the future. The Principle
of Instantiation should be interpreted as ranging
over all time: past, present, and future. But should
we uphold the principle even in this relatively
liberal form?

This is a big parting of the ways. We can call the
view that there are uninstantiated universals the
Platonist view. It appears to have been the view

Originally published in D. M. Armstrong, Universals: An
Opinionated Introduction (1989), ch. 5. Copyright ©
by Westview Press. Reprinted by permission of the
publisher.

held by Plato, who was also, apparently, the first
philosopher to introduce universals. (He spoke of
Forms or Ideas — but there was nothing psycholo-
gical about the Ideas.)

Once you have uninstantiated universals, you
need somewhere special to put them, a “Platonic
heaven,” as philosophers often say. They are not to
be found in the ordinary world of space and time.
And since it seems that any instantiated universal
might have been uninstantiated — for example,
there might have been nothing past, present, or
future that had that property ~ then if uninstan-
tiated universals are in a Platonic heaven, it will be
natural to place all universals in that heaven. The
result is that we get two realms: the realm of uni-
versals and the realm of particulars, the latter being
ordinary things in space and time. Such universals
are often spoken of as transcendent. (A view of this
sort was explicitly held by Russell in his earlier days
before he adopted a bundle-of-universals view.'
Instantiation then becomes a very big deal: a rela-
tion between universals and particulars that crosses
realms. The Latin tag used by the Scholastics for a
theory of this sort is universalia ante res, “universals
before things.” Such a view is unacceptable to Nat-
uralists, that is, to those who think that the space-
time world is all the world that there is. This helps
to explain why Empiricists, who tend to be sym-
pathetic to Naturalism, often reject universals.

It is interesting to notice that a separate-realm
theory of universals permits of a blob as opposed to
a layer-cake view of particulars. For on this view,
what is it for a thing to have a property? It is not the
thing’s having some internal feature, but rather its



having a relationship, the instantiation relation-
ship, to certain universals or Forms in another
realm. The thing itself could be bloblike. It is true
that the thing could also be given a property struc-
ture. But then the properties that make up this
structure cannot be universals but must be par-
ticulars. They would have to be tropes. The par-
ticular involves property tropes, but these property
tropes are put into natural classes by their instan-
tiating a certain universal in the realm of the uni-
versals. At any rate, without bringing in tropes in
addition, it seems that Platonic theories of univer-
sals have to treat particulars as bloblike rather than
layer-caked. I think that this is an argument against
Platonic theories.

If, however, we reject uninstantiated universals,
then we are at least in a position, if we want to do it,
to bring the universals down to earth. We can adopt
the view whose Latin tag is wniversalia in rebus,
“universals in things.” We can think of a thing’s
properties as constituents of the thing and think of
the properties as universals. This may have been
the position of Aristotle. (The scholars differ.
Some make him a Nominalist. Some think he
believed in this-worldly universals. Certainly, he
criticized Plato’s other worldly universals.) Univer-
salia in rebus is, of course, a layer-cake view, with
properties as universals as part of the internal
structure of things. (Relations will be universalia
inter res, “universals between things.”?

There are difficulties in this position, of course,
objections that can be brought, as with every other
solution to the Problem of Universals. One thing
that has worried many philosophers, including per-
haps Plato, is that on this view we appear to have
multiple location of the same thing. Suppose 4 is F
and 4 is also F, with F a property universal. The
very same entity has to be part of the structure of
two things at two places. How can the universal be
in two places at once? I will come back to this
question later.

Just to round things off, I will mention the third
Scholastic tag: universalia post res, “‘universals after
things.” This was applied to Nominalist theories.
It fits best with Predicate or Concept Nominalism,
where properties, etc. are as it were created by the
classifying mind: shadows cast on things by our
predicates or concepts.

But our present task is to decide whether or not
we ought to countenance uninstantiated universals.
The first point to be made is that the onus of proof
seems to be firmly on the side of the Platonists. It
can hardly be doubted that there is a world of space
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and time. But a separate realm of universals is a
mere hypothesis, or postulation. If a postulation
has great explanatory value, then it may be a good
postulation. But it has to prove itself. Why should
we postulate uninstantiated universals?

One thing that has moved many philosophers is
what we may call the argument from the meaning
of general terms. Plato, in his Republic, had
Socrates say, “shall we proceed as usual and begin
by assuming the existence of a single essential
nature or Form for every set of things which we
call by the same name?””® Socrates may have been
thinking along the following lines. Ordinary
names, that is, proper names, have a bearer of the
name. If we turn to general terms — words like
‘horse’ and ‘triangular’ that apply to many
different things — then we need something that
stands to the word in the same general sort of
relation that the bearer of the proper name stands
to the proper name. There has to be an object that
constitutes or corresponds to the meaning of the
general word. So there has to be something called
horseness and triangularity. But now consider a
general word that applies to nothing particular at
all, a word like ‘unicorn’ for instance. It is perfectly
meaningful. And if it is meaningful, must there not
be something in the world that constitutes or cor-
responds to the word? So there must be uninstan-
tiated universals.

This “argument from meaning” is a very bad
argument. (In fairness to Socrates, it is not clear
whether he was using it. Other philosophers have,
though, often at a rather unself-conscious level.)
The argument depends on the assumption that in
every case where a general word has meaning, there
is something in the world that constitutes or corre-
sponds to that meaning. Gilbert Ryle spoke of this
as the ‘Fido’-Fido fallacy. Fido corresponds to the
word ‘Fido’, but there does not have to be some
single thing corresponding to a general word.

To go along with the argument from meaning is
to be led into a very promiscuous theory of uni-
versals. If it is correct, then we know a priori that
for each general word with a certain meaning, there
exists a universal. This lines up predicates and
properties in a nice neat way, but it is a way that
we ought to be very suspicious of. Is it that easy to
discover what universals there are?

Plato had another line of thought that led him
toward uninstantiated universals. This is the
apparent failure of things in the ordinary world to
come up to exact standards. It seems that nothing
in the world is perfectly straight or circular, yet in
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geometry we discuss the properties of perfectly
straight lines or perfect circles. Again, no thing is
perfectly changeless. Yet again, it may well be that
no act is perfectly just. Certainly no person is
perfectly virtuous, and no state is perfectly just.
Yet in ethical and political discussion (e.g., in the
Republic) we can discuss the nature of virtue and
justice. In general, we perceive the world as falling
short of certain standards. This can be explained if,
whether we know it or not, we are comparing
ordinary things to Forms, which the ordinary
things can never fully instantiate. (This can lead
one, and perhaps led Plato, to the difficult notion of
degrees of instantiation, with the highest degree
never realized.)

It is interesting to notice that this argument did
not quite lead Plato where he wanted to go in every
case. Consider geometry. In geometry one might
wish to consider the properties of| say, two inter-
secting circles. These circles will be perfectly cir-
cular. But also, of course, there is only one Form of
the circle. So what are these two perfect circles?
Plato, apparently, had to introduce what he called
the Mathematicals. Like the mathematical Forms
they were perfect and thus were unlike ordinary
things. But unlike the Forms, there could be many
tokens of the same type, and in this they were like
ordinary things. They were particulars, although
perfect particulars. But if this is so, though perhaps
the falling away from standards gave Plato an argu-
ment for the Mathematicals, it is not clear that it is
any argument for the Forms.

But in any case, cannot ideal standards simply be
things that we merely think of? We can quite
knowingly form thoughts of that which does not
exist. In the case of ideal standards nothing comes
up to the standard, but by extrapolating from
ordinary things that approximate to the standard
in different degrees, we can form the thought of
something that does come up to the standard. It
turns out to be useful to do so. Why attribute
metaphysical reality to such standards? They
could be useful fictions. As a matter of fact, in the
geometrical case it appears that such notions as that
of a perfectly straight line or a perfectly circular
object may be acquired directly in experience. For
cannot something look perfectly straight or per-
fectly circular, even if it is not in fact so?

One should note that one thing that seems to
keep a theory of uninstantiated universals going is
the widespread idea that it is sufficient for a uni-
versal to exist if it is merely possible that it should
be instantiated. I have found in discussion that this

idea has particular appeal if it is empirically poss-
ible (that is, compatible with the laws of nature)
that the alleged universal should have actual
instances. Suppose, for instance, that somebody
describes a very complex pattern of wallpaper but
does not ever sketch the pattern or manufacture the
wallpaper. Suppose nobody else does either in the
whole history of the universe. It is clear that there
was nothing in the laws of nature that prevented
the pattern’s ever having an instance, from ever
having a token of the type. But is not that pattern
a monadic universal, a complex and structural uni-
versal to be sure, but a universal nonetheless?

In this way, apparently, it is natural for philo-
sophers to argue. But for myself I do not see the
force of the argument. Philosophers do not reason
that way about particulars. They do not argue that
it is empirically possible that present-day France
should be a monarchy and therefore that the pres-
ent king of France exists, although, unfortunately
for French royalists, he is not instantiated. Why
argue in the same way about universals? Is it that
philosophers think that universals are so special
that they can exist whether or not particular things,
which are contingent only, exist? If so, I think that
this is no better than a prejudice, perhaps inherited
from Plato.

There is one subtle variation of the argument to
uninstantiated universals from their empirical
possibility that I think has more weight. It has
been developed by Michael Tooley.? However, it
depends upon deep considerations about the nature
of the laws of nature, which cannot be discussed
here. And in any case, the argument depends upon
the laws’ being found to have a very special struc-
ture, which it is unlikely that they actually have. As
a result, it seems that the best that the argument
shows is that uninstantiated universals are possible
rather than actual. And even this conclusion may
be avoidable.’

It may also be thought that considerations from
mathematics, and the properties and relations pos-
tulated by mathematicians, push toward the recog-
nition of uninstantiated universals. However, the
whole project of bringing together the theory of
universals with the disciplines of mathematics,
although very important, cannot be undertaken
here. I have sketched out, rather broadly, the way
that I think it ought to go in a book on the nature of
possibility.®

From this point on, therefore, I am going to
assume the truth of the Principle of Instantiation.
As already noted, this does not compel one to



abandon a two-realm doctrine. It does not compel
one to bring the universals down among ordinary
things. But it does permit one to do this, and to do
s0 seems the natural way to develop the theory once
one rejects uninstantiated universals.

2 Disjunctive, Negative, and
Conjunctive Universals

For simplicity, in this section I will consider prop-
erty universals only. But the points to be made
appear to apply to relations also. We have already
rejected uninstantiated universals. But it seems that
the potential class of universals needs to be cut
down a great deal further if we are to get a plausible
theory. I will begin by giving reasons for rejecting
disjunctive property universals. By a disjunctive
property I mean a disjunction of (property) univer-
sals. Let us assume that particular electric charges
and particular masses are universals. Then having
charge C or having mass M (with C and M dum-
mies for determinate, that is, definite values) would
be an example of a disjunctive property. Why is it
not a universal? Consider two objects. One has
charge C but lacks mass M. The other lacks charge
C but has mass M. So they have the disjunctive
property having charge C or having mass M. But
surely that does not show that, in any serious sense,
they thereby have something identical? The whole
point of a universal, however, is that it should be
identical in its different instances.

There is another reason to deny that a disjunc-
tion of universals is a universal. There is some very
close link between universals and causality. The
link is of this nature. If a thing instantiates a certain
universal, then, in virtue of that, it has the power to
act in a certain way. For instance, if a thing has a
certain mass, then it has the power to act upon the
scalepan of a balance, or upon scales, in a certain
way. Furthermore, different universals bestow dif-
ferent powers. Charge and mass, for instance, man-
ifest themselves in different ways. I doubt if the
link between universals and powers is a necessary
one, but it seems real. Moreover, if, as seems
abstractly possible, two different
bestowed the very same powers, how could one
ever know that they were two different universals?
If they affect all apparatus, including our brains, in
exactly the same way, will we not judge that we are
dealing with one universal only?

Now suppose that a thing has charge C but lacks
mass M. In virtue of charge C, it has certain powers

universals
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to act. For instance, it repels things with like
charge. Possession of the disjunctive property C
or M adds nothing to its power. This suggests that
while C may be a genuine universal, C or M is not.

So I think that we should reject disjunctive uni-
versals. A similar case seems to hold against neg-
ative universals: the lack or absence of a property is
not a property. If having charge C is the instantia-
tion of a universal, then not having C is not the
instantiating of a universal.

First, we may appeal to identity again. Is there
really something in common, something identical,
in everything that lacks charge C? Of course, there
might be some universal property that just hap-
pened to be coextensive with lacking charge C. But
the lack itself does not seem to be a factor found in
each thing that lacks charge C.

Second, causal considerations seem to point in
the same direction. It is a strange idea that lacks or
absences do any causing. It is natural to say that a
thing acts in virtue of positive factors alone. This
also suggests that absences of universals are not
universals.

It is true that there is some linguistic evidence
that might be thought to point the other way. We
do say things like “‘lack of water caused his death.”
At the surface, the statement says that a lack of
water caused an absence of life. But how seriously
should we take such ways of expressing ourselves?
Michael Tooley has pointed out that we are
unhappy to say “lack of poison causes us to remain
alive.” Yet if the surface way of understanding the
first statement is correct, then the second state-
ment should be understood in the same way and
thought to be true. Certain counterfactual state-
ments are true in both cases: If he had had water,
then he would (could) have still been alive; if we
had taken poison, we would have been dead now.
These are causal truths. But they tell us very little
about the actual causal factors operative in the two
cases. We believe, I think, that these actual causal
factors could be spelled out in purely positive
terms.

It is interesting to notice that conjunctions of
universals (having both charge C and mass M)
escape the two criticisms leveled against disjunct-
ive and negative universals. With conjunctions we
do have identity. The very same conjunction of
factors is present in each instance. There is no
problem about causality. If a thing instantiates the
conjunction, then it will have certain powers as a
consequence. These powers will be different from
those that the thing would have had if it had had
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just one of the conjuncts. It may even be that the
conjunction can do more than the sum of what each
property would do if each was instantiated alone.
(As scientists say: There could be synergism. The
effect could be more than the sum of each cause
acting by itself.)

But there is one condition that ought to be put
on conjunctive universals. Some thing (past, pres-
ent, future) must actually have both properties and
at the same time. This, of course, is simply the
Principle of Instantiation applied to conjunctive
universals.

3 Predicates and Universals

What has been said about uninstantiated univer-
sals, and also about disjunctions and negations of
universals, has brought out a most important point.
It is that there is no automatic passage from
predicates (linguistic entities) to universals. For
instance, the expression “either having charge C
or having mass M” is a perfectly good predicate. It
could apply to, or be true of, innumerable objects.
But as we have seen, this does not mean that there is
a universal corresponding to this predicate.
Wittgenstein made a famous contribution to the
Problem of Universals with his discussion of family
resemblances. Wittgenstein was an anti-metaphysi-
cian, and his object was to dissolve rather than to
solve the Problem of Universals. He seems to have
thought that what he said about family resemb-
lances was (among other things) a step toward
getting rid of the problem. But I think that the
real moral of what he said is only that predicates
and universals do not line up in any simple way.
In his Philosophical Investigations he considered
the notion of a game. He had this to say about it:’

66. Consider for example the proceedings that
we call “games.” I mean board-games, card-
games, ball-games, Olympic games, and so on.
What is common to them all? ~ Don’t say:
“There must be something common, or they
would not be called ‘games’” — but look and
see whether there is anything common to all —
For if you look at them you will not see some-
thing that is common to 4//, but similarities,
relationships, and a whole series of them at
that. To repeat: don’t think, but look! — Look
for example at board-games, with their multi-
farious relationships. Now pass to card-games;
here you find many correspondences with the

first group, but many common features drop
out, and others appear. When we pass next to
ball-games, much that is common is retained,
but much is lost. — Are they all “amusing”?
Compare chess with noughts and crosses. Or
is there always winning and losing, or competi-
tion between players? Think of patience. In ball
games there is winning and losing; but when a
child throws his ball at the wall and catches it
again, this feature has disappeared. Look at the
parts played by skill and luck; and at the differ-
ence between skill in chess and skill in tennis.
Think now of games like ring-a-ring-a-roses;
here is the element of amusement, but how
many other characteristic features have disap-
peared! And we can go through the many, many
other groups of games in the same way; we can
see how similarities crop up and disappear.

And the result of this examination is: we see a
complicated network of similarities overlapping
and criss-crossing: sometimes overall similari-
ties, sometimes similarities of detail.

67. I can think of no better expression to char-
acterize these similarities than “family resemb-
lances”; for the various resemblances between
members of a family: build, features, colour of
eyes, gait, temperament, etc. etc. overlap and
criss-cross in the same way. — And I shall say:
“games” form a family.

This has been a very influential passage. Witt~
genstein and his followers applied the point to all
sorts of notions besides those of a game, including
many of the central notions discussed by philo-
sophers. But what should a believer in universals
think that Wittgenstein has shown about univer-
sals?

Let us agree, as we probably should, that there is
no universal of gamehood. But now what of this
“complicated network of similarities overlapping
and criss-crossing” of which Wittgenstein speaks?
All the Realist has to do is to analyze each of these
similarities in terms of common properties. That
analysis of similarity is not a difficult or unfamiliar
idea, though it is an analysis that would be con-
tested by a Nominalist. But there will not be any
property that runs through the whole class and
makes them all games. To give a crude and over-
simplified sketch, the situation might be like this:

Particulars: a b ¢ d e
Their properties: FGHJ GHJK HJKL JKLM KLLMN



Here F to M are supposed to be genuine property
universals, and it is supposed that the predicate
“game” applies in virtue of these properties. But
the class of particulars {a ... e}, which is the class
of all tokens of games, is a family in Wittgenstein’s
sense. Here, though, I have sketched an account of
such families that is completely compatible with
Realism about universals.

However, Wittgenstein’s remarks do raise a big
question. How does one decide whether one is or is
not in the presence of a genuine property or rela-
tion? Wittgenstein says of games, “don’t think, but
look!” As a general recipe, at least, that scems far
too simple.

I do not think that there is any infallible way of
deciding what are the true universals. It seems clear
that we must not look to semantic considerations.
As I said in section 1, those who argue to particular
universals from semantic data, from predicates to a
universal corresponding to that predicate, argue in
a very optimistic and unempirical manner. I call
them a priori realists. Better, 1 think, is a posteriori
realism. The best guide that we have to just what
universals there are is total science.

For myself, I believe that this puts physics in a
special position. There seem to be reasons (scient-
ific, empirical, a posteriori reasons) to think that
physics is the fundamental science. If that is cor-
rect, then such properties as mass, charge, exten-
sion, duration, space-time interval, and other
properties envisaged by physics may be the true
monadic universals. (They are mostly ranges of
quantities. Quantities raise problems that will
need some later discussion.) Spatiotemporal and
causal relations will perhaps be the true polyadic
universals.

If this is correct, then the ordinary types — the
type red, the type horse, in general, the types of the
manifest image of the world — will emerge as pre-
liminary, rough-and-ready classifications of reality.
For the most part they are not false, but they are
rough-and-ready. Many of them will be family
affairs, as games appear to be. To the one type
will correspond a whole family of universals and
not always a very close family. And even where
the ordinary types do carve the beast of reality
along its true joints, they may still not expose
those joints for the things that they are. But let it
be emphasized that any identification of universals
remains rather speculative. In what I have just been
saying I have been trying to combine a philosophy
of universals with Physicalism. Others may have
other ideas.

Universals as Attributes

4 States of Affairs

In the Universals theory that we are examining,
particulars instantiate properties, pairs of particu-
lars instantiate (dyadic) relations, triples of par-
ticulars instantiate (triadic) relations, and so on as
far as is needed. Suppose that 4 is F, with F a
universal, or that  has R to 4, with R a universal.
It appears that we are required to recognize a’s
being F and a’s having R to 4 as items in our
ontology. I will speak of these items as states of
affairs. Others have called them facts.

Why do we need to recognize states of affairs?
Why not recognize simply particulars, universals
(divided into properties and relations), and, per-
haps, instantiation? The answer appears by consid-
ering the following point. If 4 is F, then it is
entailed that 4 exists and that the universal F exists.
However, a could exist, and F could exist, and yet
it fail to be the case that @ is F (F is instantiated, but
instantiated elsewhere only). @’s being F involves
something more than a4 and F. It is no good simply
adding the fundamental tie or nexus of instantia-
tion to the sum of 4 and F. The existence of 4, of
instantiation, and of I does not amount to a’s being
F. The something more must be a’s being F — and
this is a state of affairs.

This argument rests upon a general principle,
which, following C. B. Martin, I call the truth-
maker principle. According to this principle, for
every contingent truth at least (and perhaps for all
truths contingent or necessary) there must be some-
thing in the world that makes it true. “Something”
here may be taken as widely as may be wished. The
“making” is not causality, of course: Rather, it is
that in the world in virtue of which the truth is true.
Gustav Bergmann and his followers have spoken of
the “ontological ground” of truths, and I think that
this is my “something in the world” that makes
truths true. An important point to notice is that
different truths may all have the same truth-maker,
or ontological ground. For instance, that this thing
is colored, is red, and is scarlet are all made true by
the thing’s having a particular shade of color.

The truth-maker principle seems to me to be
fairly obvious once attention is drawn to it, but I
do not know how to argue for it further. It is to be
noted, however, that some of those who take per-
fectly seriously the sort of metaphysical investiga-
tion that we are here engaged upon nevertheless
reject the principle.’

Accepting the truth-maker principle will lead
one to reject Quine’s view'® that predicates do not
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have to be taken seriously in considering the onto-
logical implications of statements on