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PREFACE

| am a philosopher, not a scientist, and we phpbgos are better at questions that
answers. | haven't begun by insulting myself anddmygipline, in spite of first
appearances. Finding better questions to ask, rading old habits and traditions
of asking, is a very difficult part of the grandrhan project of understanding
ourselves and our world. Philosophers can makeeacontribution to this
investigation, exploiting their professionally hohlents as question critics,
provided they keep an open mind and restrain theeséom trying to answer all
the questions from "obvious" first principles. Te@re many ways of asking
guestions about different kinds of minds, and my-#he way | will introduce in
this book--changes almost daily, get. ting refiaed enlarged, corrected and
revised, as | learn of new discoveries, new thepriew problems. | will introduce
the set of fundamental assumptions that hold mytaggther and give it a stable



and recognizable pattern, but the most excitingspzfrthis way are at the
changeable fringes of the pattern, where the agiohhe main point of this book is
to present the questions I'm askmght now-and some of them will probably lead
nowhere, so let the reader beware. But my waykihggjuestions has a pretty goc
track record over the years, evolving quite smgothlincorporate new discoveries
some of which were provoked by

my earlier questions. Other philosophers have effeival ways of asking the
guestions about minds, but the most influentidheke ways, in spite of their initial
attractiveness, lead to self-contradictions, quaadaor blank walls of mystery, as
will demonstrate. So it is with confidence thaetommend my current candidates
for the good questions.

Our minds are complex fabrics, woven from manyedéht strands and
incorporating many different designs. Some of tredements are as old as life itse .
and others are as new as today's technology. Qndsnaire just like the minds of
other animals in many respects and utterly unkieat in others. An evolutionary
perspective can help us see how and why these elsmieminds came to take on
the shapes they have, but no single straight ngugh time, "from microbes to
man," will reveal the moment of arrival of each nigaead. So in what follows |
have had to weave back and forth between simpleampblex minds, reaching bac :
again and again for themes that must be added ewetitually we arrive at
something that is recognizably a human mind. Thercan look back, one more
time, to survey the differences encountered anelsassome of their implications.

Early drafts of this book were presented as thee&gbuming Lectures at Universit
College, Dublin, and in my public lectures as Engkirellow at Canterbury
University, Christchurch, New Zealand, in May anth@ of 1995. | want to thank tf :
faculty and students at those institutions, whasestuctive discussions helped
make the final draft almost unrecognizably différemd (I trust) better. | also want
to thank Marc Hauser, Alva Noé&, Wei Cui, Shannonddeore, Tom Schuman,
Pascal Buckley, Jerry Lyons, Sara Lippincott, anydstadents in "Language and
Mind" at Tufts, who read and vigorously criticizée penultimate draft.

Tufts University

December 20, 1995
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KNOWING YOUR OWN MIND

Can we ever really know what is going on in someglge's mind? Can a woman
ever know what it is like to be a man? What expexés does a baby have during
childbirth? What experiences, if any, does a féiaee in its mother's womb? And
what of nonhuman minds? What do horses think abélit® aren't vultures
nauseated by the rotting carcasses they eat? Wingnlaas a hook sticking througl|
its lip, does it hurt the fish as much as it wolldt you, if you had a hook sticking
through your lip? Can spiders think, or are thest jiny robots, mindlessly making
their elegant webs? For that matter, why couldnibet--if it was fancy enough--be
conscious? There are robots that can move arouhdcanipulate things almost as
adeptly as spiders; could a more complicated rtdmtpain, and worry about its
future, the way a person can? Or is there somadgdable chasm separating the
robots (and maybe the spiders and insects and '@ileser” but mindless creatures
from those animals that have minds? Could it beahanimals except human
beings are really mindless robots? René Descantesiously

maintained this in the seventeenth century. Mighh&ave been dead wrong? Couli
be that all animals, and even plants--and everebaethave minds?

Or, to swing to the other extreme, are we so saedll human beings have minds
Maybe (to take the most extreme case of all) yaheeonly mind in the universe;

maybe everything else, including the apparent auththis book, is a mere mindle: :

machine. This strange idea first occurred to menatheas a young child, and
perhaps it did to you as well. Roughly a third of students claim that they, too,
invented it on their own and mulled it over wheaythvere children. They are ofter

amused to learn that it's such a common philosaphigpothesis that it has a name¢ -

solipsism(from Latin for "myself alone™). Nobody ever takssipsism seriously for
long, as far as we know, but it does raise an itapbichallengeif we know that
solipsism is silly- we know that there are other minds--how do we Khow

What kinds of minds are there? And how do we kn®We first question is about
what exists--aboutntology in philosophical parlance; the second questi@abaut
our knowledge--abowgpistemologyThe goal of this book is not to answer these 1
guestions once and for all, but rather to show thege questions have to be
answered together. Philosophers often warn ageamstising ontological questions
with epistemological questions. What exists is thieg, they say, and what we car
know about it is something else. There may be ththgt are completely
unknowable to us, so we must be careful not td thealimits of our knowledge as

e}

sure guides to the limits of what there is. | aghes this is good general advice, bt

| will argue that we already know enough about mitwlknow that one of the thing
that makes them different from everything elseéhm tiniverse is theraywe know
about them. For instance, you know you have a rmmlyou know you have a



brain, but

these are different kinds of knowledge. You know Yave a brain the way you
know you have a spleen: by hearsay. You've near geur spleen or your brain (|
would bet), but since the textbooks tell you tHeharmal human beings have one

each, you conclude that you almost certainly haxeea each as well. You are moi

intimately acquainted with your mind--so intimatéyat you might even say that y
are your mind. (That's what Descartes said: he samdsa mind, aes cogitansor
thinking thing.) A book or a teacher might tell yahat a mind is, but you wouldn't
have to take anybody's word for the claim that lyad one. If it occurred to you to
wonder whether you were normal and had a mindleer @eople do, you would
immediately realize, as Descartes pointed out,ythat very wondering this wonde!
demonstrated beyond all doubt that you did indeseak la mind.

This suggests that each of us knows exactly ond fnim the inside, and no two o
us know the same mind from the inside. No othed kihthing is known about in
that way. And yet this whole discussion so far besn conducted in terms of how
we know--you and . It presupposes that solipsisfalse. The more we--we--reflec
on this presupposition, the more unavoidable ieapp There couldn't be just one
mind--or at least not just one mind likar minds.

WE MIND-HAVERS, WE MINDERS

If we want to consider the question of whether nonan animals have minds, we
have to start by asking whether they have mind®me regards like ours, since
these are the only minds we know anything abouthiatpoint. (Try asking yourseli
whether nonhuman animals have flurbs. You

can't even know what the question is, if you dentw what a flurb is supposed to
be. Whatever else a mind is, it is supposed tmbeething like our minds; otherwis
we wouldn't call it a mind.) So our minds, the omlinds we know from the outset,
are the standard with which we must begin. Withhbigt agreement, we'll just be
fooling ourselves, talking rubbish without knowiig

Whenl addresyou, | include us both in the class of mind-haverdsTmavoidable

if

starting point creates, or acknowledges, an inqgraiclass of privileged character.

set off against everything else in the universes T$halmost too obvious to notice,
so deeply enshrined is it in our thinking and tadkibut | must dwell on it. When
there's ave you are not alone; solipsism is false; therefamany present. This



comes out particularly clearly if we consider satngous variations:
"We left Houston at dawn, headin' down the roadt-jue and my truck."

Strange. If this fellow thinks his truck is suckvarthy companion that it deserves
shelter under the umbrella of "we," he must be Vengly. Either that, or his truck
must have been customized in ways that would bernkg of roboticists

everywhere. In contrast, "we--just me and my daggsh't startle us at all, but "we-
just me and my oyster" is hard to take seriousiyther words, we're pretty sure tt st
dogs have minds, and we're dubious that oysters do.

Membership in the class of things that have mindsides an all-important
guarantee: the guarantee of a certain sort of nstaatding. Only mind-havers can
care; only mind-havers can mind what happensddf $omething to you that you
don't want me to do, this has moral significantenatters, because it matters to y« ..
It may not matter much, or your interests may beragden for all sorts of



reasons, or (if I'm punishing you justly for a need of yours) the fact that you car
may actually counin favor of my deed. In any event, your caring automatycall
counts for something in the moral equation. If flserhave minds, then what we d
to flowers can matteo them and not just to those who care about what hapizens
flowers. If nobody cares, then it doesn't matteatappens to flowers.

There are some who would disagree; they wouldtitisé the flowers had some
moral standing even if nothing with a mind knewoottared about their existence.
Their beauty, for instance, no matter how unappted, is a good thing in itself, ar
hence should not be destroyed, other things be&jogleThis is not the view that th
beauty of these flowers matteéosGod for instance, or that imhightmatter to some
being whose presence is undetectable by us.Heisiew that the beauty matters,
even though it matters to no enw®ot to the flowers themselves and not to God or
anybody else. | remain unpersuaded, but ratherdrsmiss this view outright | will
note that it is controversial and not widely shatactontrast, it takes no special
pleading at all to get most people to agree thaetsbing with a mind has interests
that matter. That's why people are so concernedalipoabout the question of wha
has a mind: any proposed adjustment in the bourafahe class of mindhavers ha
major ethical significance.

We might make mistakes. We might endow mindlesggthwith minds, or we migh
ignore a mindful thing in our midst. These mistakesld not be equal. To
overattribute minds--to "make friends with" youruseplants or lie awake at night
worrying about the welfare of the computer asleeyaur desk--is, at worst, a silly
error of credulity. To underattribute minds--tordigard or discount or deny the
experience, the suffering and joy, the thwartediionts and frustrated desires of ¢
mind-having person or animal--would be a terribke After all, how wouldyou

feel if you were treated as an inanimate objectiti(d how this rhetorical question
appeals tour shared status as mindhavers.)

In fact, both errors could have serious moral cqueaces. If we overattributed
minds (if, for instance, we got it into our healdattsince bacteria had minds, we
couldn't justify killing them), this might lead us sacrifice the interests of many
legitimate interest-holders--our friends, our pets;selves--for nothing of genuine
moral importance. The abortion debate hinges arsjush a quandary; some think
it's obvious that a ten-week-old fetus has a mamd, others think it's obvious that i
does not. If it does not, then the path is opesrgie that it has no more interests
than, say, a gangrenous leg or an abscessed tbo#mbe destroyed to save the li
(or just to suit the interests) of the mind-haviewaich it is a part. If it does already
have a mind, then, whatever we decide, we obvicuslhe to considats interests

along with the interests of its temporary hostodétween these extreme positions |

the real quandary: the fetus will soon develop adi left undisturbed, so when dc
we start counting itprospectivanterests? The relevance of mind-having to the
guestion of moral standing is especially cleahigse cases, since if the fetus in



guestion is known to be anencephalic (lacking anlr¢his dramatically changes th
issue for most people. Not for all. (I am not afpeimg to settle these moral issues
here, but just to show how a common moral opinimiplies our interest in these
guestions way beyond normal curiosity.)

The dictates of morality and scientific method palbpposite directions here. The
ethical course is to err on the side of overattrdmy just to be safe. The scientific
course is to put the burden of proof on the attitlou As a scientist, you can't just
declare for instance, that the presence of glutamate cntds (a basic
neurotransmitter involved in

signaling between nerve cells) amounts to the peesef mind; you have to prove
against a background in which the "null hypothesighat mind is not present.
(Innocent until proven guiltis the null hypothesis in our criminal law.) Thése
substantial disagreement among scientists aboutwvdpiecies have what sorts of
mind, but even those scientists who are the mdsetn@ichampions of consciousnes ;
in animals accept this burden of proof--and thimi&ytcan meet it, by devising and
confirming theories that show which animals arescoous. But no such theories a
yet confirmed, and in the meantime we can appretia discomfort of those who
see this agnostic, wait-and-see policy as jeopaglthe moral status of creatures
they aresureare conscious.

Suppose the question before us were not aboutitiésrof pigeons or bats but abc 1t
the minds of left-handed people or people withiranl. We would be deeply
offended to be told that it had yet to be proveat this category of living thing had
the wherewithal for entry into the privileged cladsnind-havers. Many people are
similarly outraged by the demand for proof of mimaling in nonhuman species, t it
if they're honest with themselves they will grdmttthey, too, see the need for suc 1
proof in the case of, say, jellyfish or amoebadaisies; so we agree on the
principle, and they're just taking umbrage at giplecation to creatures so very muc 1
like us. We can allay their misgivings somewhatlyeeing that we should err we
on the side of inclusiveness in all our policiestiltthe facts are in; still, the price

you must pay for scientific confirmation of yountaite hypothesis about animal
minds is the risk of scientific disconfirmation.

WORDSAND MINDS

It is beyond serious dispute, however, that youlaath have a mind. How do |
know you have a mind? Because anybody who can staahel my words is



automatically addressed by my pronoun "you," ang thnngs with minds can
understand. There are computer-driven devicesctratead books for the blind:
they convert a page of visible text into a stredraualible words, but they don't
understand the words they read and hence are dogssdd by any "you" they
encounter; it passes right through them and adeseskoever listens to--and
understands--the stream of spoken words. That'sl tkoww that you, gentle
reader/listener, have a mind. So do I. Take my viordt.

In fact that's what we routinely do: we take eattteds words as settling beyond a vy
reasonable doubt the question of whether we eaah iands. Why should words b
S0 convincing? Because they are such powerful vesobf doubts and ambiguities
You see somebody coming toward you, scowling andngsan ax. You wonder,
What's his problem? Is he going to attack me? Imiséaking me for somebody
else? Ask him. Perhaps he will confirm your woesrs, or perhaps he will tell you
he has given up trying to unlock his car (which'y@gtanding in front of) and has
returned with his ax to break the window. You may lpelieve him when he says it ;
his car, not somebody else's, but further conviersaif you decide not to run away
-is bound to resolve your doubts and clarify theation in ways that would be all
but impossible if you and he were unable to comiratei verbally. Suppose you tn
asking him, but it turns out that he doesn't speak language. Perhaps you will
then both resort to gestures and miming. Thesentgabs, used with ingenuity, will
take you far, but they're a poor substitute foglaage--just reflect on how

eagerly you would both seek to confirm your hardiwoderstanding if a bilingual
interpreter were to come along. A few relayed goastand answers would not jus
allay any residual uncertainty but would add dsttiht could not be conveyed in
any other way: "When he saw you put one hand on gloest and push out with
your other hand, he thought you meant that you viletee was trying to ask if you
wanted him to take you to a doctor once he'd brakerwindow and retrieved his
keys. That business with his fingers in his ears lia attempt to convey a
stethoscope." Ah, it all falls into place now, tkaro a few words.

People often emphasize the difficulty of accuraie eliable translation between
human languages. Human cultures, we are toldparditferent, too
"incommensurable,” to permit the meanings availablene speaker to be perfecth
shared with another. No doubt translation alwails #mewhat short of perfection
but this may not matter much in the larger schefrikings. Perfect translation may
be impossible, but good translation is achievedyegtay--routinely, in fact. Good
translation can be objectively distinguished froot-s0-good translation and from
bad translation, and it permits all human beinggardless of race, culture, age,
gender, or experience, to unite more closely wite another than individuals of ar -
other species can. We human beings share a sukjeatrld--and know that we do
in a way that is entirely beyond the capacitieamf other creatures on the planet,
because we can talk to one another. Human beingsiatit (yet) have a language
in which to communicate are the exception, andgheéty we have a particular



problem figuring out what it's like to be a newbdaby or a deaf-mute.

Conversation unites us. We can all know a gredtatszut what it's like to be a
Norwegian fisherman or a Nigerian taxi driver, aghéy-year-old nun or a five-yea
old boy blind from birth, a chess master or a pratst or a fighter

pilot. We can know much more about these topics @ can know about what it's
like (if anything) to be a dolphin, a bat, or exenhimpanzee. No matter how
different from one another we people are, scattarednd the globe, we can explo :
our differences and communicate about them. Noenhtiw similar to one another
wildebeests are, standing shoulder to shouldehierd, they cannot know much of
anything about their similarities, let alone thdififerences. They cannot compare
notes. They can have similar experiences, sideday But they really cannot share
experiences the way we do.

Some of you may doubt this. Can't animals "insiuety" understand each other in
ways we human beings cannot fathom? Certainly sartteors have said so.
Consider, for instance, Elizabeth Marshall Thomds) imagines, imThe Hidden
Life of Dogs( 1993), that dogs enjoy a wise understandingef bwn ways. One
example: "For reasons known to dogs but not tanasy dog mothers won't mate
with their sons.” (p76). Their instinctive resistance to such inbreedggot in
doubt, but what gives her the idea that dogs hayeveore insight into the reasons
for their instincts than we have into ours? Theemany things we feel strongly ai :
instinctively disinclined to do, with no inkling abt why we feel that way. To
suppose without proof that dogs have more insigfiot their urges than we do is to
ignore the null hypothesis in an unacceptable waye are asking a scientific
guestion. As we shall see, very simple organismg lmeaattuned to their
environments and to each other in strikingly apyswaithout having the slightest
appreciation of their attunement. \&keadyknow from conversation, however, th
people are typically capable of a very high ordanralerstanding of themselves ar
others.

Of course, we can be fooled. People often emphéseze

difficulty of determining whether a speaker is gree Words, by being the most
powerful tools of communication, are also the npmsterful tools of deception and
manipulation. But while it may be easy to lie, @&lsost as easy to catch a liar--
especially when the lies get large and the logsficoblem of maintaining the
structure of falsehood overwhelms the liar. In &yt we can conjure up infinitely
powerful deceivers, but the deceptions that arssitde in principle" to such an evi
demon can be safely ignored in the real world.duld be just too difficult to make



up that much falsehood and maintain it consisteltlg knowthat people the world
over have much the same likes and dislikes, hope$ears. We know that they
enjoy recollecting favorite events in their liv&ge know that they all have rich
episodes of waking fantasy, in which they rearraange revise the details
deliberately. We know that they have obsessiomitmares, and hallucinations. \* 2
know that they can be reminded by an aroma or adyedf a specific event in their
lives, and that they often talk to themselves #jemvithout moving their lips. Long
before there was scientific psychology, long betbiexe was meticulous observatic 1
of and experimentation on human subjects, thisallasommon knowledge. We
have known these facts about people since andeestbecause we have talked i
over with them, at great length. We know nothingiparable about the mental live ;
of any other species, because we can't talk it witerthem. We may think we

know, but it takes scientific investigation to conf or refute our traditional

hunches.

THE PROBLEM OF INCOMMUNICATIVE
MINDS

It's very hard to tell what somebody is thinkingomlion't discuss it--or who can't,
for one reason or another. But we normally suppleatsuch incommunicative folk
are indeed thinking--that they do have minds--at’&re can't confirm the details.
This much is obvious, if only because we can rgadibgine ourselves in a situatic 1
in which we would steadfastly refuse to communicaliethe while thinking our
private thoughts, perhaps reflecting with amusemarthe difficulties that observe! ;
were having in figuring out what, if anything, wgsing on in our minds. Talking,

no matter how conclusive its presence may be,tim@cessary for having a mind.
From this obvious fact we are tempted to draw &leraatic conclusion: there coul
be entities who do have minds but who cannot givhat they're thinking--not
because they're paralyzed or suffering from aph#ssainability to communicate
verbally due to localized brain damage), but beedhsy have no capacity for
language at all. Why do | say this is a problemedieclusion?

First let's consider the case to be made in itsrfesdurely, tradition and common
sense declare, there are minds without languagelySaur ability to discuss with
others what is going on in our minds is just ageeral talent, in the sense in whic
one speaks of a computer's laser printer as ahmzepdevice (the computer can gt
right on computing without a printer attached).&ynonhuman animals--at least,
some of them--have mental lives. Surely human isfaefore they acquire
language, and human deafmutes--even those rarerdga$ who have never
acquired even sign language--have minds. Surelkys@ minds may doubtless diffe
in many hard-to-fathom ways from our



minds--the minds of those who can understand aersation such as this--but
surely theyare minds. Our royal road to the knowledge of othemamsi-language--
does not extend to them, but this is just a linrotabn our knowledge, not a
limitation on their minds. The prospect arisesntttbat there are minds whose
contents are systematically inaccessible to oupsily--unknowable, uncheckable,
impenetrable by any investigation.

The traditional response to this prospect is torac®it. Yes indeed, minds are the
ultimateterra incognitg beyond the reach of all science and--in the oése
languageless minds--beyond all empathetic conversas well. So what? A little
humility ought to temper our curiosity. Don't coséuontological questions (about
what exists) with epistemological questions (alleaw we know about it). We mus
grow comfortable with this wonderful fact about wisaoff-limits to inquiry.

But before we get comfortable with this conclusiae, need to consider the
implications of some other facts about our own ¢hatare just as obvious. We fir
that we often do clever things without thinkingalit we do them "automatically,” o
"unconsciously.” What is it like, for instance,use information about the optic flo\
of shapes in peripheral vision to adjust the lemftiour stride as you walk across
rough terrain? The answer is, It isn't like anythiMou can't pay attention to this
process even if you try. What is it like to notiedhile sound asleep, that your left
arm has become twisted into a position in whiagh gutting undue strain on your le
shoulder? Like nothing; it is not part of your exipace. You swiftly and
unconsciously shift to a more "comfortable" positivithout any interruption of
your sleep. If we are asked to discuss these patptrts of our mental lives, we
draw a blank; whatever happened in us to goversetbkever behaviors wasn't a pi
of our mental lives at all. So another prospeddawsider is that among the

creatures who lack language, there are some thabtdoave minds at all, but do
everything "automatically" or "unconsciously."

The traditional response to this prospect, totm Bmbrace it. Yes indeed, some
creatures entirely lack minds. Surely bacterianairedless, and so, probably, are
amoebas and starfish. Quite possibly even antsliftineir clever activity, are mere
mindless automata, trundling about in the worlchwitt the slightest experience or
thought. What about trout? What about chickens?t\&@baut rats? We may never
able to tell where to draw the line between thasatures that have minds and tho
that do not, but this is just another aspect ofuth@voidable limitations on our
knowledge. Such facts may be systematically unkibbeyanot just hard to uncover.

Here, then, are two sorts of supposedly unknowaals: facts about what is going
on in those who have minds but no way of talkingultheir thoughts, and facts
about which creatures have minds at all. Thesevawieties of off-limits ignorance
are not equally easy to accept. The differefstereen mindmight be differences

E)
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whose major outlines were readily discernible tgeotive observers but whose
minor details became harder and harder to deterraicase of diminishing returns
for labor invested. The unknown leftovers would betmysteries but just inevitabl:
gaps in a richly informative but finite catalogmilarities and differences. The
differences between minds would then be like tlfiledinces between languages,
styles of music or art-inexhaustible in the linbitit approachable to any degree of
approximation you like. But the difference betwéaving a mind and not having ¢
mind at all--between being something with its owbjsctive point of view and
being something that is all outside and no indile,a rock or a discarded sliver of
fingernail--is apparently an all-or-nothing diffe. It is much harder to accept th
idea that no

amount of further investigation will ever tell wéhether there is anyone there to ce
inside a lobster's shell, for instance, or behigshiny facade of a robot.

The suggestion that such a morally important siofdat could be systematically
unknowable by us is simply intolerable. It mearst tiho matter what investigations
we conducted, we might, for all we could know, bersgicing the genuine moral
interests of some for the entirely illusory benefimindless others. Unavoidable
ignorance of the consequences is often a legitieatase when we find we have
unwittingly produced some harm in the world, buvé must declare ourselves at
outset to be unavoidably ignorant of the very batell moral thinking, morality
becomes a sham. Fortunately, this conclusion iiscaedible as it is intolerable. The
claim that, say, left-handed people are uncons@ousbies that may be dismantle:
as if they were bicycles is preposterous. So,@abther extreme, is the claim that
bacteria suffer, or that carrots mind being pluclsrderemoniously from their eartt
homes. Obviously, we can know to a moral certajiyich is all that matters) that
some things have minds and other things don't.

But we don't yeknowhow we know these facts; the strength of our tidns about
such cases is no guarantee of their reliabilitynshier a few cases, beginning with
this remark by the evolutionist Elaine Morgan:

The heart-stopping thing about the new-born is, in@tn minute one, there is
somebody there. Anyone who bends over the cot améggat it is being gazed bac
at. (1995, p. 99)

As an observation about how we human observersatisely react to eye contact,
this is right on target, but it thereby shows h@siy we can be misled. We can be
fooled by a robot, for instance. At the Atrtificialtelligence



Lab at MIT, Rodney Brooks and Lynn Andrea Steinéhagsembled a team of
roboticists and others (myself included) to buildusemanoid robot, named Cog. Cao
is made of metal and silicon and glass, like othbots, but the design is so
different, so much more like the design of a hurbaimg, that Cog may someday
become the world's first conscious robot. Is a cins robot possible? | have
defended a theory of consciousness Midtiple Drafts Model( 1991), that implies
that a conscious robot is possible in principlel @og is being designed with that
distant goal in mind. But Cog is nowhere near bemgscious yet. Cog cannot yet
see or hear or feel at all, but its bodily parts alkkeady move in unnervingly
humanoid ways. Its eyes are tiny video cameras;iwgaccade-dart--to focus on
any person who enters the room and then trackpitabn as he or she moves. Be
tracked in this way is an oddly unsettling experegreven for those in the know.
Staring into Cog's eyes while Cog stares mindldsatk can be quite
"heartstopping” to the uninitiated, but there ibody there--not yet, in any case.
Cog's arms, unlike those of standard robots b@hamd cinematic, move swiftly
and flexibly, like your arms; when you press on Baxtended arm, it responds w
an uncannily humanoid resistance that makes you twwaxclaim, in stock horror-
movie fashion, "It's alive! It's alive!" It isnhut the intuition to the contrary is
potent.

While we're imagining arms, let's consider a varatvith a different moral: A
man's arm has been cut off in a terrible accidauttthe surgeons think they can
reattach it. While it is lying there, still soft@dmvarm, on the operating table, does

1

feel pain? (If so, we should inject some novocame it--especially if we plan to us

a scalpel to cut back any tissue on the amputatadafore attempting the reunion
A silly suggestion, you reply; it takes a mind é&lf pain, and as long as the arm is
not attached to a body with a mind, whatever yotodihe arm can't cause suffer-

ing in any mind. But perhaps the arm has a mintsaiwn. Perhaps it has always
had one but has just been unable to talk to ustats®iell, why not? It does have
substantial number of nerve cells in it, stillfigiaway. If we found a whole
organism with that many active nerve cells in & would be strongly inclined to
suppose that it was capable of experiencing paiem € it couldn't express itself in
terms we could understand. Here intuitions collates don't have minds, in spite
containing plenty of the processes and materialisténd to persuade us that some
nonhuman animals do have minds.

Is it behavior that counts? Suppose you pinchedhinab of the amputated arm ar
it pinched you back! Would you then decide to giveovocaine? If not, why not?
Because its reaction would have to be an "autothaftex? How can you be so
sure? Is it something about the organization ofehmerve cells that makes the
difference?

These puzzle cases are fun to think about, aneéara important facts about our
naive concepts of mind when we try to figure outywlar intuitions line up the way

f



they do, but there must be a better way of invasiig kinds of minds--and
nonminds that might fool us. The defeatist conuittihat we will never know
should be postponed indefinitely, saved as a lasp-gonclusion to be reached onl
after we have actually exhausted all other aveandsot just imagined doing so.
There may be surprises and illuminations awaitisg u

One prospect to consider, whether or not in thevemdule it out, is that perhaps
language is not so peripheral to minds after &thBps the kind of mind you get
when you add language to it is so different from kind of mind you can have
without language that calling them both minds mistake. Perhaps, in other word:
our sense that there are riches in the minds efr @features--riches inaccessible t
us but not, of course, tbem-is an illusion. The philosopher

Ludwig Wittgenstein famously said, "If a lion coutalk, we could not understand
him." ( 1958, p. 223) That's one possibility, naldt but it diverts our attention
from another possibility: if a lion could talk, veeuld understand him just fine--wit
the usual sorts of effort required for translati@iween different languages--but ot -
conversations with him would tell us next to nothabout the minds of ordinary
lions, since his language-equipped mind would bdifferent. Itmightbe that
adding language to a lion's "mind" would be givimgn a mind for the first time! Or
it might not. In either case, we should investigag prospect and not just assume
with tradition, that the minds of nonspeaking arisrae really rather like ours.

If we are to find some alternative path of investign, instead of just relying
uncritically on our pretheoretical intuitions, hamight we begin? Let's consider th
historical, evolutionary path. There haven't alwagen minds. We have minds, bt
we haven't existed forever. We evolved from beingk simpler minds (if minds
they were), who evolved from beings with still siempcandidates for minds. And
there was a time, four or five billion years agten there weren't any minds at all
simple or complex--at least, not on this planetidh'hnnovations occurred in what
order, and why? The major steps are clear, eviire ifletails about dates and place
can be only speculative. Once we've told that steeywill at least have a
framework in which to try to place our quandariesrhaps we will want to
distinguish classes of pseudominds, or protomiodsemiminds, or hemi-semi-
demi-minds from the real thing. Whatever we detadeall these ancestral
arrangements, perhaps we can agree upon a scadeidnthey mount, and the
conditions and principles that created the scatherfirst place. The next chapter
develops some tools for this investigation.

CHAPTER 2



INTENTIONALITY: THE INTENTIONAL SYSTEMSAPPROACH

| notice something and seek a reason for it: theams originally: | seek an intentiol
in it, and above all someone who has intentiorssitgect, a doer: every event a
deed--formerly one saw intentions in all eventis thour oldest habit. Do animals
also possess it?

Friedrich Nietzschel'he Will to Power

SIMPLE BEGINNINGS; THE BIRTH OF
AGENCY -

No grain of sand has a mind; a grain of sand isstogple. Even simpler, no carbon
atom or water molecule has a mind. | expect naasriisagreement about that. B t
what about larger molecules? A virus is a singlgehmolecule, a macromolecule
composed of hundreds of thousands or even millidpsrts, depending on how
small the parts are that we

"Portions of this section are drawn from my 1995ky@arwin's Dangerous Idea
with revisions.

count. These atomic-level parts interact, in tbéwiously mindless ways, to produ &
some quite striking effects. Chief among thesectdfdrom the point of view of our
investigation, iself-replication Some macromolecules have the amazing ability, f
left floating in a suitably well-furnished mediuto, mindlessly construct and then
shed exact--or nearly exact--copies of themseD8BA and its ancestor, RNA, are
such macromolecules; they are the foundation difalbn this planet and hence a
historical precondition for all minds--at least, minds on this planet. For about a
billion years before simple single-celled organisappeared on earth, there were
self-replicating macromolecules, ceaselessly mgatjrowing, even repairing
themselves, and getting better and better at d-raplicating over and over again.

This is a stupendous feat, still well beyond theacaty of any existing robot. Does
that mean that such macromolecules have mindslike? Certainly not. They're n¢ :
even alive--they're just huge crystals, from thmpof view of chemistry. These
gigantic molecules are tiny machinescranoleculamandechnology. They are, in
effect, natural robots. The possibility in prin@pf a self-replicating robot was
mathematically demonstrated by John von Neumammpbthe inventors of the
computer, whose brilliant design for a nonlivindf-seplicator anticipated many of
the details of design and construction of RNA aidAD

Through the microscope of molecular biology, wetgewitness the birth of agency
in the first macromolecules that have enough corifyi¢éo perform actionsinstead



of just lying there havingffects Their agency is not fully fledged agency like @ur
They know not what they do. We, in contrast, oftaow full well what we do. At
our best--and at our worst--we human agents cdorpeintentional actions, after
having deliberated consciously about the reasanarfd against. Macromolecular
agency is different;

there are reasons for what macromolecules doheuinfacromolecules are unawar
of those reasons. Their sort of agency is neversisehe only possible ground fron
which the seeds of our kind of agency could grow.

There is something alien and vaguely repellent attmiquasi agency we discover it

this level--all that purposive hustle and bustle] get "there's nobody home." The
molecular machines perform their amazing stuntsicaisly exquisitely designed
and just as obviously none the wiser about what éine doing. Consider this
account of the activity of an RNA phage--a replingtvirus and a modern-day
descendant of the earliest self-replicating mactenues:

First of all, the virus needs a material in whiolpack and protect its own genetic
information. Secondly, it needs a means of intratlyds information into the host
cell. Thirdly, it requires a mechanism for the speceplication of its information in
the presence of a vast excess of host cell RNAallyirit must arrange for the
proliferation of its information, a process thatially leads to the destruction of the
host cell. . . . The virus even gets the cell twycaut its replication; its only
contribution is one protein factor, specially adaptor the viral RNA. This enzyme
does not become active until a "password"” on thed RNA is shown. When it sees
this, it reproduces the viral RNA with great eféiocy, while ignoring the very mucl
greater number of RNA molecules of the host caetingzquently the cell is soon
flooded with viral RNA. This is packed into the w&' coat protein, which is also
synthesized in large quantities, and finally thik lmersts and releases a multitude ¢
progeny virus particles. All this is a programmattiuns automatically and is
rehearsed down to the smallest detail. ( Eigen219940)

The author, the molecular biologist Manfred Eigeas helped himself to a rich
vocabulary of agency words: in order to reprodtioe virus must "arrange for" the
proliferation of its information, and in furtheririgis goal it creates an enzyme tha
"sees" its password and "ignores" other molecUlbi is poetic license, to be sure
these words have had their meanings stretchethiéondcasion. But what an
irresistible stretch! The agency words draw attentd the most striking features o
the phenomena: these macromoleculesyseematicTheir control systems are no
just efficient at what they do; they are approgiliasensitive to variation,
opportunistic, ingenious, devious. They can belddd but only by novelties not



regularly encountered by their ancestors.

These impersonal, unreflective, robotic, mindlésie Iscraps of molecular
machinery are the ultimate basis of all the ageany,hence meaning, and hence
consciousness, in the world. It is rare for susblad and uncontroversial scientific
fact to have such potent implications for structgrall subsequent debate about
something as controversial and mysterious as mguket's pause to remind
ourselves of these implications.

There is no longer any serious informed doubt abdstwe are the direct
descendants of these self-replicating robd¥e are mammals, and all mammals
have descended from reptilian ancestors whose tamsegere fish whose ancestor
were marine creatures rather like worms, who dessin turn from simpler
multicelled creatures several hundred million yeays, who descended from
singlecelled creatures who descended from selfeaplg macromolecules, about
three billion years ago. There is just one fanmiet on which all living things that
have ever lived on this planet can be found--nsit gmimals, but plants and algae
and bacteria as well. You share a common ancegtiorewery chimpanzee, every
worm, every blade of grass,

every redwood tree. Among our progenitors, themgweacromolecules.

To put it vividly, your great-great-. . . grandmetiwas a robot! Not only are you
descended from such macromolecular robots but g@o@mposed of them: your
hemoglobin molecules, your antibodies, your neurgasr vestibularocular reflex
machinery--at every level of analysis from the nsalar on up, your body (includin
your brain, of course) is found to be composed atimmery that dumbly does a
wonderful, elegantly designed job.

We have ceased to shudder, perhaps, at the swemdibn of viruses and bacteria
busily and mindlessly executing their subversiva@emnts--horrid little automata
doing their evil deeds. But we should not thinkt tva can take comfort in the
thought thatheyare alien invaders, so unlike the more congeisslies that make
up us. We are made of the same sorts of automattantrade us--no special halos « °
humanity distinguish your antibodies from the agatigthey combat; your antibodi¢
simply belong to the club that is you, so they figh your behalf. The billions of
neurons that band together to make your brainelte, the same sort of biological
entity as the germs that cause infections, or gastycells that multiply in the vat
when beer is fermenting or in the dough when bresas.

Each cell--a tiny agent that can perform a limmednber of tasks--is about as
mindless as a virus. Can it be that if enough e$éhdumb homunculi--little men--
are put together the result will be a real, consiperson, with a genuine mind?
According to modern science, there is no other efapaking a real person. Now, i
certainly does not follow from the fact that we descended from robots that we ¢ e



robots ourselves. After all, we are also directdadants of fish, and we are not fi¢ ;
we are direct descendants of bacteria, and wedrdeacteria. But unless there is
some secret extra ingredient in us (which is whialidts and

vitalists used to think), we areade ofrobots--or, what comes to the same thing, \ e
are each a collection of trillions of macromolecutachines. And all of these are
ultimately descended from the original self-repiicg macromolecules. So
something made of robotan exhibit genuine consciousness, because you do if
anything does.

To some people, all this seems shocking and uglikealize, but | suspect that
they haven't noticed how desperate the alternasixesDualism (the view that minc ;3
are composed of some nonphysical and utterly mgsiestuff) and vitalism (the
view that living things contain some special phgklout equally mysterious stuff--
élan vita) have been relegated to the trash heap of hisutogg with alchemy and
astrology. Unless you are also prepared to dethatehe world is flat and the sun ;
a fiery chariot pulled by winged horses--unlesstimer words, your defiance of
modern science is quite complete--you won't fing pliace to stand and fight for
these obsolete ideas. So let's see what storyectwidwith the conservative
resources of science. Maybe the idea that our memdlved from simpler minds is
not so bad after all.

Our macromolecule ancestors (and that's exactlyuantetaphorically what they
were: our ancestors) were adiain some ways, as the quotation from Eigen
makes clear, and yet in other ways they were uatbinpassive, floating randomly
around, pushed hither and yon--waiting for actiotinwheir guns cocked, you migh
say, but not waitindgpopefullyor resolutelyor intently. Their jaws might have gapec
but they were as mindless as a steel trap.

What changed? Nothing sudden. Before our ancegtdnsinds, they got bodies.
First, they became simple cells, or prokaryoted, &arentually the prokaryotes took
in some invaders, or boarders, and thereby becamelex cells-the eukaryotes. B
this time, roughly a billion years after the fiegipearance of simple cells, our
ancestors were already

extraordinarily complex machines (made of machmase of machines), but they
still didn't have minds. They were as passive amdirected in their trajectories as

ever, but now they were equipped with many spedlsubsystems, for extracting
energy and material from the environment and ptotg@nd repairing themselves
when necessary.



The elaborate organization of all these coordingtats was not very much like a
mind. Aristotle had a name for it-or for its desdents: he called it autritive soul

A nutritive soul is not a thing; it is not, for it@ace, one of the microscopic
subsystems floating around in the cytoplasm ofilaltés a principle of
organization it is form, not substance, as Aristotle said. IAding things--not only
plants and animals but also unicellular organishate bodies that require a self-
regulative and self-protective organization that ba differentially activated by
different conditions. These organizations areilrilly designed, by natural
selection, and they are composed, at bottom, sfdbtiny passive switches that ca
be turned ON or OFF by equally passive conditityas the organisms encounter ir
their wanderings.

You yourself, like all other animals, have a nutdtsoul--a self-regulative, self-
protective organization--quite distinct from, andmnancient than, your nervous
system: it consists of your metabolic system, youmune system, and the other
staggeringly complex systems of self-repair andtheaaintenance in your body.
The lines of communication used by these earlyesystwere not nerves but blood
vessels. Long before there were telephones andsiatiiere was the postal service
reliably if rather slowly transporting physical ages of valuable information
around the world. And long before there were nesv&ystems in organisms, bodie
relied on a low-tech postal system of sorts--tiheutation of fluids within the body,
reliably if rather slowly transporting valuable ages of information

to where they were needed for control and self-teasnce. We see the descenda
of this primordial postal system in both animald atants. In animals, the
bloodstream carries goods and waste, but it hasba&len, since the early days, an
information highway. The motion of fluids withingsits also provides a relatively
rudimentary medium for getting signals from onet péthe plant to another. But in
animals, we can see a major design innovationewieéution of simple nervous
systems--ancestors of the autonomic nervous systepable of swifter and more
efficient information transmission but still devdien the main, to internal affairs.
An autonomic nervous system is not a mind at dllrather a control system, more
along the lines of the nutritive soul of a plahgttpreserves the basic integrity of t
living system.

We sharply distinguish these ancient systems frammonds, and yet, curiously, th
closer we look at the details of their operatiom tfore mindlike we find them to be
The little switches are like primitive sense orgaared the effects that are produce
when these switches are turned ON and OFF arénligetional actions. How so? It
being effects produced liyformationmodulatedgoalseeking systems. It &s if
these cells and cell assemblies were tiny, simpldedagents specialized servants
rationally furthering their particular obsessiveisas by acting in the ways their
perception of circumstances dictated. The worlgésning with such entities,
ranging from the molecular to the continental esand including not only "natura
objects, such as plants, animals, and their pani3 the parts of their parts), but als

ts



many human artifacts. Thermostats, for instan@aegdamiliar example of such
simple pseudoagents.

| call all these entities, from the simplest to thest complexintentional systems
and | call the perspective from which their agenth{pseudo or genuine) is made
visible, theintentional stance

ADOPTING THE INTENTIONAL STANCE

The intentional stance is the strategy of interpgethe behavior of an entity (persc
animal, artifact, whatever) by treatingas ifit were a rational agent who governec
its "choice" of "action" by a "consideration” of itbeliefs” and "desires.” These
terms in scare-quotes have been stretched ouenfitbme use in what's often calls
"folk psychology,” the everyday psychological discse we use to discuss the
mental lives of our fellow human beings. The ini@mal stance is the attitude or
perspective we routinely adopt toward one anotwgdopting the intentional stan
toward something else seems to be deliberateflgropomorphizingt. How could
this possibly be a good idea?

| will try to show that if done with care, adoptitige intentional stance is not just a
good idea but the key to unraveling the mysterfdb@mind--all kinds of minds. It
is a method that exploits similarities in ordedtscover differences--the huge
collection of differences that have accumulatedvben the minds of our ancestors
and ours, and also between our minds and thoserdélow inhabitants of the
planet. It must be used with caution; we must vealightrope between vacuous
metaphor on the one hand and literal falsehoodhemther. Improper use of the
intentional stance can seriously mislead the unwesgarcher, but properly
understood, it can provide a sound and fruitfubpective in several different fields
exhibiting underlying unity in the phenomena anecling our attention to the
crucial experiments that need to be conducted.

The basic strategy of the intentional stance tseat the entity in question as an
agent, in order to predict--and thereby explaimgne sense--its actions or moves.
The distinctive features of the intentional stacae best be seen by contrasting it
with two more basic stances or strategies of

prediction: thephysical stancand thedesign stanceThe physical stance is simply

the standard laborious method of the physical seignn which we use whatever v :

know about the laws of physics and the physicabtitution of the things in questic
to devise our prediction. When | predict that ansteeleased from my hand will fall
to the ground, | am using the physical stancenltdatribute beliefs and desires to



the stone; | attribute mass, or weight, to theetamd rely on the law of gravity to
yield my prediction. For things that are neithevehor artifacts, the physical stanc @
is the only available strategy, though it can beduxted at various levels of detail,
from the subatomic to the astronomical. Explanationwhy water bubbles when it
boils, how mountain ranges come into existence vemete the energy in the sun
comes from are explanations from the physical gtaBeery physical thing, whethe
designed or alive or not, is subject to the lawplofsics and hence behaves in wa s
that can be explained and predicted from the phi/stance. If the thing | release
from my hand is an alarm clock or a goldfish, | make same prediction about its
downward trajectory, on the same basis. And evaodel airplane, or a bird, whicl
may well take a different trajectory when releadezhaves in ways that obey the
laws of physics at every scale and at every moment.

Alarm clocks, being designed objects (unlike thekjpare also amenable to a
fancier style of prediction--prediction from thestlgn stance. The design stance is 1
wonderful shortcut, which we all use all the tirBeippose someone gives me a ne v
digital alarm clock. It is a make and model quiterel to me, but a brief examinatic 1
of its exterior buttons and displays convinces hagit | depress a few buttons just
so,thensome hours later the alarm clock will make a loode. | don't know what
kind of noise it will be, but

it will be sufficient to awaken me. | don't needaork out the specific physical law
that explain this marvelous regularity; | don't diée take the thing apart, weighing
its parts and measuring the voltages. | singgiyumehat it has a particular design-
the design we call an alarm clock--and that it Yufiction properly, as designed. I'
prepared to risk quite a lot on this predictiont-my life, perhaps, but my waking t )
in time to get to my scheduled lecture or catctamt Design-stance predictions ar
riskier than physical-stance predictions, becadiskeoextra assumptions | have to
take on board: that an entiydesigned as | suppose it to be, and that it pdrate
according to that design--that is, it will not malittion. Designed things are
occasionally misdesigned, and sometimes they bBa#tkthis moderate price | pay
in riskiness is more than compensated by the trdoenease of prediction. Desigr
stance prediction, when applicable, is a low-dost;risk shortcut, enabling me to
finesse the tedious application of my limited kneelde of physics. In fact we all
routinely risk our lives on design-stance prediesiowe unhesitatingly plug in and
turn on electrical appliances that could kill usniwired; we voluntarily step into
buses we know will soon accelerate us to lethaddgewe calmly press buttons in
elevators we have never been in before.

Design-stance prediction works wonderfully on wedidned artifacts, but it also
works wonderfully on Mother Nature's artifacts-thg things and their parts. Long
before the physics and chemistry of plant growtth @production were understooc
our ancestors quite literally bet their lives oa tkliability of their design-stance
knowledge of what seeds wesepposedo do when plantedf | press a few seeds
into the ground just sehenin a few months, with a modicum of further camenr



me, there will be food here to eat.

We have just seen that design-stance predictiagsky, compared with physical-
stance predictions (which are safe but tediousdkwut), and an even riskier and
swifter stance is the intentional stance. It canibaved, if you like, as a subspecie:
of the design stance, in which the designed thsraiagent of sorts. Suppose we
apply it to the alarm clock. This alarm clock is sgrvant; if Icommandt to wake
me up, bygiving it to understana particular time of awakening, | can rely on its
internal ability toperceivewhen that time has arrived and dutifully exectie t
action it has promised. As soon as it comdsaieevethat the time for noise is NOW
it will be "motivated,"” thanks to my earlier institions, to act accordingly. No dout
the alarm clock is so simple that this fancifulrlanpomorphism is, strictly speakin: .
unnecessary for our understanding of why it doeatutldoes--but notice that this i
how we might explain to a child how to use an alatack: "You tell it when you
want it to wake you up, and it remembers to ddoganaking a loud noise.”

Adoption of the intentional stance is more useflded, well-nigh obligatory--whe
the artifact in question is much more complicateghtan alarm clock. My favorite
example is a chess-playing computer. There arerkdedf different computer
programs that can turn a computer, whether i#gp#p or a supercomputer, into a
chess player. For all their differences at the aydevel and the design level, thes :
computers all succumb neatly to the same simpdgesgty of interpretation: just thin
of them as rational agents wivantto win, and whknowthe rules and principles ¢
chess and the positions of the pieces on the btresténtly your problem of
predicting and interpreting their behavior is madstly easier than it would be if
you tried to use the physical or the design staAtany moment in the chess gam: ,
simply look at the chessboard and draw up a listldhe legal moves available to
the computer when it

is its turn to play (there will usually be sevedaken candidates). Why restrict
yourself to legal moves? Because, you reason,ntsma play winning chess and
knows that it must make only legal moves to win,s®ng rational, it restricts itself
to these. Now rank the legal moves from best (wjsesst rational) to worst
(stupidest, most self-defeating) and make youriptied: the computer will make
the best move. You may well not be sure what tls me@veis (the computer may
"appreciate” the situation better than you do!},ymu can almost always eliminate
all but four or five candidate moves, which stivgs you tremendous predictive
leverage.

Sometimes, when the computer finds itself in a kopigedicament, with only one
nonsuicidal move to make (a "forced” move), you peadict its move with suprem



confidence. Nothing about the laws of physics ferttes move, and nothing about
the specific design of the computer forces this eadihe move is forced by the
overwhelmingly goodeasondor making it and not any other move. Any chess
player, constructed of whatever physical materiatsjld make it. Even a ghost or
an angel would make it! You come up with your inti@mal-stance prediction on th
basis of your bold assumption thret matter howhe computer program has been
designed, it has been designed well enough to ednoy such a good reason. Yc¢
predict its behavioas ifit were a rational agent.

The intentional stance is undeniably a useful slubih such a case, but how
seriously should we take it? What does a compuates, ceally, about whether it wir ;
or loses? Why say that the alarm clalgsiresto obey its master? We can use this
contrast between natural and artificial goals tiglen our appreciation of the fact
that all real goals ultimately spring from the poaanent of a living, self-protective
thing. But we must also recognize that the intergictancevorks(when it does)
whether or not the attributed



goals are genuine or natural or "really appreclabgdhe so-called agent, and this
tolerance is crucial to understanding how genuwed-geeking could be establishe
in the first place. Does the macromolecdally want to replicate itself? The
intentional stance explains what is going on, reigas of how we answer that
guestion. Consider a simple organism--say, a plamar an amoeba--moving
nonrandomly across the bottom of a laboratory dikays heading to the nutrient:
rich end of the dish, or away from the toxic enbdisTorganism is seeking the good
or shunning the badts owngood and bad, not those of some human artifaat-use
Seeking one's own good is a fundamental featuamypfational agent, but are thes
simple organisms seeking or just "seeking?" Wetdw®d to answer that question
The organism is a predictable intentional systemitimer case.

This is another way of making Socrates' point aNfeng when he asks whether
anyone ever knowingly desires evil. We intenticsyatems do sometimes desire
evil, through misunderstanding or misinformatiorsbeer lunacy, but it is part and
parcel of rationality to desire what is deemed gdbig this constitutive relationshi
between the good and the seeking of the goodgteatdorsed--or rather enforced--
by the natural selection of our forebears: thogh tie misfortune to be genetically
designed so that they seek what is bad for thewelra descendants in the long ru 1.
It is no accident that the products of naturaldede seek (or "seek") what they
deem (or "deem") to be good.

Even the simplest organisms, if they are to favbatis good for them, need some
sense organs or discriminative powers--some siswitehes that turn ON in the
presence of good and OFF in its absence--and svaseghes, otransducersmust
be united to the right bodily responses. This negquent is the birth dunction A
rock can't malfunction, for it has not been wellilbequipped to further

any good. When we decide to interpret an entitynftbe intentional stance, it is as
we put ourselves in the role of its guardian, agkiarselves, in effect, "fwere in
this organism's predicament, what would | do?" Aede we expose the underlying
anthropomorphism of the intentional stance: wettalantentional systems as if
they were just like us--which of course they are no

Is this then a misapplication of our own perspeagtihe perspectivee mind-havers
share? Not necessarily. From the vantage pointafigonary history, this is what
has happened: Over billions of years, organismdugiéy evolved, accumulating
ever more versatile machinery designed to furtheir ever more complex and
articulated goods. Eventually, with the evolutiarour species of language and thi
varieties of reflectiveness that language pernait®pic for later chapters), we
emerged with the ability to wonder the wonders witlich we began this book--
wonders about the minds of other entities. Theseders, naively conducted by ou
ancestors, led tanimism the idea that each moving thing has a mind of @uma
in Latin). We began to ask ourselves not only wiethe tiger wanted to eat us--
which it probably did--but why the rivers wantedréach the seas, and what the



clouds wanted from us in return for the rain weeaé&f them. As we became more
sophisticated--and this is a very recent histogealelopment, not anything to be
discerned in the vast reaches of evolutionary tiwe-gradually withdrew the
intentional stance from what we now daknimatenature, reserving it for things
more like us: animals, in the main, but also plamder many conditions. We still
"trick" flowers into blooming prematurely by "degeig" them with artificial spring
warmth and light, and "encourage" vegetables td sienvn longer roots by
withholding from them the water they want so ba¢iylogger once explained to r
how he knew we would find no white pines amongttbes in some high

ground in my forest--"Pines like to keep their fegt.") This way of thinking about
plants is not only natural and harmless but pasigian aid to comprehension and
important lever for discovery. When biologists diger that a plant has some
rudimentary discriminatory organ, they immediata$k themselves what the orgai
is for--what devious project does the plant hawa thquires it to obtain informatior
from its environment on this topic? Very often treswer is an important scientific
discovery.

Intentional systemare, by definition, all and only those entitiesosé behavior is
predictable/explicable from the intentional starfself-replicating macromolecules,
thermostats, amoebas, plants, rats, bats, peouehess-playing computers are a
intentional systems--some much more interesting tthers. Since the point of the
intentional stance is to treat an entity as an tigeorder to predict its actions, we

have to suppose that it is a smart agent, sintgpedsagent might do any dumb thir ;

at all. This bold leap of supposing that the agghtmake only the smart moves

(given its limited perspective) is what gives us lverage to make predictions. W

describe that limited perspective by attributpagticular beliefs and desires to the
agent on the basis of its perception of the sibmagind its goals or needs. Since ou
predictive leverage in this exercise is criticalgpendent on this particularity--sinc
it is sensitive to the particular way the beliefgl @lesires are expressed by us, the
theorists, or represented by the intentional systequestion, | call such systems
intentionalsystems. They exhibit what philosophers caintionality.

"Intentionality,” in this special philosophical =) is such a controversial concept
and is so routinely misunderstood and misused Iophitosophers, that | must pau
to belabor its definition. Unfortunately for intésdiplinary communication, the
philosophical term "intentionality” has two falgeehds--perfectly good words that
are readily con-

fused with it, and indeed are rather closely relateit. One is an ordinary term, the
other is technical (and | will postpone its intratlan briefly). In ordinary parlance,



we often discuss whether someone's action wastiobeh or not. When the driver
crashed into the bridge abutment, was he intentipoammitting suicide, or had he
fallen asleep? When you called the policeman "Dast'then, was that intentional,

or a slip of the tongue? Here we are asking, araateabout the intentionality of th -

two deeds? Yes, in the ordinary sense; no, in thlegophical sense.

Intentionality in the philosophical sense is jasbutnessSomething exhibits
intentionality if its competence is in some walyoutsomething else. An alternative
would be to say that something that exhibits interality contains aepresentation
of something else--but | find that less revealing anore problematic. Does a lock
contain a representation of the key that opena Itk and key exhibit the crudest
form of intentionality; so do the opioid receptardrain cells--receptors that are
designed to accept the endorphin molecules thateatis been providing in brain:
for millions of years. Both can be tricked--thatapened by an impostor. Morphine

molecules are artifactual skeleton keys that haeently been fashioned to open tl

opioid-receptor doors too. (In fact it was the digery of these highly specific
receptors which inspired the search that led taltbeovery of endorphins, the
brain's own painkillers. There must have been sbimgialready present in the bral
reasearchers reasoned, for these specialized oesé¢pthave beeaboutin the first
place.) This lockand-key variety of crude aboutrieske basic design element oult
of which nature has fashioned the fancier sorsubkystems that may more
deservedly be called representation systems, ssilWeave to analyze the
aboutness of these representations in terms dfjtleesi?) aboutness of locks-and-
keys in any case. We can stretch a point and say

that the present shape of the bimetallic spring thermostat is a representation of
the present room temperature, and that the posfitime thermostat's adjustable
lever is a representation of the desired room teatpes, but we can equally well
deny that these are, properly speaking, represemsatlhey do, however, embody
informationaboutroom temperature, and it is by virtue of that ethbwnt that they
contribute to the competence of a simple intentisgpatem.

Why do philosophers call aboutness "intentionaftit"all goes back to the mediev
philosophers who coined the term, noting the sintyldoetween such phenomena
and the act of aiming an arrow at somethingefidere arcum in Intentional
phenomena are equipped with metaphorical arrowsyight say, aimed at

something or other--at whatever it is the phenonseabout or refer to or allude t .

But of course many phenomena that exhibit this mahisort of intentionality do no
do anythingntentionally, in the everyday sense of the term. Perceptutdssta
emotional states, and states of memory, for examfllexhibit aboutness without
necessarily being intentional in the ordinary setisgy can be entirely involuntary
or automatic responses to one thing or anotherelisenothing intentional about
recognizing a horse when it looms into view, butiystate of recognition exhibits
very particular aboutness: you recognizasiti horse. If you had misperceive@#a
moose or a man on a motorcycle, your perceptutd stauld have had a different



aboutness. It would have aimed its arrow rathdedihtly--at something
nonexistent, in fact, but nevertheless quite defirgither the moose that never wa |,
or the illusory motorcyclist. There is a large gsylogical difference between
mistakenly thinking you're in the presence of a seoand mistakenly thinking you' :
in the presence of a man on a motorcycle, a diffsxavith predictable
consequences. The medieval theorists noted that

the arrow of intentionality could thus be aimedhathing while nevertheless being
aimed in a rather particular way. They called thgat of your thought, real or not,
theintentional object

In order to think about something, you must hawag--one way among many
possible ways--of thinking about it. Any intentidisgstem is dependent on its
particular ways of thinking about--perceiving, sgung for, identifying, fearing,
recalling--whatever it is that its "thoughts" afmat. It is this dependency that
creates all the opportunities for confusion, baticpcal and theoretical. Practically
the best way to confuse a particular intentionateay is to exploit a flaw in its
way(s) of perceiving or thinking about whateveméeds to think about. Nature has
explored countless variations on this theme, stocdusing other intentional
systems is a major goal in the life of most intemél systems. After all, one of the
primary desires of any living intentional systenthie desire for the food needed tc
fuel growth, self-repair, and reproduction, so gJdafing thing needs to distinguish
the food (the good material) from the rest of thald: It follows that another
primary desire is to avoid becoming the food oftarointentional system. So
camouflage, mimicry, stealth, and a host of otli@tagems have put nature's
locksmiths to the test, provoking the evolutioregér more effective ways of
distinguishing one thing from another and keepragk of them. But no way is eve
foolproof. There is ndakingwithout the possibility omistaking That's why it's so
important for us as theorists to be able to idgraifd distinguish the different
varieties of taking (and mistaking) that can odountentional systems. In order to
make sense of a system’s actual "take" on itsmistances, we have to have an
accurate picture of its dependence on its parti@dpacities for distinguishing
things--its ways of "thinking about” things.

Unfortunately, however, as theorists we have tendexverdo it, treatingur own
well-nigh limitless capacity for distinguishing otteng from another in our though ;
(thanks to our ability to use language) as if itevine hallmark of all genuine
intentionality, all aboutness worthy of the namer lastance, when a frog's tongue
darts out and catches whatever is flying by, tbg fnay make a mistake-it may
ingest a ball bearing thrown by a mischievous ¢latda fisherman's lure on a
monofilament thread, or some other inedible anomihg frog has made a mistak



but exactlywhich mistake(s) has it made? What did the frbgnk" it was grabbing?
A fly? Airborne food? A moving dark convexity? Wamnluage users can draw
indefinitely fine distinctions of content for thamdidate frog-thought, and there he ;
been an unexamined assumption that before we trdsugg anyreal intentionality
to the frog we have to narrow down the contenhefftog's states and acts with th
same precision we can use (in principle) when wesicker human thoughts and the r
propositional content.

This has been a major source of theoretical coofysind to make matters worse,
there is a handy technical term from logic thagreto just this capacity of languag :
for making indefinitely fine-grained discriminatisnntensionality With ans.
Intensionality-with-an-s is a feature of languagebas no direct application to any
other sort of representational system (pictureqaangraphs, "search images," . . .
mindg. According to standard usage among logicianswibrels or symbols in a
language can be divided into the logical, or fumctiwords ("if,” "and," "or," "not,"
"all," "some," . . . ) and theermsor predicates which can be as various as the top :
of discussion ("red," "tall,” "grandfather," "oxyigé€ "second-rate composer of
sonnets," . . . ). Every meaningful term or pretticaf a language has artensior
the thing or set of things to which the term refensd anintension-the particular
way in which this

thing or set of things is picked out or determirie@helsea Clinton's father" and
"president of the United States in 1995" name #my game thing--Bill Clinton--anc
hence have the same extension, but they zero thi®meommon entity in different
ways, and hence have difference intensions. The tequilateral triangle" picks ou
exactly the same set of things as the term "equiangriangle,” so these two terms
have the same extension, but clearly they don'nrttemsame thing: one term is
abouta triangle's sides being equal and the othebaitthe angles being equal. Si
intension (with an s) is contrasted to extensio, means, welineaning And isn't
that what intentionality-with-a-t means, too?

For many purposes, logicians note, we can igndferdnces in thentensionsof
terms and just keep track of extensions. Afteraathse by any other name would
smell as sweet, so if roses are the topic, thdimtsdy many different ways of
getting the class of roses into the discussion lshmeliequivalent, from a logical
point of view. Since watas H , 0, anything truly said of water, using the term
"water,"” will be just as truly said if we substieuhe term "120" in its place--even if
these two terms are subtly different in meaningntamsion. This freedom is
particularly obvious and useful in such topic araasnathematics, where you can
always avail yourself of the practice of "substiigtequals for equals,” replacing
"4%" by "16" or vice versa, since these two differerms refer to one and the sam
number. Such freedom of substitution within lingigisontexts is aptly called
referential transparencyyou can see right through the terms, in effecthe things
the terms refer to. But when the topic is not rdagshinking-aboutrosesor talking-
about(thinking-abou)-roses, differences in intension can matter. Senekier the



topic is intentional systems and their beliefs dadires, the language used by the
theorist is intension-sensitive. A logician would/ghat

such discourse exhibiteferentialopacityit is not transparent; the terms themselv 's
get in the way and interfere in subtle and confysuays with the topic.

To see how referential opacity actually mattersnmwye adopt the intentional stanc ,
let's consider a root case of the intentional €ana@ction, applied to a human beir .
We do this effortlessly every day, and seldom spetiwhat is involved, but here is
an example, drawn from a recent philosophical lartian example that goes rather
weirdly but usefully into more detail than usual:

Brutus wanted to kill Caesar. He believed that @aess an ordinary mortal, and
that, given this, stabbing him (by which we meamging a knife into his heart) we ;
a way of killing him. He thought that he could stahkesar, for he remembered tha
he had a knife and saw that Caesar was standiriganbim on his left in the Forum
So Brutus was motivated to stab the man to hishtdid so, thereby killing
Caesar. (srael, Perry, and Tutiyal993. p. 515)

Notice that the term " Caesar" is surreptitioushymg a crucial double role in this
explanation--not just in the normal, transpareny wBpicking out a man, Caesar, t e
chap in the toga standing in the Forum, but inipglout the marmn the way Brutus
himself picks him outt is not enough for Brutus to see Caesar st@ndéaxt to him;

he has to see that he is Caesar, the man he wékills If Brutus mistook Caesar,

the man to his left, for Cassius, then he woulgin'to kill him: he wouldn't have

been motivated, as the authors say, to stab thearas left, since he would not
have drawn the crucial connection in his mind-ithk identifying the man to his

left with his goal.

THE MISGUIDED GOAL OF PROPOSITIONAL
PRECISION

Whenever an agent acts, it acts on the basis aftecplar understanding--or
misunderstanding--of the circumstances, and irdeatiexplanations and predictio s
rely on capturing that understanding. To predietdhtion of an intentional system,
you have to know what things the beliefs and desafehe agent are aboandyou
have to know, at least roughlypwthose beliefs and desires are about those thin s,
so you can say whether the crucial connections haea, or will be, drawn.

But notice that | said that when we adopt the itiberal stance we have to knaw



least roughlyhow the agent picks out the objects of concerilingao notice this is
a major source of confusion. We typically don'tchéz knowexactlywhat way the
agent conceives of his task. The intentional st@aceusually tolerate a lot of slack
and that's a blessing, since the task of expregsiactlyhow the agent conceives o
his task is misconceived, as pointless an exeasseading poems in a book throu h
a microscope. If the agent under examination dbesnteive of its circumstances
with the aid of a language capable of making certgstinctions, the superb
resolving power of our language can't be harnedsedtly to the task oéxpressing
the particular thoughts, or ways of thinking, origaes of sensitivity, of that agent.
(Indirectly, however, language can be useddscribethose particularities in
whatever detail the theoretical context demands.)

This point often gets lost in the mists of a spusig persuasive argument, along tr
following lines. Do dogs (for example) think? If,gben of course they must think
particular thoughts. A thought couldn't exist witlhd@eing some particular thought
or other, could it? But a particular thought

must be composed of particular concepts. You taink the thought

that my dish is full of beef

unless you have the conceptslifh andbeef and to have these concepts you hav
to have a host of other conceptsi¢ket plate, cow, flesh . . .), since this particular
thought is readily distinguishable (by us) from theught

that the bucket is full of beef

as well as from the thought

that my plate is full of calves' liver

to say nothing of the thought

that the red, tasty stuff in the thing that | ugy@at from is not the usual dry stuff
they feed me

and so on and so forth, forever. Just which thoogtioughts is the dog thinking?
How can we express--in English, say--exactly tlwtfint the dog is thinking? If it
can't be done (and it can't), then either dogg tfank thoughts at all or dogs'
thoughts must be systematically inexpressible-famte beyond our ken.

Neither alternative follows. The idea that a ddtii®ught” might be inexpressible
(in human language) for the simple reason thatesgion in a human languagets
too fineis often ignored, along with its corollary: theathat we may nevertheless
exhaustively describe what we can't express, lgavinmysterious residue at all.



The dog has to have its particular ways of disarating things, and

these ways get composed into quite particular disdyncratic "concepts.” If we ce |
figure out how these ways work, and describe hay thork together, then we will
know as much about the content of the dog's thauahtve ever learn about the
content of another human being's thoughts throwghersation, even if we can't
find a sentence (in English or in any other hunaangliage) thagxpressethat
content.

When we human mind-havers, from our uniquely eked@erspective, usmir
special trick of applying the intentional stancether entities, we are imposing ou
ways on them, and we risk importing too much gjatibo much distinctness and
articulation of content, and hence too much orgation, to the systems we are
attempting to understand. We also risk importirgrimuch of the particuldind of
organization of our own minds to our model of thesepler systems. Not all of oul
needs, and hence desires, and hence mental psaeticehence mental resources,
are shared by these simpler candidates for minds.

Many organisms "experience" the sun, and even ghiglelives by its passage. A
sunflower may track the sun in a minimal way, tmigtto face it as it crosses the
sky, maximizing its daily exposure to sunlight, iutan't cope with an intervening
umbrella. It can't anticipate the sun's reemerganeecalculable later time and
adjust its slow, simple "behavior" accordingly. Animal might well be capable of
such sophistication, modulating its locomotion éef itself hidden in shadows froi |
its prey, or even anticipating where to stretchinuhe sun for a long nap,
appreciating (dimly and unthinkingly) that the teeghadow will soon lengthen.
Animals track and reidentify other things (matasamy, offspring, favorite food
sites), and they might similarly track the sun. Bethuman beings don't just track
the sun, we make an ontological discovery aboustime it'sthe suh The very same
sun each day.

The German logician Gottlob Frege introduced anrgrta that logicians and
philosophers have written about for more than awgnthe Morning Star, known t
the ancients as Phosphorus, and the Evening Si@anrkto the ancients as Hesper s,
are one and the same heavenly body: Venus. Todgajsth familiar fact, but the
discovery of this identity was a substantial eaddyance in astronomy. Which of u
today could formulate the argument and amass theatrevidence without looking
for help in a book? Even as small children, we itgachderstand (and docilely
accept) the hypothesis, however. It's hard to imaghat any other creatures could
ever be brought to formulate, much less confirma,hiapothesis that these small



bright spots are one and the same heavenly body.

Couldn't those huge, hot disks that make a daibgage across the skies be new
every day? We're the only species that can evenuiate the question. Compare s n
and moon to the seasons. Spring comes back eactby¢ave don't ask (any more’
if it's thesamespring, returned. Perhaps Spring, personifiedgadadess in the old
days,wasseen by our ancestors as a returning particubd@ necurring universal.
But for other species this isn't even an issue.&Sgpecies have exquisite sensitivi '
to variations; they can discriminate many more itketen some domains, than we
can with our naked senses (although as far as o ke can, with the aid of our
prosthetic extensions-microscopes, spectroscopss;igomatographs, and so
forthmake finer discriminations in every single nabty than any other creatures o
the planet). But these other species have a vmitelil ability to reflect, and their
sensitivities are channeled down rather narrowagt®ssibilities, as we shall see.

We, in contrast, arkelievealls. There is no limit, apparently, to what we can

believe, and to what we can distinguish in belMgé can distinguish between
believing

that the sun is and always has been the sameestah, day,
and believing

that the sun has been the same star, each dag 3arwary 1, 1900, when the late T
sun took over its role from its predecessor

| take it that nobody believes the latter, busieasy enough to see what the belief s,
and to distinguish it both from the standard bediedl from the equally daft but
different belief,

that the most recent change of suns happened a1 986

The fundamental form of all such attributions ofrta states to intentional system
are sentences that express what are cpatlggositional attitudes

X believes thap.

y desires thad.

zwonders whether.

Such sentences consist of three parts: a ternrireféo the intentional system in
guestion X, y, 2), a term for the attitude attributed to it (belidésire, wonder, . . .),

and a term for the particular content or meaninthaf attitude th@roposition
denoted in these dummy cases by the lefiegisandr. In actual attribution



sentences, of course, these propositione@greessedssentencegof English, or
whatever language the speaker is using), and t#egences contain terms that me /
not be substituted ad lib for coextensive termat'sithe feature of referential
opacity.

Propositions, then, are the theoretical entitieh wihich

we identify, or measure, beliefs. For two beliewershare a belief is, by definition,
for them to believe one and the same propositiomatMhen are propositions? The
are, by mutually agreed philosophical conventibe,dbstract meanings shared by
all sentenceghat . . . mean the same thing. An ominous ceaberges from the
smoke of battle. Presumably, one and the same sitapois expressed by

Snow is white.

La neige est blancl.

Der Schnee ist weiss
After all, when | attribute to Tom the belief trsaatow is white, we want Pierre and
Wilhelm to be able to attribute the same belieTéon in their own tongues. The fac
that Tom need not understand their attributiorizesde the point. For that matter,
Tom need not understamnay attribution, of course, since perhaps Tom is aarad
monolingual Turk.But is one and the same propasitiso shared by the following’

Bill hit Sam.

Sam was hit by Bill.

It was Bill who was the agent of the act of hittimigwhich Sam was the victim.

They all "say the same thing," and yet they all '$&iyn different ways. Should
propositions line up witlvays of sayingr withthings sai@ A simple, theoretically
appealing way of settling the issue would be towaks&ther a believer can believe
one of these without believing another. If so, thexy are different propositions.
After all, if propositions are to be the theoretieatities that measure belief, we
wouldn't want this test to fail. But how can wettidss if Tom isn't an English
speaker, or a speaker at all? We attribut-

ors--at least when we express our attributionamgliage-must be bound by a
system of expression, a language, and languades iditheir structures as well as
their terms. By being forced into one such langustgecture or another, we willy-
nilly take on more distinctions than the circumstsmay warrant. This is the poir
of the warning | issued earlier about tbegh attribution of content that suffices fo
the success of the intentional stance.

The philosopher Paul Churchland ( 1979) has likegregositions to numbers--



equally abstract objects used to measure many gdiysioperties.
x has weight-in-grams df44.
y has speed-in-meters-per-second af

Obviously, numbers are well-behaved occupantsisfrtile. We can "substitute
equals for equals.” There is no difficulty in agnegthatx has weight-in-grams of
2x72or that y has speed-in-meters-per-secor@8f There is a difficulty, as we
have just seen, when we try to apply the same oileansformation and
equivalence to different expressions of what atatpely the same proposition.
Propositions, alas, are not as well-behaved theat&ntities as numbers.
Propositions are more like dollars than numbers!

This goat is wortl$50.

And how much is it worth in Greek drachmas, or Rarssubles (on what day of the
week!)--and is it worth more or less today thawats in ancient Athens or as part ¢
Marco Polo's expeditionary supplies? There is ndotithat a goat always has a
value to its owner, and there is no doubt that arefex a rough, operational measu 2
of its value by executing--or imagining ourselve®kecute--an exchange for
money, or gold dust, or bread, or whatever. Butetheno

fixed, neutral, eternal system of measuring economiue, and likewise there is nc
fixed, neutral, eternal system for measuring megabinthe propositionful. So what
It would be nice, | guess, if there were such systat would make for a neater
world, and it might make the theoretician's job@en. But such a single-standard,
universal system of measurement is unnecessatiidory in both economics and
intentional-system theory. Sound economic theonpisthreatened by the
ineliminable imprecision in its measurement of exoit value generalized to all
circumstances at all times. Sound intentional-sgdteeory is not threatened by the
ineliminable imprecision in its measurement of megracross the same universal
spectrum. As long as we are alert to the difficulg can deal with all local
problems quite satisfactorily, using whatever roagi-ready system we choose.

In subsequent chapters, we will find that when aketour "believe-all* competenc
and apply it to "lower" creatures, it handily orgass the data for us: it tells us whe e
to look next, sets boundary conditions, and hidtigatterns of similarity and
difference. But if we are not careful, as we haveaaly seen, it can also woefully
distort our vision. It is one thing to treat an angm, or any of its many subsysterr ;,
as a rudimentary intentional system that crudet/arthinkinglypursues its
undeniably sophisticated ends, and quite anothienpate reflective appreciation tc

it of what it is doing. Our kind of reflective thkimg is a very recent evolutionary
innovation.



The original self-replicating macromoleculesd reasons for what they did, but ha
no inkling of them. We, in contrast, not only knear-think we know--our reasons;
we articulate them, discuss them, criticize themays them. They are not just the
reasons we act; they are reasfamaus In between the macromolecules and us the
IS quite a story

to be told. Consider, for instance, the fledglingloo, hatched in an alien nest by
unwitting adoptive parents. Its first action wheemerges from its egg is to roll the
other eggs out of the nest. This is not an easy &l it is quite astonishing to
watch the ferocious single-mindedness and resaureess with which the baby bir
overcomes whatever obstacles lie in its way tisttthe other eggs. Why does it
this? Because those eggs contain rivals for tleatdins of its surrogate providers.
By disposing of these rivals, it maximizes the fa@odl protective care it will receivi
The newborn cuckoo is, of course, oblivious; it hasnkling of this rationale for its
ruthless act, but the rationaletiere and has undoubtedly shaped this innate
behavior over the eon#/ecan see it, even if the cuckoo can't. | call saichtionale
"free floating," because it is nowhaepresentedn the fledgling, or anywhere else
even though it is operative--over evolutionary tirmeshaping and refining the
behavior in question (in providing for its inforn@tal needs, for instance). The
strategic principles involved are not explicitlycexded but just implicit in the larger

organization of designed features. How did thossars get captured and articula :

in some of the minds that have evolved? That'soa gmiestion. It will occupy our
attention for several chapters, but before goingporonsider it, | must address a
residual suspicion some philosophers have airedittd have it exactly backward.
am proposing to explain real intentionality in terof pseudointentionality!
Moreover, it seems, | am failing to acknowledgeithportant distinction between
original orintrinsic intentionality andderivedintentionality. What is the distinction

ORIGINAL AND DERIVED INTENTIONALITY

According to some philosophers, following John $e64980), intentionality come
in two varieties, intrinsic (or original) and degd. Intrinsic intentionality is the
aboutness of our thoughts, our beliefs, our desinasintentions (intentions in the
ordinary sense). It is the obviosgurceof the distinctly limited and derived sort of
aboutness exhibited by some of our artifacts: cands, sentences, books, maps,
pictures, computer programs. They have intentionahly by courtesy of a kind of
generous loan from our minds. The derived intemionof our artifactual
representations is parasitic on the genuine, aigintrinsic intentionality that lies
behind their creation.

There is a lot to be said for this claim. If yoos® your eyes and think about Paris



or your mother, that thought of yours is aboubltgect in the most primary and
direct way that anything could be about anythifigolu then write a description of
Paris, or draw a sketch of your mother, the reprasi®n on the paper is about Par 3,
or your mother, only because that is your authanigintion (ordinary sense). You
are in charge of your representations, and yotiogeé¢clare or decide what these
creations of yours are about. There are conventbfenguage that you rely on to
assist in this injection of meaning into brute nsaok paper. Unless you have just
previously declared that henceforth you shall nteanefer to Boston whenever yot
say or write the word "Paris" or that you chooseadlh Michelle Pfeiffer "Mother,"
the standard references agreed to by your linguisinmunity are assumed to be i
force. These conventions, in turn, depend on tinenconal intentions of that
community. So external representations get theammgs--their intensions and
extensions--from the meanings of the internal, mlestates and acts of the people
who



make them and use them. Those mental states ambaa original intentionality.

The point about the dependent status of artifack@miesentations is undeniable.
Manifestly, the pencil marks in themselves don'ama thing. This is particularly
clear in cases of ambiguous sentences. The phites&. V. O. Quine gives us the
nice example:

Our mothers bore us.

What is this thingabou® Is this a present-tense complaint about boredaarpast-
tense truism about our origins? You have to askp#reon who created the senten
Nothing about the marks in themselves could pogsibtermine the answeFhey
certainly don't have intrinsic intentionality, whaer that might be. If they mean

anything at all, it is because of the role theyplaa system of representation that :

anchored to the minds of the representers.

But what of the states and acts of those minds? \&fdows them with their
intentionality? One popular answer is to say thasé mental states and acts have
meaning because they themselves, marvelously enaugleomposed in a sort of
language--the language of thought. Mentalese. iSlashopeless answer. It is
hopeless not because there couldn't be any sutdnsys be found in the internal
goings-on in people's brains. Indeed, there coelettioough any such system
wouldn't bgjust like an ordinary natural language, such as Englidhrench. It is
hopeless as an answer to the question we posatnerely postpones the questic
Let there be a language of thought. Now whence sahmmeaning afs terms?
How do you know what the sentences in your langudgleought mean? This
problem comes into sharper focus if we contrastahguage-ofthought hypothesis
with its ancestor and chief rival, the picture theof ideas. Our thoughts are like
pictures, runs this

view; they are about what they are about becaiksepictures, theyesembleheir
objects. How do | tell my idea of a duck from mygadof a cow? By noting that my
idea of a duclhooks likeaduck while my idea of a cow doesn't! This, too, is
hopeless, because it immediately raises the que#titd how do you know what a
duck looks like? Again, it's not hopeless becabsectcouldn't be a system of
imagery in your brain that exploits pictorial red#ances between the brain's
internal images and the things they representeiddihere could be. In fact, there |
and we are beginning to understand how such amysteks. It is hopeless as an
answer to our basic question, however, becauspértts on the very understandi
that it's supposed to explain, and hence goes riouciccles.

The solution to this problem of our intentionaligystraightforward. We just agreed
that representational artifacts (such as writtestdptions and sketches) possess

derived intentionality, by virtue of the role thphay in the activities of their creator .

A shopping list written down on a piece of papes baly the derived intentionality



it gets from the intentions of the agent who mad&é/ell, so does a shopping list
held by the same agent in memory! Its intentiopaditexactly as derived as that of
the external list, and for the same reasons. Silpila merely mental image of your

mother--or Michelle Pfeiffer--is about its objentjust as derived a way as the ske :

you draw. It is internal, not external, but it t8l @n artifact created by your brain
and means what it does because of its particuksitipo in the ongoing economy of
your brain's internal activities and their rolegioverning your body's complex
activities in the real, surrounding world.

And how did your brain come to have an organizatibsuch amazing states with

such amazing powers? Play the same card agaibrdireis an artifact, and it gets
whatever intentionality its parts have from theilerin the ongoing

economy of the larger system of which it is a par{-in other words, from the

intentions of its creator, Mother Nature (othervksewn as the process of evolutic -

by natural selection).

This idea that the intentionality of brain stateslerived from the intentionality of
the system or process that designed them is adityitiestrange and unsettling ide
at first. We can see what it comes to by considegiicontext in which it is surely
correct: When we wonder about the (derived) interdlity of the "brain” states of
some manufactured robot. Suppose we come acred®atrundling a shopping ca
through a supermarket and periodically consultisgipaof paper with symbols
written on it. One line is:

MILK@.5%GAL if P <2xQT\P else 2xMILK@QT

What, if anything, is this gibberisibou®? We ask the robot. It replies, "That's just
remind me to get a half gallon of milk, but onlthie price of a half gallon is less
than twice the price of a quart. Quarts are edsramne to carry." This auditory
artifact emitted by the robot is mainly just a sktion into English of the written
one, but it weargs derived meaning on its sleeve, for our benefitd Arhere did
either of these artifacts get their derived intemaility? From the clever engineering
work of the robot's designers, no doubt, but maydyg indirectly. Maybe these
engineers formulated and directly installed the-cosscious principle that has
spawned this particular reminder--a rather boriagsybility, but one in which the
derived intentionality of these states would dedilyi lead back to the human
designers' own intentionality as the creators o$éhstates. It would be much more
interesting if the designers had done somethingeteét is possible--just on the
edge of technological capability today--that thegidned the robot to be cost-
sensitive in many ways and let it "figure out,"rfrats own "experience,"



that it should adopt some such principle. In tlaise; the principle would not be
hard-wired but flexible, and in the near future tbkot might decide from its furthe
"experience" that this application was not coseétifve after all, and it would buy
milk in convenient quarts no matter what they cblstw much design work did the
robot's designers do, and how much did they dedeigathe robot itself? The more
elaborate the system of controls, with its attehd#ormation-gathering and
information-assessing subsystems, the greaterottelzution of the robot itself, ani
hence the greater its claim to be the "authortbwn meanings--meanings that
might, over time, become quite inscrutable to tigot's designers.

The imagined robot does not yet exist, but somédayght. | introduce it in order tc
show thawithin its world of merely derived intentionality we cdraw the very
distinction that inspired the contrast betweeninaband derived intentionality in
the first place. (We had to "consult the authortligcover the meaning of the
artifact.) This is instructive, because it showat tiherived intentionality can be
derived from derived intentionality. It also shol®w an illusion of intrinsic
intentionality (netaphysicallyriginal intentionality) could arise. It migeeenthat
the author of a puzzling artifact would have toédarinsic intentionality in order t
be the source of the artifact's derived intentibyabut this is not so. We can see tl
in this case, at least, there is no work left deeintrinsic intentionality to do. The
imagined robot would be just as capable as we fadelegating derived
intentionality to further artifacts. It gets arouimdhe world, advancing its projects
and avoiding harm, on the strength of its "merelgfived intentionality, the
intentionality designed into it--first by its desigys and then, as it acquires more
information about its world, by its own processéseadf-redesign. We may perhaps
be in the same predicament, living our lives bylitets of our

"merely" derived intentionality. What boon wouldrinsic intentionality (whatever
that is) provide for us that could not as well haeen bequeathed to us, as
evolution-designed artifacts? Perhaps we are chaswill-of-the-wisp.

It's a good thing that this prospect has openeiiups, because the intentionality
that allows us to speak and write and wonder afimeaof wonders is undeniably &
late and complex product of an evolutionary pro¢eashas the cruder sorts of
intentionality--disparaged by Searle and other§reese asf intentionality”--as both
its ancestors and its contemporary components.rd/descended from robots, anc
composed of robots, and all the intentionality wgg is derived from the more

fundamental intentionality of these billions of deuintentional systems. | don't hav :

it backward; | have it forward. That's the only mising direction to travel. But the
journey lies ahead.

at



CHAPTER 3THE BODY ANDITS
MINDS

In the distant future | see open fields for far emonportant researches. Psycholog
will be based on a new foundation, that of the ssagy acquirement of each ment
power and capacity by gradation. Light will be tlroon the origin of man and his
history.

Charles DarwinThe Origin of Species

FROM SENSITIVITY TO SENTIENCE?

At last, let's take the journey. Mother Nature-as,we call it today, the process of
evolution by natural selection--has no foresighdlatbut has gradually built beings
with foresight. The task of a mind is to productufe, as the poet Paul Valéry onc
put it. A mind is fundamentally an anticipator, expectation-generator. It mines tt
present for clues, which it refines with the helph® materials it has saved from tf
past, turning them into anticipations of the

future. And then it acts, rationally, on the basishose hard-won anticipations.

Given the inescapable competition for materiathaworld of living things, the tas
facing any organism can be considered to be orgoreor another of the childhoo
game of hide-and-seek. You seek what you needhiaiedrom those who need wh
you have. The earliest replicators, the macromddsginad their needs and
developed simplerelatively simple!--means of achieving them. Their seeking we
just so much random walking, with a suitably coafeg grabber at the business e
When they bumped into the right things, they gralibem. These seekers had no
plan, no "search image," no representation of thugistfor items beyond the
configuration of the grabbers. It was lock-and-kayd nothing more. Hence the
macromolecule did not know it was seeking, andnditineed to know.

The "need to know" principle is most famous inapgplication in the world of
espionage, actual and fictional: No agent shouldiben any more information thau
he absolutely needs to know to perform his pathefproject. Much the same
principle has been honored for billions of yearg] aontinues to be honored in a
trillion ways, in the design of every living thinfhe agents (or microagents or



pseudoagents) of which a living thing is compodéa-the secret agents of the Cl,
or KGB--are vouchsafed only the information thegaé order to carry out their
very limited specialized tasks. In espionage, #i®nale is security; in nature, the
rationale is economy. The cheapest, least intelysilesigned system will be
"discovered" first by Mother Nature, and myopicadblected.

It is important to recognize, by the way, that theapest design may well not be tl =
most efficient, or the smallest. It may often beaber for Mother Nature to throw
in--or leave in--lots of extra, nonfunctioning stidimply because such stuff gets
created by the replication-and-development

process and cannot be removed without exorbitasit &ds now known that many
mutations insert a code that simply "turns off"esg without deleting it--a much
cheaper move to make in genetic space. A pardieh@menon in the world of
human engineering occurs routinely in computer egning. When programmers
improve a program (creating, say, WordWhizbangt@ @place WordWhizbang
6.1), the standard practice is to create the nemcsacode adjacent to the old code
simply by copying the old code and then editingnmtating the copy. Then, before
running or compiling the new code, they "commertt the old code-they don't
erase it from the source code file but isolatedlldeversion between special symba :
that tell the computer to skip over the bracketeéf sthen compiling or executing
the program. The old instructions remain in thentgae,"” marked so that they are
never "expressed" in the phenotype. It costs almatting to keep the old code
along for the ride, and it might come in handy safag. Circumstances in the worl
might change, for instance--making the old verdietier after all. Or the extra cop
of the old version might someday get mutated iotoething of value. Such hard-
won design should not be lightly discarded, sitnegould be hard to re-create from
scratch. As is becoming ever more clear, evolubiben avails itself of this tactic,
reusing again and again the leftovers of earlisigieprocesses. (I explore this
principle of thrifty accumulation of design in madepth in Darwin'®©angerous
ldea)

The macromolecules had no need to know, and timgjlescelled descendants wer:
much more complex but also had no need to know tiegtwere doing, or why
what they were doing was the source of their Ihadid. For billions of years, then,
there were reasons but no reason formulatorsasorerepresenters, or even, in tr
strong sense, reason appreciators. (Mother Nahegrocess of natural selection,
shows her appreciation of good reasons tacitly, by

wordlessly and mindlessly permitting the best desig prosper.) We late-bloomin
theorists are the first to see the patterns andelithese reasons--the free-floating



rationales of the designs that have been createdtbg eons.

We describe the patterns using the intentionakstalBven some of the simplest
design features in organisms-permanent features sxgler than ON/OFF
switches-can be installed and refined by a prottetishas an intentional-stance
interpretation. For instance, plants don't havedsiioy any stretch of the theorist's
imagination, but over evolutionary time their fegsiare shaped by competitions
that can be modeled by mathematical game theory-asif the plants and their
competitors were agents like us! Plants that havevalutionary history of being
heavily preyed upon by herbivores often evolvedibyito those herbivores as a
retaliatory measure. The herbivores, in turn, ofteolve a specific tolerance in the
digestive systems for those specific toxins, amdrneto the feast, until the day whe
the plants, foiled in their first attempt, developther toxicity or prickly barbs, as
their next move in an escalating arms race of nreasmud countermeasure. At sorr
point, the herbivores may "choose" not to retalterather to discriminate, turning
to other food sources, and then other nontoxictplaray evolve to "mimic” the
toxic plants, blindly exploiting a weakness in thscriminatory system--visual or
olfactory--of the herbivores and thereby hitchiniyee ride on the toxicity defense
of the other plant species. The free-floating rale is clear and predictive, even
though neither the plants nor the digestive systefise herbivores have minds in
anything like the ordinary sense.

All this happens at an achingly slow pace, by ¢andards. It can take thousands
generations, thousands of years, for a single nrotlés game of hide-and-seek to
be made and responded to (though in some circuoesadhe

pace is shockingly fast). The patterns of evolwtigrchange emerge so slowly tha
they are invisible at our normal rate of informatigptake, so it's easy to overlook
their intentional interpretation, or to dismisa# mere whimsy or metaphor. This
bias in favor of our normal pace might be calietsescale chauvinisnTake the
smartest, quickest-witted person you know, and inefiiming her in action in
ultraslow motion--say, thirty thousand frames peoamnd, to be projected at the
normal rate of thirty frames per second. A singjathing riposte, a witticism
offered "without skipping a beat," would now emelige a glacier from her mouth,
boring even the most patient moviegoer. Who coutahd the intelligence of her
performance, an intelligence that would be unmatdbéd at normal speed? We are
also charmed by mismatched timescales going iotther direction, as time-lapse
photography has vividly demonstrated. To watch 8oswgrowing, budding, and
blooming in a few seconds, is to be drawn almassistibly into the intentional
stance. See how that plant is striving upwardngds neighbor for a favored plact
in the sun, defiantly thrusting its own leaves ittte light, parrying the
counterblows, ducking and weaving like a boxer! Vaey same patterns, projectet
at different speeds, can reveal or conceal theepoesof a mind, or the absence of
mind--or so it seems. (Spatial scale also showsageful built-in bias; if gnats were
the size of seagulls, more people would be surnghihd minds, and if we had to



look through microscopes to see the antics of ottge would be less confident the
they were fun-loving.)

In order for us to see things as mindful, they hiavieappen at the right pace, and
when we do see something as mindful, we don't haweh choice; the perception i
almost irresistible. But is this just a fact about bias as observers, or is it a fact
about minds? What is tlaetualrole of speed in the phenomenon of mind? Coulc
there be minds,

as real as any minds anywhere, that conductedabtties orders of magnitude
slower than our minds do? Here is a reason fokihgnthat there could be: if our
planet were visited by Martians who thought the saorts of thoughts we do but
thousands or millions of times faster than we de would seem to them to be abo
as stupid as trees, and they would be inclinedaff at the hypothesis that we had
minds. If they did, they would be wrong, wouldh'éy--victims of their own
timescale chauvinism. So if we want to deny thatelcould be a radically slow-
thinking mind, we will have to find some groundse@tthan our preference for the
human thought rate. What grounds might there bef¥ape, you may think, there is :
minimum speed for a mind, rather like the minimusnape velocity required to
overcome gravity and leave the planet. For thia tdehave any claim on our
attention, let alone allegiance, we would needeahthat says why this should be
What could it be about running a system fasterfastér that eventually would
"break the mind barrier" and create a mind wheferbehere was none? Does the
friction of the moving parts create heat, whichaba certain temperature leads tc
the transformation of something at the chemicatlle\And why would that make a
mind? Is it like particles in an accelerator appftoag the speed of light and
becoming hugely massive? Why would that make a thidoles the rapid spinning
of the brain parts somehow weave a containmeneV&sprevent the escape of the
accumulating mind particles until a critical magshem coheres into a mind?
Unless something along these lines can be propnsgdefendedhe idea that shee -
speed is essential for minds is unappealing, simee is such a good reason for
holding that it's theelative speed that matters: perception, deliberation,aatidn

all swift enough--relative to the unfolding envirant--to accomplish the purpose
of a mind. Producing future is no use to any intaral system if its "pre-

dictions" arrive too late to be acted on. Evolutwiti always favor the quick-witted
over the slow-witted, other things being equal, artihguish those who can't mee
their deadlines well on a regular basis.

But what if there were a planet on which the sp&fdayht was 100 kilometers per
hour, and all other physical events and processes slowed down to keep pace?



Since in fact the pace of events in the physicaldvwoan't be sped up or slowed
down by orders of magnitude (except in philosopHargastic thought experiments
a relative speed requirement works as well as aalate speed requirement. Givel
the speed at which thrown stones approach thgjetsrand given the speed at
which light bounces off those incoming stones, ginén the speed at which audib
warning calls can be propagated through the atnewsplnd given the force that
must be marshaled to get 100 kilograms of bodyinghat 20 kilometers per hour t
veer sharply to the left or right--given these arfubst of other firmly fixed
performance specifications, useful brains haveperate at quite definite minimum
speeds, independently of any fanciful "emergenperes” that might also be
produced only at certain speeds. These speed-o&tperequirements, in turn,
force brains to use media of information transmisghat can sustain those speed:
That's one good reason why it can matter what a msimade of. There may be
others.

When the events in question unfold at a more st@@te, something mindlike can
occur in other media. These patterns are discermithese phenomena only wher
we adopt the intentional stance. Over very longoplsrof time, species or lineages
of plants and animals can bensitiveto changing conditions, amdspondto the
changes they sense in rational ways. That's @kés for the intentional stance to
find predictive and explanatory leverage. Over msicbrter periods of time,
individual plants can respond

appropriately to changes they sense in their enment, growing new leaves and
branches to exploit the available sunlight, extegdheir roots toward water, and
even (in some specie®mporarilyadjusting the chemical composition of their
edible parts to ward off theensednslaught of transient herbivores.

These sorts of slow-paced sensitivity, like théiardl sensitivity of thermostats anc
computers, may strike us as mere second-rate iomtabf the phenomenon that
really makes the differenceentiencePerhaps we can distinguish "mere intentior |l
systems" from "genuine minds" by asking whethercdnedidates in question enjoy
sentience. Well, what is it? "Sentience" has n&een given a proper definition, bt
it is the more or less standard term for what iagmed to be the lowest grade of
consciousness. We may wish to entertain the siyaéé@bout this point, of
contrasting sentience with mere sensitivity, a pimeenon exhibited by single-celle
organisms, plants, the fuel gauge in your car,thadilm in your camera. Sensitivit
need not involve consciousness at all. Photogrdphiccomes in different grades ¢
sensitivity to light; thermometers are made of male that are sensitive to change
in temperature; litmus paper is sensitive to trespnce of acid. Popular opinion
proclaims that plants and perhaps "lower" animjgiiyfish, sponges, and the like--
are sensitive without being sentient, but thatHeig animals are sentient. Like us,
they are notnerelyendowed with sensitive equipment of one sort otlaer--
equipment that responds differentially and appedpty to one thing or another.
They enjoy some further property, called sentierscesays popular opinion. But



what is this commonly proclaimed property?

What does sentience amount to, above and beyosdisiy? This is a question the
is seldom asked and has never been properly amgvi#ieeshouldn't assume that
there's a good answer. We shouldn't assume, im witrels, that it's

a good question. If we want to use the concepenfisnce, we will have to constru
it from parts we understand. Everybody agreessbatience requires sensitivity pl
some further as yet unidentified factor x, so ifdiect our attention to the differen
varieties of sensitivity and the roles in whichytlaee exploited, keeping a sharp
lookout for something that strikes us as a cruamifalition, we may discover sentien
along the way. Then we can add the phenomenomtésee to our unfolding story
-or, alternatively, the whole idea of sentienca apecial category may evaporate.
One way or another, we will cover the ground tlegtasates conscious us from the
merely sensitive, insentient macromolecules walaseended from. One tempting
place to look for the key difference between sensjtand sentience is in the
materials involved--thenediain which information travels and is transformed.

THE MEDIA AND THE MESSAGES

We must look more closely at the development Idied at the beginning of chapt
2. The earliest control systems were really jushfjorotectors. Plants are alive, bu
they don't have brains. They don't need them, dilkem lifestyle. They do, howeve
need to keep their bodies intact and properly ®tlito benefit from the immediate
surroundings, and for this they evolved systemsetifgovernance or control that
took account of the crucial variables and reactas@ingly. Their concerns--and
hence their rudimentary intentionality--was eitdaected inward, to internal
conditions, or directed to conditions at the alportant boundaries between the
body and the cruel world. The responsibility formitoring and making adjustment
was distributed, not centralized. Local sensinghaznging conditions could

be met by local reactions, which were largely iretegent of each other. This coulc
sometimes lead to coordination problems, with @aent of microagents acting at
cross-purposes to another. There are times whepamilent decision making is a
bad idea; if everybody decides to lean to the ngien the boat tips to the left, the
boat may well tip over to the right. But in the matihe minimalist strategies of
plants can be well met by highly distributed "demismaking," modestly
coordinated by the slow, rudimentary exchange firmation by diffusion in the
fluids coursing through the plant body.

Might plants then just be "very slow animals," gmjg sentience that has been



overlooked by us because of our timescale chauamiSince there is no establishe :

meaning to the word "sentience," we are free tgpadoe of our own choosing, if w
can motivate it. We could refer to the slow buialele responsiveness of plants to
their environment as "sentience" if we wanted,wetwould need some reason to
distinguish this quality from the mere sensitivéiyhibited by bacteria and other
single-celled life-forms (to say nothing of lighteters in cameras). There's no rea
candidate for such a reason, and there's a fartypelling reason for reserving the
term "sentience” for something more special: ansrhalve slow body-maintenance
systems rather like those of plants, and commoniapidifferentiates between the
operation of these systems and an animal's seatienc

Animals have had slow systems of body maintenamcead long as there have bee
animals. Some of the molecules floating along ithsmedia as the bloodstream ai
themselvesperativeghat directly "do things" for the body (for insta some of
them destroy toxic invaders in one-on-one comiaam), some are more like
messengerswhose arrival at and "recognition” by some lar@gent tells the larger
agent to "do things" (for instance, to speed uphtbet rate



or initiate vomiting). Sometimes the larger aganthie entire body. For instance,
when the pineal gland in some species detectser@etecrease in daily sunlight, i
broadcasts to the whole body a hormonal messdgegio preparing for winter--a
task with many subtasks, all set into motion by oressage. Although activity in
these ancient hormonal systems may be accompayigovierful instances of what
we may presume to be sentience (such as wavesiséaaor dizzy feelings, or
chills, or pangs of lust), these systems operategandently of those sentient
accompaniments-for instance, in sleeping or coneaangmals. Doctors speak of
brain-dead human beings kept alive on respiratotsemg in a "vegetative state,”
when these body-maintenance systems alone arengglédpiand limb together.
Sentience is gone, but sensitivity of many sortsipts, maintaining various bodily
balances. Or at least that's how many people wwalt to apply these two words.

In animals, this complex system of biochemical gaslof control information was
eventually supplemented by a swifter system, rupmra different medium:
traveling pulses of electrical activity in nervedrs. This opened up a space of
opportunities for swifter reactions, but also peted the control to be differently
distributed, because of the different geometriesominection possible in this new
system, the autonomic nervous system. The conoéthe new system were still
internal--or, at any rate, immediate in both spawe time: Should the body shiver
now, or should it sweat? Should the digestive mses in the stomach be postpon d
because of more pressing needs for the blood s2@puld the countdown to
ejaculation begin? And so forth. The interfacesvieen the new medium and the ¢
had to be worked out by evolution, and the histdrihat development has left its
marks on our current arrangements, making them marie complicated than one
might have expected. Ignoring these complexitiessdfeen led theorists

of mind astray--myself included--so we should rtbem, briefly.

One of the fundamental assumptions shared by maagm theories of mind is
known adunctionalism The basic idea is well known in everyday life drad many
proverbial expressions, suchltemdsomes as handsome doe®/hat makes
something a mind (or a belief, or a pain, or a)feanot what it is made of, but whe
it can do We appreciate this principle as uncontroversiather areas, especially i
our assessment of artifacts. What makes somethspark plug is that it can be
plugged into a particular situation adéliver a spark when called upohhat's all
that matters; its color or material or internal gexity can vary ad lib, and so can
its shape, as long as its shape permits it to theetpecific dimensions of its
functional role. In the world of living things, fahonalism is widely appreciated: a
heart is something for pumping blood, and an aréifiheart or a pig's heart may dc
just about as well, and hence can be substitutea diiseased heart in a human bo .
There are more than a hundred chemically diffevantties of the valuable protein
lysozyme. What makes them all instances of lysozigmehat makes them valuabl
what they can do. They are interchangeable, foosirall intents and purposes.



In the standard jargon of functionalism, these fiomally defined entities admit
multiple realizationsWhy couldn't artificial minds, like artificial lzets, be made
real--realized--out of almost anything? Once werfggout what minds do (what
pains do, what beliefs do, and so on), we ougbgtable to make minds (or mind
parts) out of alternative materials that have thamsapetences. And it has seemed
obvious to many theorists--myself included-that tnmhends do igprocess
information minds are the control systems of bodies, andderato execute their
appointed duties they need to gather, discrimirsiteg,

transform, and otherwise process information abimeicontrol tasks they perform.
So far, so good. Functionalism, here as elsewlpeoejises to make life easier for
the theorist by abstracting away from some of tlessy particularities of
performance and focusing on the work that is alytggtting done. But it's almost
standard for functionalists to oversimplify theamception of this task, making life
too easy for the theorist.

It's tempting to think of a nervous system (eithrrautonomic nervous system or i ;
later companion, a central nervous system) asfammation network tied at various
specific places--transducer(inpuf) nodes and effectoof outpu) nodes--to the
realities of the body. Aransduceris any device that takes information in one
medium (a change in the concentration of oxygeherblood, a dimming of the
ambient light, a rise in temperature) and transldteto another medium. A
photoelectric cell transduces light, in the formmpinging photons, into an
electronic signal, in the form of electrons streagrithrough a wire. A microphone
transduces sound waves into signals in the sarmn#@iec medium. A bimetallic
spring in a thermostat transduces changes in atigieperature into a bending of
the spring (and that, in turn, is typically trartiethinto the transmission of an
electronic signal down a wire to turn a heater ooff). The rods and cones in the
retina of the eye are the transducers of light thtomedium of nerve signals; the
eardrum transduces sound waves into vibrations;iwéwventually get transduced
(by the hair cells on the basilar membrane) inloghme medium of nerve signals.
There are temperature transducers distributed ghiaut the body, and motion
transducers (in the inner ear), and a host of dthaesducers of other information.
An effectoris any device that can be directed, by some sigredme medium, to
make something happen in another "medium” (to l@endrm, close a pore, secret a
fluid, make a noise).

In a computer, there is a nice neat boundary betrez"outside" world and the
information channels. The input devices, such ak#ys on the keyboard, the
mouse, the microphone, the television cameragalstiuce information into a
common medium--the electronic medium in which "béee transmitted, stored,



transformed. A computer can have internal transduo®, such as a temperature
transducer that "informs" the computer that ituverheating, or a transducer that
warns it of irregularities in its power supply, llbese count asput devices, since
they extract information from the (internal) enviroent and put it in the common
medium of information processing.

It would be theoretically clean if we could ins@anformation channels from
"outside"” events in a body's nervous system, doaththe important interactions
happened at identifiable transducers and effectdrs.division of labor this would
permit is often very illuminating. Consider a sijih a steering wheel located at
some great distance from the rudder it controls: ¥an connect the wheel to the
rudder with ropes, or with gears and bicycle chawiges and pulleys, or with a
hydraulic system of high-pressure hoses filled witi{or water or whiskey!). In one
way or another, these systems transmit to the rutideenergy that the helmsman
supplies when turning the whe€@r you can connect the wheel to the rudder with
nothing but a few thin wires, through which eleaimosignals pass. You don't have
to transduce the energy, just the informaabouthow the helmsman wants the
rudder to turn. You can transduce this informafrem the steering wheel into a
signal at one end and put the energy in locallthabther end, with an effector--a
motor of some kind. (You can also add "feedback&sages, which are transducet
at the motor-rudder end and sent up to controtdbistance-to-turning of the whee
so that the helmsman can sense the pressure whtke on the rudder as it turns.
This feedback is standard, these days, in

power steering in automobiles, but was dangeraus$ging in the early days of
power steering.)

If you opt for this sort of system--a pure signglgystem that transmits informatiol
and almost no energy--then it really makes no difiee at all whether the signals
are electrons passing through a wire or photonsipgs$hrough a glass fiber or rad )
waves passing through empty space. In all thessscadat matters is that the
information not be lost or distorted because oftime lags between the turning of
the wheel and the turning of the rudder. Thiss® & key requirement in the energ -
transmitting systems--the systems using mechahntages, such as chains or wir s
or hoses. That's why elastic bands are not as geoadstretchable cables, even
though the information eventually gets there, ahg wmcompressible oil is better
than air in a hydraulic system.

In modern machines, it is often possible in thiy waisolate the control system
from the system that is controlled, so that cordy@items can be readily
interchanged with no loss of function. The familiamote controllers of electronic
appliances are obvious examples of this, and selactronic ignition systems
(replacing the old mechanical linkages) and otloenmuter-chip-based devices in
automobiles. And up to a point, the same freedam fparticular media is a feature
of animal nervous systems, whose parts can be de#ely segregated into the



peripheral transducers and effectors and the irgdiany transmission pathways.
One way of going deaf, for instance, is to loseryauditory nerve to cancer. The

"The example of the steering gear has an imporiaturtcal pedigree. The term
"cybernetics” was coined by Norbert Wiener from @reek word for "helmsma

or "steerer." The word "governor" comes from thesaource. These ideas abc it
how control is accomplished by the transmission @nedessing of information
were first clearly formulated by Wiener @ybernetics; or, Control and
Communication in the Animal and the Mach{rE948).

sound-sensitive parts of the ear are still intiawt,the transmission of the results of
their work to the rest of the brain has been digdipThis destroyed avenue can nc v
be replaced by a prosthetic link, a tiny cable maide different material (wire, just

as in a standard computer), and since the intesfacboth ends of the cable can b
matched to the requirements of the existing heatthterials, the signals can get
through. Hearing is restored. It doesn't mattallawhat the medium of transmissic |
is, just as long as the information gets througtheut loss or distortion.

This important theoretical idea sometimes leadsetmus confusions, however. Th :
most seductive confusion could be called the Mytbauble Transduction: first, the
nervous system transduces light, sound, temperatandeso forth into neural signal
(trains of impulses in nerve fibers) and secondgoime special central place, it
transduces these trains of impulses into sother medium, the medium of
consciousness! That's what Descartes thought, @sddgested that the pineal
gland, right in the center of the brain, was trecplwhere this second transductior
took place--into the mysterious, nonphysical medafrthe mind. Today almost no
one working on the mind thinks there is any suchphysical medium. Strangely
enough, though, the idea of a second transduatitonsome specigdhysicalor
materialmedium, in some yet-to-be-identified place in lbin@in, continues to
beguile unwary theorists. It is as if they sawthmught they saw--that since
peripheral activity in the nervous system was nsergsitivity, there had to be some
more central place where the sentience was creatted.all, a live eyeball,
disconnected from the rest of the brain, cannaotisg® naconscious visual
experience, so that must happen later, when théennyss x is added to mere
sensitivity to yield sentience.

The reasons for the persistent attractiveness®fdba are not hard to find. One is
tempted to think that mere nerve

impulses couldn't be the stuff of consciousnesatitiey need translation, somehao /,



into something else. Otherwise, the nervous systenid be like a telephone syste 1
without anybody home to answer the phone, or aitt network without any
viewers--or a ship without a helmsman. It seems$thgre has to be some central
Agent or Boss or Audience, to take in (to transgladlethe information and
appreciateit, and then "steer the ship."

The idea that the networtself--by virtue of its intricate structure, and henosvers

of transformation, and hence capacity for contngllihe body--could assume the rc 2
of the inner Boss and thus harbor consciousness)spreposterous. Initially. But
some version of this claim is the materialist'st begpe. Here is where the very
complications that ruin the story of the nervoustes as a pure
informationprocessing system can be brought iretp bur imaginations, by
distributing a portion of the huge task of "appagicin” back into the body.

"MY BODY HASA MIND OF ITSOWN!"

Nature appears to have built the apparatus ofnality not just on top of the
apparatus of biological regulation, but atsam it andwith it. Antonio Damasio,
Descartes' Error: Emotion, Reason, and the HumaairBr

The medium of information transfer in the nervoystem is electrochemical pulse
traveling through the long branches of nerve ceits-like electrons traveling
through a wire at the speed of light, but in a msidwer-traveling chain reaction. /
nerve fiber is a sort of elongated battery, in \Whic

chemical differences on the inside and outsidéeinerve cell's wall induce electri
activities that then propagate along the wall ayivg speeds--much faster than
molecule packets could be shipped through fluid nbuch, much slower than the
speed of light. Where nerve cells come in contattt each other, at junctures calle |
synapses, a microeffector/microtransducer intevadakes place: the electrical pul e
triggers the release of neurotransmitter molecwibs;h cross the gap by old-
fashioned diffusion (the gap is very narrow) angltiien transduced into further
electrical pulses. A step backward, one might thinto the ancient world of
molecular lock-and-key. Especially when it turng that in addition to the
neurotransmitter molecules (such as glutamate);iwdeem to be more or less
neutral all-purpose synapse crossers, there aaeetywof neuromodulator
molecules, which, whetieyfind the "locks" in the neighboring nerve cellspguce

all sorts of changes of their own. Would it be tighsay that the nerve cells
transducethe presence of these neuromodulator moleculéseisame way that
other transducers "notice" the presence of antjgansxygen, or heat? If so, then
there are transducers at virtually every jointia hervous system, adding input to
the stream of information already being carriedhglby the electrical pulses. And
there are also effectors everywhere, secretingoneodulators and neurotransmitte s
into the "outside" world of the rest of the bodyhexe they diffuse to produce man
different effects. The crisp boundary between ttiermation-processing system ar



the rest of the world--the rest of the body--bredéw/n.

It has always been clear that wherever you havesditzcers and effectors, an
information system's "media-neutrality,” or mulépkalizability, disappears. In
order to detect light, for instance, you need sdimgtphotosensitive--something tr it
will respond swiftly and reliably to photons, anfping their subatomic arrival into
larger-scale events

that can trigger still further events. (Rhodopsimmne such photosensitive substan 2,
and this protein has been the material of choialinatural eyes, from ants to fish
to eagles to people. Atrtificial eyes might use satier photosensitive element, bt
not just anything will do.) In order to identify dwlisable an antigen, you need an
antibody that has the right shape, since the ifieaition is by the lockand-key
method. This limits the choice of antibody buildimgterials to molecules that can
fold up into these shapes, and this severely otstithe molecules' chemical
composition--though not completely (as the exanoplgsozyme varieties shows).

In theory, every information-processing systemed ait both ends, you might say, 0
transducers and effectors whose physical compassidictated by the jobs they
have to do; in between, everything can be accommgidby media-neutral processe .

The control systems for ships, automobiles, oihezfes, and other complex huma
artifacts are media-neutral, as long as the meskd gan do the job in the availabl
time. The neural control systems for animals, hawveare not really media-neutral -
not because the control systems have to be maokrtdular materials in order to
generate that special aura or buzz or whatevehduduse they evolved as the
control systems of organisms that already wereskdyiequipped with highly
distributed control systems, and the new systerdgdae built on top of, and in
deep collaboration with, these earlier systemstorg an astronomically high
number of points of transduction. We can occaslgngihore these ubiquitous
interpenetrations of different media--as, for ins&® when we replace a single ner ¢
highway, like the auditory nerve, with a prosthetibstitute--but only in a fantastic
thought experiment could we ignore these interpatiensin general

For example: The molecular keys needed to unlogkdtks that control every
transaction between nerve cells are

glutamate molecules, dopamine molecules, and noepprine molecules (among
others); but "in principle" all the locks could bleanged--that is, replaced with a
chemically different system. After all, the functiof the chemical depends on its 1
with the lock, and hence on the subsequent eftagtgered by the arrival of this
turn-on message, and not on anything else. Bufligigbution of responsibility



throughout the body makes this changing of thedqaiactically impossible. Too
much of the information processing--and hence métdion storage--is already
embedded in these particular materials. And tlaatgher good reason why, when
you make a mind, the materials matter. So theréwavegjood reasons for this: spee |,
and the ubiquity of transducers and effectors thhout the nervous system. | don'
think there are any other good reasons.

These considerations lend support to the intuifiegipealing claim often advancec
by critics of functionalism: that it really does ttea what you make a mind out of.
You couldn't make aentientmind out of silicon chips, or wire and glass, eeb
cans tied together with string. Are these reasonatbandoning functionalism? Not
at all. In fact, they depend on the basic insidttioctionalism for their force.

Theonly reason minds depend on the chemical compositidimeaf mechanisms or
media is that in order to do the things these mash@s must do, they have to be
made, as a matter of biohistorical fact, from sabsts compatible with the
preexisting bodies they control. Functionalismpgpased to vitalism and other forn 3
of mysticism about the "intrinsic properties" ofrius substances. There is no mc 2
anger or fear in adrenaline than there is sillinessbottle of whiskey. These
substances, per se, are as irrelevant to the mesngsoline or carbon dioxide. It is
only when their abilities to function as componesftarger functional systems
depend on their internal composition that theiradled "“intrinsic nature™ matters.

The fact that your nervous system, unlike the adrstystem of a modern ship, is nc :
an insulated, media-neutral control system--thetfaat it "effects” and "transduces
at almost every juncture--forces us to think alibatfunctions of their parts in a
more complicated (and realistic) way. This recdgnimakes life slightly more
difficult for functionalist philosophers of mind. housand philosophical thought
experiments (including my own story, "Where am[I12978]) have exploited the
intuition thatl am not my body but my body's . . . owner. In arhgansplant
operation, you want to be the recipient, not theadpbut in a brain transplant
operation, you want to be the donor--you go with Ibhain, not the body. In principl
(as many philosophers have arguéahjght even trade in my current brain for
another, by replacing the medium while preservinly the message. | could travel
by teleportation, for instance, as long as thermfttion was perfectly preserved. Ir
principle, yes--but only because one would be tratigg information about the
whole body, not just the nervous system. One cat@aotme apart from my body
leaving a nice clean edge, as philosophers haee sfipposed. My body contains %
much ofme the values and talents and memories and disposithat make me whi

| am, as my nervous system does.

The legacy of Descartes's notorious dualism of raimdl body extends far beyond
academia into everyday thinking: "These athletegpaepared both mentally and
physically,” and "There's nothing wrong with yourdy--it's all in your mind." Even
among those of us who have battled Descartestsyigiere has been a powerful



tendency to treat the mind (that is to say, thenbs the body's boss, the pilot of t 2
ship. Falling in with this standard way of thinkjnge ignore an important
alternative: viewing the brain (and hence the maslpne organ among many, a
relatively recent usurper of control, whose funesi@annot properly be understooc
until we see it not as the boss but as just one

more somewhat fractious servant, working to furtherinterests of the body that
shelters and fuels it and gives its activities niggn

This historical or evolutionary perspective reminas of the change that has come
over Oxford in the thirty years since | was a studbere. It used to be that the dor :
were in charge, and the bursars and other buregaudght up to the vice chancello
acted under their guidance and at their behest.adays the dons, like their
counterparts on American university faculties, e clearly in the role of
employees hired by a central administration. Borfiwhere, finally, does the
University get its meaning? In evolutionary histoaysimilar change has crept ove
the administration of our bodies. But our bodidse the Oxford dons, still have
some power of decision--or, at any rate, some powvezbel when the central
administration acts in ways that run counter tostetiments of "the body politic.”

It is harder to think functionalistically about thend once we abandon the crisp
identification of the mind with the brain and lespread to other parts of the body,
but the compensations are enormous. The fact thratamtrol systems, unlike those
of ships and other artifacts, are so noninsulagthfis our bodies themselves (as
distinct from the nervous systems they contairf)ador much of the wisdom that
"we" exploit in the course of daily decision makiigiedrich Nietzsche saw all this
long ago, and put the case with characteristic mi®hus Spake Zarathust{a the
section aptly entitled "On the Despisers of theBad

"Body am I, and soul"--thus speaks the child. Ard/wshould one not speak like
children? But the awakened and knowing say: body entirely, and nothing else;
and soul is only a word for something about theybdthe body is a great reason, ¢
plurality with one sense, a war and a peace, adm®ida shepherd. An instrument

of your body is also your little reason, my brothehich you call "spirit"--a little
instrument and toy of your great reason. . . . Beélyour thoughts and feelings, my
brother, there stands a mighty ruler, an unknovgesehose name is self. In your
body he dwells; he is your body. There is morearas your body than in your be:
wisdom. ( Kaufmann translation, 1954, p. 146)

Evolution embodies information in every part of gverganism. A whale's baleen



embodies information about the food it eats, aeditfuid medium in which it finds
its food. A bird's wing embodies information abthg medium in which it does its
work. A chameleon's skin, more dramatically, carirdormation about its current
environment. An animal's viscera and hormonal systembody a great deal of
information about the world in which its ancestbave lived. This information
doesn't have to be copied into the brain at atlotisn't have to be "represented” ir
"data structures” in the nervous system. It caaxXpoited by the nervous system,
however, which is designed to rely on, or explibig information in the hormonal
systems just as it is designed to rely on, or akploe information embodied in the
limbs and eyes. So there is wisdom, particulariyudlpreferences, embodied in th
rest of the body. By using the old bodily systems &ort of sounding board, or
reactive audience, or critic, the central nervousdesm can be guided--sometimes
nudged, sometimes slammed--into wise policiesitRatthe vote of the body, in
effect. To be fair to poor old Descartes, we shawdtk that even he saw--at least
dimly--the importance of this union of body and dhin

By means of these feelings of pain, hunger, thaisti so on, nature also teaches tl :

| am present to my body not merely in the way arsaais present to his ship, but
that | am tightly joined and, so to speak, minglegether

with it, so much so that | make up one single thinidp it. (Meditation Six)

When all goes well, harmony reigns and the vargmsgces of wisdom in the body
cooperate for the benefit of the whole, but weadréoo familiar with the conflicts
that can provoke the curious outburst "My body &asind of its own!" Sometimes,
apparently, it is tempting to lump together soméhed embodied information into &
separatemind. Why? Because it is organized in such a \Wayit can sometimes
make somewhat independent discriminations, copseferences, make decisions,
enact policies that are in competition wytbur mind At such times, the Cartesian
perspective of a puppeteer self trying desperatetpntrol an unruly body-puppet
very powerful. Your body can vigorously betray #ezrets/ouare desperately
trying to keep--by blushing and trembling or swegtito mention only the most
obvious cases. It can "decide" that in spitgair well-laid plans, right now would

be a good time for sex, not intellectual discussand then take embarrassing stef

in preparation for a coup d'état. On another oocaso your even greater chagrin
and frustration, it can turn a deaf ear on your effarts to enlist it for a sexual
campaign, forcing you to raise the volume, twig thals, try all manner of
preposterous cajolings persuadet.

But why, if our bodies already had minds of theimo did they ever go about
acquiring additional mindssur minds? Isn't one mind per body enough? Not
always. As we have seen, the old body-based miags tione a robust job of
keeping life and limb together over billions of ygabut they are relatively slow an
relatively crude in their discriminatory powers.€lihintentionality is short-range
and easily tricked. For more sophisticated engagésnweith the world, a swifter,



farther-seeing mind is called for, one that cardpo® more and better future.

CHAPTER 4

HOW INTENTIONALITY CAME INTO FOCUS
THE TOWER OF GENERATE-AND-TEST -

In order to see farther ahead in time, it helpset® farther into space. What began
internal and peripheral monitoring systems slowlgleed into systems that were
capable of not just proximal (neighboring) but digtlistant) discrimination. This is
where perception comes into its own. The senseneflsor olfaction, relies on the
wafting from afar of harbinger keys to local locR#$e trajectories of these
harbingers are relatively slow, variable, and utaier because of random disperse
and evaporation; thus information about the sothreg emanate from is limited.
Hearing depends on sound waves striking the systieanisducers, and because tF
paths of sound waves are swifter and more regoéaiception can come closer to
approximating 11 action at a distance.” But souasias can deflect and bounce in
ways that obscure their source. Vision depends on

"This section is drawn, with revisions, from DarsiBangerous Idea

the much swifter arrival of photons bounced off tiiegs in the world, on
definitively straight-line trajectories, so thattiva suitably shaped pinhole (and
optional lens) arrangement, an organism can olmatantaneous high-fidelity
information about events and surfaces far away. Hiolthis transition from interne
to proximal to distal intentionality take place?dhtion created armies of
specialized internal agents to receive the infolonadvailable at the peripheries of
the body. There is just as much information encadede light that falls on a pine
tree as there is in the light that falls on a sglibut the squirrel is equipped with
millions of information-seeking microagents, speeaifly designed to take in, and
even to seek out and interpret this information.

Animals are not just herbivores or carnivores. Tamy in the nice coinage of the
psychologist George Milleinformavores And they get their epistemic hunger fro
the combination, in exquisite organization, of sipecific epistemic hungers of
millions of microagents, organized into dozensumdreds or thousands of
subsystems. Each of these tiny agents can be eulcei as an utterly minimal
intentional system, whose life project is to ashrayle question, over and over and
over--"Is my message coming in NOW?" "Is my messamming in NOW?"--and
springing into limited but appropriate action wheerethe answer is YES. Without



the epistemic hunger, there is no perception, nakep Philosophers have often
attempted to analyze perception into the Givenvainat is then done with the Give
by the mind. The Given is, of course, Taken, battdking of the Given is not
something done by one Master Taker located in ssan&ral headquarters of the
animal's brain. The task of taking is distributedoag all the individually organizec
takers. The takers are not just the peripheratttacers-the rods and cones on the
retina of the eye, the specialized cells in théheium of the nose--but also all the
internal

functionaries fed by them, cells and groups ofscetinnected in networks
throughout the brain. They are fed not patterngybf or pressure (the pressure of
sound waves and of touch) but patterns of neunamallses; but aside from the
change of diet, they are playing similar roles. Hbwall these agents get organize
into larger systems capable of sustaining ever reopdisticated sorts of
intentionality? By a process of evolution by natwelection, of course, but not jus
one process.

| want to propose a framework in which we can plheevarious design options fol
brains, to see where their power comes from.dni®utrageously oversimplified
structure, but idealization is the price one shaitdn be willing to pay for synoptic
insight. | call it the Tower of Generate-andTest.each new floor of the Tower ge
constructed, it empowers the organisms at that teviend better and better moves
and find them more efficiently.

The increasing power of organisms to produce futarebe represented, then, in ¢
series of steps. These steps almost certainly ceprésent clearly defined
transitional periods in evolutionary history--noutid such steps were taken in
overlapping and nonuniform ways by different linesgbut the various floors of th
Tower of Generate-and-Test mark important advaimcesgnitive power, and once
we see in outline a few of the highlights of eatzgs, the rest of the evolutionary
steps will make more sense.

In the beginning, there was Darwinian evolutiorspécies by natural selection. A
variety of candidate organisms were blindly gereztaby more or less arbitrary
processes of recombination and mutation of genessd organisms were field-
tested, and only the best designs survived. Thiseiground floor of the tower. Let
us call its inhabitant®arwinian creatures

This process went through many millions of cycf@educing many wonderful
designs, both plant and animal.
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Eventually, among its novel creations were somegdseswith the property of
phenotypic plasticitythat is, the individual candidate organisms westwholly
designed at birth; there were elements of theilgdehat could badjusted by event

that occurred during the field testSome of these candidates, we may suppose, rere
no better off than their cousins, the hardwiredvidalan creatures, since they had o
way of favoring (selecting for an encore) the behav

ioral options they were equipped to "try out.” Btiters, we may suppose, were
fortunate enough to have wired-in "reinforcers't th@ppened to favor Smart Move -
-that is, actions that were better for the can@isighan the available alternative
actions. These individuals thus confronted theremment by generating a variety f
actions, which they tried out, one by one, ungtfiound one that worked. They
detected that it worked only by getting a positiwenegative signal from the
environment, which adjusted the probability of taetion's being reproduced on
another occasion. Any creatures wired up wronghiasitive and negative
reinforcement reversed--would be doomed, of coudsky those fortunate enough 2



be born with appropriate reinforcers would havedwantage. We may call this
subset of Darwinian creatur€&innerian creaturessince, as the behaviorist
psychologist B. F. Skinner was fond of pointing,@utch "operant conditioning” is
not just analogous to Darwinian natural selectibis; an extension of it: "Where
inherited behavior leaves off, the inherited madfiity of the process of
conditioning takes over." ( 1953, p. 83)

The cognitive revolution that emerged in the 19G0sted behaviorism from its
dominant position in psychology, and ever sinceglmas been a tendency to
underestimate the power of Skinnerian conditiorforgts variations) to shape the
behavioral competence of organisms into highly &de@and discerning structures.
The flourishing work on neural networks and "contrmism” in the 1990s,
however, has demonstrated anew the often surpngiupsity of simple networks
that begin life more or less randomly wired andhthave their connections adjuste |
by a simple sort of "experience "--the history @hforcement they encounter.

The fundamental idea of letting the environmeny @dlind but selective role in
shaping the mind (or brain or control system) hpsdaigree even older than Darwi .
The intellectual ancestors of today's connectisrasid yester-
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day's behaviorists were the associationists: shdbgophers as David Hume, who
tried in the eighteenth century to imagine how npadts (he called them
impressions and ideas) could become self-organitigput benefit of some all-toc
knowing director of the organization. As a studemte memorably said to me,
"Hume wanted to get the ideas to think for themslvHume had wonderful
hunches about how impressions and ideas mighthiaiselves together by a
process rather like chemical bonding, and thentere@aten paths of habit in the
mind, but these hunches

were too vague to be tested. Hume's associationesnhowever, a direct
inspiration for Pavlov's famous experiments in¢baditioning of animal behavior,
which led in turn to the somewhat different coratiing theories of E. L. Thorndike
Skinner, and the other behaviorists in psychol@pme of these researchers--
Donald Hebb, in particular--attempted to link the@haviorism more closely to whi :
was then known about the brain. In 1949, Hebb meganodels of simple
conditioning mechanisms that could adjust the cotimies between nerve cells.



These mechanisms--now called Hebbian learning +aled their descendants are 1 1e
engines of change in connectionism, the latest festaition of this tradition.

Associationism, behaviorism, connectionism--indrigtal and alphabetical order w
can trace the evolution of models of one simpl@ kahlearning, which might well
be calledABC learning There is no doubt that most animals are capdA&C
learning; that is, they can come to modify (or sage) their behavior in appropriate
directions as a result of a long, steady processawfing or shaping by the
environment. There are now good models, in vargiegrees of realism and detalil,
of how such a process of conditioning or trainiag be nonmiraculously
accomplished in a network of nerve cells.

For many life-saving purposes (pattern recognitbscrimination, and
generalization, and the dynamical control of loctiorg for instance), ABC
networks are quite wonderful--efficient, compaotust in performance, fault-
tolerant, and relatively easy to redesign on theSuch networks, moreover, vividl
emphasize Skinner's point that it makes littleettéghce where we draw the line
between the pruning and shaping by natural selegtltch is genetically
transmitted to offspring (the wiring you are borith), and the pruning and shaping
that later takes place in the individual (the réwvgryou end up with, as a result of
experience or training). Nature and nurture blezahdessly together.

There are, however, some cognitive tricks that ABE networks have not yet be¢ 1
trained to perform, and--a more telling criticisthere are some cognitive tricks th. t
are quite clearly not the result of training at 8lbbme animals seem to be capable f
"one-shot learning"; they can figure some thingswaithout having to endure the
arduous process of trial-and-error in the harsHaohibiat is the hallmark of all ABC
learning.

Skinnerian conditioning is a good thing as lony@s are not killed by one of your
early errors. A better system involves preselectimong all the possible behavior:
or actions, so that the truly stupid moves are wdealit before they're hazarded in
"real life." We human beings are creatures capabilkis particular refinement, but
we are not alone. We may call the beneficiariethisfthird floor in the Tower
Popperian creaturessince, as the philosopher Sir Karl Popper onegagitly put it,
this design enhancement "permits our hypothesdgtim our stead." Unlike the
merely Skinnerian creatures, many of whom survivlg because they make lucky
first moves, Popperian creatures survive becawsgréhsmart enough to make
better-thanchance first moves. Of course theyseljicky to be smart, but that's
better than being just lucky.

How is this preselection in Popperian agents tddree? There must be a filter, anc
any such filter must amount to a sort of ineawvironmentin which tryouts can be
safely executed--an inner something-or-other stineckin such a way that the
surrogate actions it favors are more often thartlmtery actions the real world



would also bless, if they were actually performiedshort, the inner environment,
whatever it is, must contain lots ioformationabout the outer environment and its
regularities. Nothing else (except magic) couldvpte preselection worth having.
(One could always flip a coin or consult an orablgt, this is no improvement over
blind trial and error--unless the coin or

oracle is systematically biased by someone or dungethat has true information
about the world.)

The beauty of Popper's idea is exemplified in #eent development of realistic
flight simulators used for training airplane pilolis a simulated world, pilots can
learn which moves to execute in which crises withewer risking their lives (or
expensive airplanes). As examples of the Poppérieky however, flight simulators
are in one regard misleading: they reproduce thlewerld too literally. We must be
very careful not to think of the inner environmeht Popperian creature as simpl' .
replica of the outer world, with all the physicaintingencies of that world
reproduced. In such a miraculous toy world, th&eliot stove in your head would
be hot enough to actually burn the little fingeyour head that you placed on it!
Nothing of the sort needs to be supposed.ifftgmationabout the effect of putting
a
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finger on the stove has to be in there, and itbde in there in a form that can
produce its premonitory effect when called upoannnternal trial, but this effect
can be achieved without constructing a replica ekakfter all, it would be equally
Popperian to educate pilots just by having therd eebook that explained to them
all the contingencies they might encounter wheg theentually climbed into the
cockpit. It might not be as powerful a method @frteng, but it would be hugely
better than trial-and-error in the sky! The comneteament in Popperian creatures
that one way or another (either by inheritanceyoadquisition) information is
installed in them--accurate information about thegld/that they (probably) will
encounter--and this information is in such a fohattt can achieve the preselectiv
effects that are its raisahétre

One of the ways Popperian creatures achieve usiéfuing is by putting candidate
behavioral options before the bodily tribunal amgleiting the wisdom, however
out-ofdate or shortsighted, accumulated in thasigs. If the body rebels--for
example, in such typical reactions as nauseageenbir fear and trembling--this is ¢



semireliable sign (better than a coin flip) thag dontemplated act might not be a
good idea. Here we see that rather than rewiriadthin to eliminate these choice
making them strictly unthinkable, evolution may plgnarrange to respond to any
thinking of them with a negative rush so strongoasiake them highly unlikely to
win the competition for execution. The informatiorthe body that grounds the
reaction may have been placed there either by igenreeipe or by recent individual
experience. When a human infant first learns takri& has an innate aversion to
venturing out onto a pane of supportive glass,upnowhich it can see a "visual
cliff." Even though its mother beckons it from avféeet away, cajoling and
encouraging, the infant hangs back fearfully, despever having suffered a fall in
its life. The

experience of its ancestors is making it err orsille of safety. When a rat has ea 'n
a new kind of food and has then been injected avilhug that causes it to vomit, it
will subsequently show a strong aversion to foat tboks and smells like the fooc

it ate just before vomiting. Here the informatieadling it to err on the side of safe
was obtained from its own experience. Neitherrfilseperfect-after all, the pane of
glass is actually safe, and the rat's new foodtisadly nontoxic--but better safe tha
sorry.

Clever experiments by psychologists and ethologistgest other ways in which
animals can try actions out "in their heads" aretehy reap a Popperian benefit. li
the 1930s and 1940s, behaviorists demonstratértiogelves time and again that
their experimental animals were capable of "lateatning” about the world--
learning that was not specifically rewarded by datectable reinforcement. (Their
exercise in self-refutation is itself a prime exdengf another Popperian theme: thi
science makes progress only when it poses refulgipletheses.) If left to explore ¢
maze in which no food or other reward was pregatg,would simply learn their
way around in the normal course of things; thesprhething they valued was
introduced into the maze, the rats that had leatimeid way around on earlier foray
were much better at finding it (not surprisingligaih the rats in the control group,
which were seeing the maze for the first time. Thés/ seem a paltry discovery.
Wasn't it always obvious that rats were smart ehdadearn their way around? Ye
and no. It may have seemed obvious, but this tglygssort of testing--testing
against the background of the null hypothesis-+thast be conducted if we are
going to be sure just how intelligent, how mindftdyious species are. As we shal
see, other experiments with animals demonstraf@isingly stupid streaks--almost
unbelievable gaps in the animals' knowledge of tbin environments.

The behaviorists tried valiantly to accommodateratearning into their ABC
models. One of their most telling stopgaps wasostydate a "curiosity drive," whic



was satisfied (or "reduced,"” as they said) by esgplon. There was reinforcement
going on after all in those nonreinforcing envir@mts. Every environment,
marvelous to say, is full of reinforcing stimuligly by being an environment in
which there is something to learn. As an attemgiatee orthodox behaviorism, this
move was manifestly vacuous, but that does not rmiakbopeless idea in other
contexts; it acknowledges the fact that curiosgtgistemic hunger-must drive any
powerful learning system.

We human beings are conditionable by ABC traingagyywe are Skinnerian
creatures, but we are njost Skinnerian creatures. We also enjoy the benefits o
much genetically inherited hardwiring, so we arevidaian creatures as well. But
we are more than that. We are Popperian creatfieish other animals are
Popperian creatures, and which are merely Skinm@fageons were Skinner's
favorite experimental animals, and he and his ¥edis developed the technology «
operant conditioning to a very sophisticated legetfing pigeons to exhibit
remarkably bizarre and sophisticated learned behavNotoriously, the Skinnerian
never succeeded in proving that pigeons were npp&@an creatures; and researc
on a host of different species, from octopusesstotb mammals, strongly suggest
that if there are any purely Skinnerian creatucapable only of blind trial-and-erro
learning, they are to be found among the simpleri@brates. The huge sea slug ( r
sea harefplysia californicahas more or less replaced the pigeon as the fifcus
attention among those who study the mechanismisnpie conditioning.

We do not differ from all other species in beingpperian creatures then. Far from
it; mammals and birds, reptiles, amphibians, festd even many invertebrates
exhibit the

capacity to use general information they obtaimfitbeir environments to presort
their behavioral options before striking out. Hoeed the new information about tt
outer environment get incorporated into their bs&iBy perception, obviously. The
environment contains an embarrassment of richeshmore information than eve
a cognitive angel could use. Perceptual mechangsigned to ignore most of the
flux of stimuli concentrate on the most useful, tretiable information. And how
does the information gathered manage to exerelectve effect when the options
are "considered," helping the animal design everereffective interactions with its
world? There are no doubt a variety of differenthanisms and methods, but
among them are those that use the body as a squinoland.

THE SEARCH FOR SENTIENCE: A PROGRESS
REPORT

We have been gradually adding elements to ouredoipa mind. Do we have the
ingredients for sentience yet? Certainly the noroeddavior of many of the animals
we have been describing passes our intuitive testentience with flying colors.



Watching a puppy or a baby tremble with fear atdtige of an apparent precipice,
or a rat grimacing in apparent disgust at the af@upposedly toxic food, we have
difficulty even entertaining the hypothesis thatave not witnessing a sentient
being. But we have also uncovered substantial glotor caution: we have seen
some ways in which surprisingly mindlike behaviande produced by relatively
simple, mechanical, apparently unmindlike contysitems. The potency of our
instinctual responses to sheer speed and lifelsseoémotion, for instance, should
alert us to the genuine--not merely philosophipalssibil-

ity that we can be fooled into attributing more tsefly, more understanding, to an
entity than the circumstances warrant. Recognittiag observable behavior can
enchant us, we can appreciate the need to aslefugtiestions--about what lies
behind that behavior.

Consider pain. In 1986, the British government aseelnts laws protecting animals
in experiments, adding the octopus to the privitegecle of animals that may not t :
operated upon without anesthesia. An octopus islugk, physiologically more
like an oyster than a trout (let alone a mammail) tbe behavior of the octopus an
the other cephalopods (squid, cuttlefish) is si&iatyly intelligent and--apparently--
sentient that the scientific authorities decidetetdehavioral similarity override
internal difference: cephalopods (but not otherlusids) are officially presumed to
be capable of feeling pain--just in case they Rteesus monkeys, in contrast, are
physiologically and evolutionarily very close to 88 we tend to assume that they
are capable of suffering the way we do, but theylaikastonishingly different
behavior on occasion. The primatologist Marc Halsertold me in conversation
that during mating season the male monkeys figlicfeusly, and it is not
uncommon to see one male pin another down andhiteand rip out one of its
testicles. The injured male does not shriek or neakacial expression but simply
licks the wound and walks away. A day or two latee, wounded animal may be
observed mating! It is hard to believe that thisrea was experiencing anything lik
the agonies of a human being similarly afflictelge-tnind reels to think of it--in
spite of our biological kinship. So we can no lonigepe that the physiological and
behaviorial evidence will happily converge to giseunequivocal answers, since \ &
already know cases in which these two sorts of @lmg if inconclusive evidence
pull in opposite directions. How then can we thafdout this issue?

A key function of pain is negative reinforcemertte-t' punishment” that diminishes
the likelihood of a repeat performance--and any&&iian creature can be trained
by negative reinforcement of one sort or anotlsealllsuch negative reinforcemen
pain?Experiencegain? Could there be unconscious or unexperiepaet® There

are simple mechanisms of negative reinforcementftvide the behaviorshaping



or pruning power of pain with apparently no furth@ndlike effects, so it would be
a mistake to invoke sentience wherever we find i&kilan conditioning. Another
function of pain is to disrupt normal patterns otlidy activity that might exacerbate
an injury--pain causes an animal to favor an irgunab until it can mend, for
instance--and this is normally accomplished byadlof neurochemicals in a self-
sustaining loop of interaction with the nervoustegs Does the presence of those
substances then guarantee the occurrence of paif@mMn themselves they are ju !
keys floating around in search of their lockshi tcycle of interaction is interruptet
there is no reason at all to suppose that paingterére these particular substance 3
even necessary for pain? Might there be creatuitbsandifferent system of locks
and keys? The answer may depend more on histpricaksses of evolution on thit
planet than on any intrinsic properties of the tamses. The example of the octop! 5
shows that we should look to see what variatiorchemical implementation are to
be found, with what differences in function, buthvaiut expecting these facts in
themselves to settle our question about sentience.

What then about the other features of this cycliateiraction? How rudimentary
might a pain system be and still count as sentieéi¢bat would be relevant and
why? Consider, for instance, a toad with a brolegn Is this a sentient being
experiencing pain? It is a living being whose ndrlifi@ has been disrupted by
damage to one of its parts, preventing it from gnggin the behaviors that are its
way of earning a

living. It is moreover in a state with powerful ragtye-reinforcement potential--it
can readily be conditioned to avoid such statessafervous system. This state is
maintained by a cycle of interaction that somevdisitupts its normal dispositions )
leap--though in an emergency it will leap anyways kempting to see all this as
amounting to pain. But it is also tempting to endbe toad with a soliloquy, in
which it dreads the prospect of such an emerggmayns for relief, deplores its
relative vulnerability, bitterly regrets the fodligctions that led it to this crisis, anc
so forth, and these further accompaniments areraoty way licensed by anything
we know about toads. On the contrary, the moreeamlabout toads, the more
confident we are becoming that their nervous systera designed to carry them
through life without any such expensive reflectvapacities.

So what? What doesentiencéhave to do with such fancy intellectual talents? A
good question, but that means we must try to angywamd not just use it as a
rhetorical question to deflect inquiry. Here isi@a@mstance in which how we ask
the questions can make a huge difference, fopbssible to bamboozle ourselves
into creating a phantom problem at this point. H®&yJosing track of where we
stand in a process of addition and subtractiorthAtoutset, we are searching for x
the special ingredient that distinguishes mereiseitg from true sentience, and we
work on the project from two directions. Working fupm simple cases, adding
rudimentary versions of each separate featuregne to be unimpressed: though
each of these powers is arguably an essential coempof sentience, there is sure



more to sentience than that--a mere robot coultlexéibit that without any
sentience at all! Working down, from our own riclklgtailed (and richly

appreciated) experience, we recognize that otleatares manifestly lack some of
the particularly human features of our experiesoewe subtract them as inessenti .
We don't want to be unfair to our

animal cousins. So while we recognize that muchladt we think of when we thinl
of the awfulness of pain (and why it matters mgralhether someone is in pain)
involves imagining just these anthropomorphic agoaniments, we generously
decide that they are just accompaniments, not Hés$eto the brute phenomenon « f
sentience (and its morally most significant insigrpain). What we may tend to
overlook, as these two ships pass in the nigliepossibility that we are
subtracting, on one path, the very thing we ar&isgeon the othernf that's what
we're doing, our conviction that we have yet to eaunross x--the "missing link" of
sentience--would be a self-induced illusion.

| don't say that we are making an error of thig, dmrt just that we might well be
doing so. That's enough for the moment, sinceifitsstine burden of proof. Here,
then, is a conservative hypothesis about the pnololiesentience: There is no such
extra phenomenon. "Sentience" comes in every inaadgngrade or intensity, from
the simplest and most "robotic,” to the most extglissensitive, hyper-reactive
"human." As we saw in chapter 1, we do indeed hawkaw lines across this
multistranded continuum of cases, because havinglmolicies requires it, but the
prospect that we will discover a threshold--a mgrsignificant "step,” in what is
otherwise a ramp--is not only extremely unlikelyt morally unappealing as well.

Consider the toad once again in this regard. Orclwside of the line does the toad
fall? (If toads are too obvious a case for you wag or the other, choose whateve!
creature seems to occupy your penumbra of uncert&@hnoose an ant or a jellyfist
or a pigeon or a rat.) Now suppose that "scienodéiroes” that there is minimal
genuine sentience in the toad--that a toad's "pairéal, experienced pain, for
instance. The toad now qualifies for the specedtinent reserved for the sentient.
Now suppose instead that the toad turns out nieave x, once we have determine
what x is.

In this case, the toad's status falls to "mereraaton,” something that we may
interfere with in any imaginable way with no mocaimpunction whatever. Given
what wealreadyknow about toads, does it seem plausible thaetbeuld be some
heretoforeunimagined feature the discovery of which couktify this enormous
difference in our attitude? Of course, if we dised that toads were really tiny
human beings trapped in toad bodies, like the prin¢he fairy tale, we would



immediately have grounds for the utmost solicitddewe would know that in spite
of all behavioral appearances, toagsecapable of enduring all the tortures and
anxieties we consider so important in our own caBaswe already know that a
toad is no such thing. We are being asked to ingatljiat there is some x that is
nothing at all like being a human prince trapped toad skin, but is nevertheless
morally compelling. We also already know, howevkat a toad is not a simple
wind-up toy but rather an exquisitely complex liyithing capable of a staggering
variety of self-protective activities in the furtiaace of its preordained task of
making more generations of toads. Isn't that ajresbugh to warrant some speci:
regard on our part? We are being asked to imabeiethere is some x that is
nothing at all like this mere sophisticationof-aahistructure, but that nevertheless
would command our moral appreciation when we disped it. We are being aske
| suspect, to indulge in something beyond fantBsy.let us continue with our
search, to see what comes next, for we are dolhg@way from human minds.

FROM PHOTOTAXISTO METAPHYSICS

Once we get to Popperian creatures--creatures wirases have the potential to be
endowed, in inner environments,

with preselective prowess--what happens next? Miffgrent things, no doubt, but we will
concentrate on one particular innovation whose pswe can clearly see. Among the
successors to mere Popperian creatures are thase winer environments are informed k

the designed portions of the outer environment. @irigarwin's fundamental insights is thi .

design is expensive but copying designs is chéap;is, making an all new design is very
difficult, but redesigning old designs is relatiyelasy. Few of us could reinvent the wheel
but we don't have to, since we acquired the whegigth (and a huge variety of others) froi
the cultures we grew up in. We may call this sub-subset of Darwinian creatures
Gregorian creaturessince the British psychologist Richard Gregoroisny mind the
preeminent theorist of the role of information eore exactly, what Gregory calls Potenti
Intelligence) in the creation of Smart Moves (oranvregory calls Kinetic Intelligence).
Gregory observes that a pair of scissors, as adeslgned artifact, is not just a result of
intelligence but an endower of intelligence (ex&potential intelligence), in a very
straightforward and intuitive sense: when you giseneone a pair of scissors, you enhanc
their potential to arrive more safely and swifttySmart Moves( 1981, pp. 311ff.)

Anthropologists have long recognized that the atieétool use accompanied a major
increase in intelligence. Chimpanzees in the wddfier termites by thrusting crudely
prepared fishing sticks deep into the termitesengebund homes and swiftly drawing up ¢
stickful of termites, which they then strip off teck into their mouths. This fact takes on

further significance when we learn that not allhehanzees have hit upon this trick; in son =

chimpanzee "cultures,"” termites are an unexplded source. This reminds us that tool t
is a two-way sign of intelligence; not only doesequire intelligence to recognize and

e



maintain a tool (let alone fabricate one), but@ tmnfers intelli-

gence on those lucky enough to be given one. Ttierlsesigned the tool (the more
information there is embedded in its fabricatidh® more potential intelligence it confers « n
its user. And among the preeminent tools, Gregemnyimds us, are what he calls mind tool :
words.

Words and other mind tools give a Gregorian creadur inner environment that permits it o
construct ever more subtle move generators and mesters. Skinnerian creatures ask
themselves, "What do | do next?" and haven't a lotwe to answer until they have taken
some hard knocks. Popperian creatures make a bamee by asking themselves, "What
should I think about next?" before they ask themese|"What should | do next?" (It should
be emphasized that neither Skinnerian nor Poppereatures actually need to talk to
themselves or think these thoughts. They are sinigéygned to operasesif they had asked
themselves these questions. Here we see both wer pod the risk of the intentional stan: 2:
The reason that Popperian creatures are smartee-snocessfully devious, say--than
Skinnerian creatures is that they are adaptivelgaesive




Gregorian creature imports mind tools from thet(aall) environment; these improve bot
the generators and the testéiGURE 4.4

to more and better information, in a way that we e&idly if loosely describe from
the intentional stance, in terms of these imagisafijoquies. But it would be a
mistake to impute to these creatures all the stigxl¢éhat go along with the ability t«
actually formulate such questions and answers @mtiman model of explicit self-
guestioning.) Gregorian creatures take a big stefartd a human level of mental
adroitness, benefiting from the experience of athogrexploiting the wisdom
embodied in the mind tools that those others havented, improved, and
transmitted; thereby they learn how to think begiigout what they should think
about next--and so forth, creating a tower of fertimternal reflections with no fixet
or discernible limit. How this step to the Gregariavel might be accomplished ca
best be seen by once more backing up and lookitigeancestral talents from whie
these most human mental talents must be constructed

One of the simplest life-enhancing practices foumchany species ighototaxis-
distinguishing light from dark and heading for tigit. Light is easily transduced,
and given the way light emanates from a sourcéntigmisity diminishing gradually
as you get farther away, quite a simple connedigiween transducers and effectc s
can produce reliable phototaxis. In the neurosigelglentino Braitenberg's elegal :
little book Vehicles we get the simplest model--the vehicle in figdre. It has two
light transducers, and their variable output sigraae fed, crossed, to two effectors
(think of the effectors as outboard motors). Theeright transduced, the faster th
motor runs. The transducer nearer the light sowilt@rive its motor a bit faster
than the transducer farther from the light, and il always turn the vehicle in the
direction of the light, till eventually it hits tHeght source itself or orbits tightly
around it.

The world of such a simple being is graded frortlig not-so-light to dark, and it
traverses the gradient. It knows,



FIGURE 4.5

and needs to know, nothing else. Ligitognitionis almost for free--whatever turn
on the transducer is light, and the system doeargt whether it's the vesamelight
that has returned or a new light. In a world witlo tmoons, it might make a
difference, ecologically, which moon you were triagk moon recognition or
identification could be an additional problem thaeded a solution. Mere phototay s
would not be enough in such a world. In our woaanoon is not the sort of object
that typically needs reidentifying by a creaturethers, in contrast, often are.

Mamataxis-homing in on Mother--is a considerably more sepbated talent. If
Mama emitted a bright light, phototaxis might de jbb, but not if there were othe
mothers in the vicinity, all using the same systdrivlama

then emitted a particular blue light, differentrfrahe light emitted by every other
mother, then putting a particular everything-buiebfilter on each of your
phototransducers would do the job quite well. Natften relies on a similar
principle, but using a more energy-efficient medilMiama emits a signature odor,
distinguishably different from all other odors {hve immediate vicinity). Mamataxis



(motherreidentification and homing) is then accasty@d by odortransduction, or
olfaction. The intensity of odors is a functiontb& concentration of the molecular
keys as they diffuse through the surrounding meehaimor water. A transducer ca
therefore be an appropriately shaped lock, andaiow the gradient of
concentration by using an arrangement just likeithBraitenberg's vehicle. Such
olfactory signatures are ancient, and potent. THasae been overlaid, in our specie |
by thousands of other mechanisms, but their paositighe foundation is still
discernible. In spite of all our sophisticationposimoveus without our knowing

why or how, as Marcel Proust famously noted.

Technology honors the same design principle irapether medium: the EPIRB
(Emergency Position Indicating Radio Beacon), &amhtained, battery-powered
radio transmitter that repeats over and over agaarticular signature at a particul r
frequency. You can buy one in a marine hardwane tod take it with you on youi
sailboat. Then if you ever get in distress, youm tion. Immediately

"Odors are not used only for identification signalsey often play poweful roles
attracting a mate or even suppressing the sextigitpor maturation of one's
rivals. Signals from the olfactory bulb bypass the thalam their way to the re
of the brain, so in contrast to the signals arismgision, hearing, and even tou:
olfactory commands go directly to the old contrehters, eliminating many
middlemen. It is likely that this more direct rodtelps to explain the perempton
nearly hypnotic power some odors have over us.

a worldwide tracking system senses your EPIRBIsasignd indicates its position
with a blip on an electronic map. It also looksthe signature in its giant table of
signatures and thereby identifies your boat. Idieation greatly simplifies search
and rescue, since it adds redundancy: the beacobechomed in on blindly by radi
receivers (transducers), but as the rescuersage @l helps if they know whether
they are looking (with their eyes) for a black freiptrawler, a small dark-green
sailboat, or a bright-orange rubber raft. Othessensystems can be brought in to
make the final approach swifter and less vulnerablaterruption (should the
EPIRB's battery run down, for instance). In animator tracking is not the only
medium of Mamataxis. Visual and auditory signatumesalso relied on, as the
ethologist Konrad Lorenz has notably demonstratdus pioneering studies of
"imprinting" in young geese and ducks. Chicks #ratnot imprinted shortly after
birth with a proper Mama signature will fix on thist large moving thing they see
and treat it as Mama thereatfter.

Beacons (and their complement of beacon sens@gjomd design solutions
whenever one agent needs to track (recognize,niifiglea particular entity--

typically another agent, such as Mama--for a loamg1 You just install the beacon
the target in advance, and then let it roam. (Amttbeft radio beacons that you hic
in your car and then remotely turn on if your castolen are a recent manifestatio .)



But there are costs, as usual. One of the mosbabvs that friend and foe alike ca
use the tracking machinery to home in on the taRyetdators are typically tuned tc
the same olfactory and auditory channels as offggrying to stay in touch with
Mama, for instance.

Odors and sounds are broadcast over a range thatt éasily in the control of the
emitter. A low-energy way of achieving a more stecbeacon effect would be to
put a particular blue spot (pigment of one sormother) on

Mama, and let the reflected light of the sun crealbeacon visible only in particula
sectors of the world and readily extinguished byrM& simply moving into the
shadows. The offspring can then follow the bluet sgwenever it is visible. But this
setup requires an investment in more sophistigaletosensitive machinery: a
simple eye, for instance--not just a pair of phetisc

The ability to stay in reliably close contact wiahe particular ecologically very
important thing (such as Mama) does not requireatilty to conceiveof this thing
as an enduring particular entity, coming and goAkgywe have just seen, reliable
Mamataxis can be achieved with a bag of simpl&srighe talent is normally robus
in simple environments, but a creature armed witthsa simple system is easily
"fooled,” and when it is fooled, it trundles to itssfortune without any appreciatiol
of its folly. There need be no capability for thstem to monitor its own success ¢
reflect on the conditions under which it succeedfits; that's a later (and
expensive) add-on.

Cooperative tracking--tracking in which the targetvides a handy beacon and th s
simplifies the task for the tracker--is a step lo@ way toward competitive tracking,
in which the target not only provides no uniquenaimire beacon but actively tries
hide, to make itself untrackable. This move by psegountered by the developme
in predators of general-purpose, track-anythingesys, designed to tumhatever
aspectsa trackworthy thing reveals into a sort of privatel temporary beacon--a
"search image," created for the nonce by a gagdkature-detectors in the predat r
and used to correlate, moment by moment, the signaf the target, revising and
updating the search image as the target changesysivith the goal of keeping the
picked-out object in the cross-hairs.

It is important to recognize that this variety Edking does not require
categorization of the target. Think of a prim-

itive eye, consisting of an array of a few hundpédtocells, transducing a changin
pattern of pixels, which are turned on by whataseeflecting light on them. Such



system could readily deliver a message of thevoillg sort: "X, the whatever-it-is
responsible for the pixel-clump currently underastigation, has just dodged to th
right.” (It would not have to deliver this messageso many words--there need be
words, no symbols, in the system at all.) So tHg mentification such a system
engages in is a degenerate or minimal sort of méteemoment reidentification of
the something-or-other being tracked. Even heeetls tolerance for change and
substitution. A gradually changing clump of pixelsving against a more or less
static background can change its shape and intelnaaacter radically and still be
trackable, so long as it doesn't change too fake jhi phenomenagrn which
sequences of flashing lights are involuntarily ipteted by the vision system to be
the trajectory of a moving object, is a vivid masifation of this built-in circuitry in
our own vision systems.)

What happens when X temporarily goes behind a fféesimpleminded solution i
to keep the most recent version of the search inrdget and then just scan arounc
at random, hoping to lock back onto this tempotagcon once again when it

emerges, if it ever does. You can improve the dgdsiming your search image at
the likeliest spot for the reappearance of the taamy beacon. And you can get a
better-than-a-coin-flip idea of the likeliest spagt by sampling the old trajectory o

the beacon and plotting its future continuatioa straight line. This yields instance :

of producing future in one of its simplest and mdsjuitous forms, and also gives
us a clear case of the arrow of intentionality pdisn a nonexistent but reasonabl
hoped-for target.

This ability to "keep in touch with" another objékterally touching and
manipulating it, if possible) is the prereg-

uisite for high-quality perception. Visual recogoit of a particular person or objec
for instance, is almost impossible if the imagéhaf object is not kept centered on
the highresolution fovea of the eye for an apptdeidéength of time. It takes time fc
all the epistemically hungry microagents to dotfeeding and get organized. So
the ability to maintain such a focus of informat@imout a particular thing (the
whatever-it-is I'm visually tracking right now) @asprecondition for developing an
identifying description of the thing.*

The way to maximize the likelihood of maintainingrestoring contact with an
entity being tracked is to rely on multiple indedent systems, each fallible but wi
overlapping domains of competence. Where one syi&tsndown the side, the
others take over, and the result tends to

The intentionality in the first case is supposetiecsomehow more direct, to latch
onto its object in a more primitive way. But, as /e seen, we can recast even
the most direct and primitive cases of perceptaaking into thede dictomode (the
x such that x is whatever is responsible for thelpclump currently under
investigation has just jumped to the right) in ertdebring out a feature of the



mechanism that mediates this most "immediate"&farference. The difference
betweerde reandde dictois a difference in the speaker's perspective @hasis,
not in the phenomenon. For more on this, see DeriBetyond Belief'( 1982).

"This point about the primacy of tracking over dastn is, | think, the glimmer
of truth in the otherwise forlorn philosophical daee that there are two varietie:
of belief--de re beliefs, which are somehow "dilgcabout their objects, and de
dicto beliefs, which are about their objects ohigotigh the mediation of a dictu
a definite description (in a natural language nosome "language of thought").
The contrast is illustrated (supposedly) by théed#nce between believing that
Tom (that guy, right over there) is a man, anddwatig that whoever it was that
mailed this anonymous letter to me is a man.

be smooth and continuous tracking composed ofrmtantly functioning elements

How are these multiple systems linked together?@hee many possibilities. If yot
have two sensory systems, you can link them by meaan AND-gate: they both
have to be turned ON by their input for the agenespond positively. (An AND-
gate can be implemented in any medium; it isrtiirggt but a principle of
organization. The two keys that have to be turoeapien a safe deposit box, or fire a
nuclear missile, are linked by an AND-gate. Wheun fasten a garden hose to a
spigot and put a controllable nozzle on the otinel, hese ON-OFF valves are
linked by an ANDgate; both have to be open for wedeeome out.) Alternatively,
you can link two sensory systems with an OR-gatbeeone by itself, Aor B (or
both together), will evoke a positive response ftbmagent. OR-gates are used t
include backup or spare subsystems in larger sgstiéimne unit fails, the extra
unit's activity is enough to keep the system goingin-engined planes link their
engines by an ORgate: two in working order may &= lbout in a pinch, one is
enough.

As you add more systems, the possibility of linkingm in intermediate ways
looms. For instance, you can link them so thatydtesn A is ON, then igéitherB or

C is ON, the system is to respond positively; othee, both systems B and C mus
be on to produce a positive response. (This isvatgnt to a majority rule linking th
three systems; if the majority--any majority--is (tNe system will respond
positively.) All the possible ways of linking syate with AND-gates and OR-gates
(and NOT-gates, which simply reverse or invertdahgput of a system, turning ON
to OFF and vice versa) are called Boolean functajrtiose systems, since they ci 1
be precisely described in terms of the logical afms AND, OR, and NOT, which
the nineteenthcentury English mathematician GeBigse first formal-



ized. But there are also non-Boolean ways thaegysican intermingle their effects
Instead of bringing all the contributors to a cahtoting place, giving them each a
single vote (YES or NO, ON or OFF), and therebynetging their contribution to
behavior into a single vulnerable decision poihe(ummed effect of all the
Boolean connections), we could let them mainta@tbwn independent and
continuously variable links to behavior and haveworld extract an outcome
behavior as the result of all the activity. ValeotBraitenberg's vehicle, with its tw
cross-wired phototransducers, is an utterly sinspke in point. The "decision” to
turn left or right emerges from the relative strigngf the contributions of the two
transducer-motor systems, but the effect is natiefftly or usefully represented as :
Boolean function of the respective "arguments'hef transducers. (In principle, the
input-output behavior of any such system can becqupated by a Boolean
function of its components, suitably analyzed, duth an analytic stunt may fail to
reveal what is important about the relationshipmgidering the weather as a
Boolean system is possible in principle, for ins@rbut unworkable and
uninformative.)

By installing dozens or hundreds or thousands ol ircuits in a single organism,
elaborate life-protecting activities can be relyabbntrolled, all without anything
happening inside the organism that looks like timglspecific thoughtsThere is
plenty of agf decision making, as if recognizing,ifi&iding and seeking. There ar
also lots of ways an organism, so equipped, cafkémastakes," but its mistakes
never amount to formulating a representation ofes¢atse proposition and then
deeming it true.

How versatile can such an architecture be? Itid tmsay. Researchers have
recently designed and test-driven artificial cohsiygstems that produce many of th
striking behavioral patterns we observe in reldgiwmple life-

forms, such as insects and other invertebratesistempting to believe that all the
astonishingly complex routines of these creatuaeshe orchestrated by an
architecture like this, even if we don't yet knoswhto design a system of the
required complexity. After all, the brain of anét$ may have only a few hundred
neurons in it, and think of the elaborate engagesneith the world such an
arrangement can oversee. The evolutionary biol&pétert Trivers notes, for
example:

Fungus-growing ants engage in agriculture. Workatdeaves, carry these into the
nest, prepare them as a medium for growing funglast fungus on them, fertilize
the fungus with their own droppings, weed out cotitige species by hauling them
away, and, finally, harvest a special part of theglus on which they feed. ( 1985, | .
172)

Then there are the prolonged and intricately ddied mating and child-rearing
rituals of fish and birds. Each step has sensagyirements that must be met befor



it is undertaken, and then is guided adaptivelgugh a field of obstacles. How are
these intricate maneuvers controlled? Biologisteldetermined many of the
conditions in the environment that are used as, d&yyepainstakingly varying the
available sources of information in experimentg,ibis not enough to know what
information an organism can pick up. The next diffi task is figuring out how thei
tiny brains can be designed to put all this ussduisitivity to information to good
use.

If you are a fish or a crab or something along ¢hloses, and one of your projectsi ,
say, building a nest of pebbles on the ocean figmu,will need a pebble-finder
device, and a way of finding your way back to ynast to deposit the found pebbl
in an appropriate place before heading out

again. This system need not be foolproof, howeSirce impostor pebble-nests ar
unlikely to be surreptitiously erected in placeyotir own during your foray (until
clever human experimenters take an interest in,ymu) can keep your standards 1 r
reidentification quite low and inexpensive. If astaike in "identification” occurs,
you probably go right on building, not just takanbly the ruse but completely
incapable of recognizing or appreciating the emot,in the slightest bit troubled.
On the other hand, if you happen to be equippel avlhackup system of nest
identification, and the impostor nest fails thekgrtest, you will be thrown into
disarray, pulled in one direction by one system iarehother by the other system.
These conflicts happen, but it makes no sensekiaaghe organism rushes back
and forth in a tizzy, "Just what is it thinking n@wWvhat is the@ropositional content
of its confused state?"

In organisms such as us--organisms equipped wittyri@gers of self-monitoring
systems, which can check on and attempt to meslietie conflicts when they arise:
it can sometimes be all too clear just what mistek®been made. A disturbing
example is the Capgras delusion, a bizarre affiicthat occasionally strikes huma
beings who have suffered brain damage. The defimagk of the Capgras delusior
is the sufferer's conviction that a close acquaitggusually a loved one) has beer
replaced by an impostor who looks like (and sodikaés and acts like) the genuine
companion, who has mysteriously disappeared! Tmiszeng phenomenon should
send shock waves through philosophy. Philosophere made up many far-fetche
cases of mistaken identity to illustrate their gas philosophical theories, and the
literature of philosophy is crowded with fantagtiought experiments about spies
and murderers traveling incognito, best friendssked up in gorilla suits, and long-
lost identical twins, but the real-life cases op@eas delusion have so far escapec
philosophers' attention.



What is particularly surprising about these casdbat they don't depend on subtle
disguises and fleeting glimpses. On the contréwey delusion persists even when t
target individual is closely scrutinized by the agend is even pleading for

recognition. Capgras sufferers have been knownuien their spouses, so sure a :

they that these look-alike interlopers are tryingtep into shoes--into whole lives-

that are not rightfully theirs! There can be nololoinat in such a sad case, the age -

in question has deemed true some very specificgsitpns of nonidentityThis man
is not my husbandhis man is as qualitatively similar to my hustbas ever can be
and yet he is not my husband. Of particular intei@sis is the fact that people
suffering from such a delusion can be quite unabkay why they are so sure.

The neuropsychologist Andrew Young ( 1994) offersragenious and plausible
hypothesis to explain what has gone wrong. Youmgrests Capgras delusion witt
another curious affliction caused by brain damagesopagnosiaPeople with
prosopagnosia can't recognize familiar human fadesir eyesight may be fine, bu
they can't identify even their closest friends luthigy hear them speak. In a typical
experiment, they are shown collections of photolgsapome photos are of
anonymous individuals and others are of family meratand celebrities--Hitler,
Marilyn Monroe, John E. Kennedy. When asked to pigkthe familiar faces, their
performance is no better than chance. But for rtitae a decade researchers havi
suspected that in spite of this shockingly poofqgrerance somethingn some
prosopagnosics was correctly identifying the familgmbers and the famous peoy
since their bodies react differently to the famifi@ces. If, while looking at a photo
of a familiar face, they are told various candid@enes of the person pictured, the
show a heightened galvanic skin response whenhtbaythe right name. (The
galvanic skin response is the measure of the séietdrical conductance

and is the primary test relied on in polygraphs;lierdetectors.”) The conclusion
that Young and other researchers draw from thesdtsas that there must be two
(or more) systems that can identify a face, andadrikese is spared in the
prosopagnosics who show this response. This sysbatmues to do its work well,
covertly and largely unnoticed. Now suppose, Yosaygs, that Capgras sufferers
have just the opposite disability: the overt, comss face-recognition system (or
systems) works just fine--which is why Capgras exgffs agree that the "impostors
do indeed look just like their loved ones--but towert system (or systems), whick

normally provides a reassuring vote of agreemerstumi occasions, is impaired ar :

ominously silent. Thabsenceof that subtle contribution to identification is s
upsetting ("Something's missing!") that it amoumsts pocket veto on the positive
vote of the surviving system: the emergent resulihé sufferer's heartfelt convictio
that he or she is looking at an impostor. Instddalaming the mismatch on a faulty
perceptual system, the agent blames the worldwayathat is so metaphysically
extravagant, so improbable, that there can be bitlubt of the power (the political
power, in effect) that the impaired system normbHg in us all. When this particul
system's epistemic hunger goes unsatisfied, itmhisuch a fit that it overthrows th



contributions of the other systems.

In between the oblivious crab and the bizarrelytakisn Capgras sufferer there are
intermediate cases. Can't a dog recognize, otofadcognize, its master? Accordin
to Homer, when Ulysses returns to Ithaca aftetventy-year odyssey, disguised i
rags as a beggar, his old dog, Argos, recognizaswags his tail, drops his ears,

and then dies. (And Ulysses, it should be remendheexretly wipes a tear from hi
own eye.) Just as there are reasons for a cratytm) keep track of the identity of
its own nest, there are reasons for a dog to@rkeep track of its master, among

many other important things in its world. The mpressing the reasons for
reidentifying things, the more it pays not to makistakes, and hence the more
investments in perceptual and cognitive machinehypay for themselves.
Advanced kinds of learning depend, in fact, onpcapacities for (re-)identificatior
To take a simple case, suppose a dog sees Ulydserse Monday, Wednesday,
and Friday, but sees Ulysses drunk on SaturdayeTdre several conclusions that
are logically available to be drawn from this seéxperiences: that there are drun
men and sober men, that one man can be drunk odayn@nd sober on another, tt
Ulysses is such a man. The dog could not--logicalyld not--learn the second or

third fact from this sequence of separate expeeemninless it had some (fallible, bt :

relied upon) way of reidentifying the man as themeanan from experience to
experience. ( Millikan, forthcoming) (We can see game principle in a more
dramatic application in the curious fact that yan't-as a matter of logic--learn
what you look like by looking in a mirror unlesswbave sometherway of
identifying the face you see as yours. Without saiciindependent identification,
you could no more discover your appearance by tapki a mirror than you could
by looking at a photograph that happened to beoaf)y

Dogs live in a behavioral world much richer and encomplex than the world of th
crab, with more opportunities for subterfuge, hlafid disguise, and hence with
more benefits to derive from the rejection of masliemg clues. But again, a dog's
systems need not be foolproof. If the dog makesstake of identification (of eithel
sort), we can characterize it as a case of mistalentity without yet having to
conclude that the dog is capabldlihkingthe proposition which it behaves as if i
believes. Argos's behavior in the story is touchlmg we mustn't let sentimentality
cloud our theories. Argos might also love the saeflautumn, and respond with j
each year when the first whiff

of ripe fruit met his nostrils, but this would reftow that he had any way of
distinguishing between recurring season types, as@utumn, and returning
individuals, such as Ulysses. Is Ulysses, to Argost,an organized collection of



pleasant smells and sounds, sights and feelingsrtaf irregularly recurring seasc
(we haven't had one for twenty years!), during \Wtparticular behaviors are
favored? It is a season that is usually sobersbnrte instances of it have been
known to be drunkWecan see, from our peculiar human perspective Ahgds's
success in this world will often depend on how elp$is behavior approximates tl »
behavior of an agent who, like us adult human t®inlparly distinguishes betwee!
individuals. So we find that when we interpret b&havior from the intentional
stance, we do well to attribute beliefs to Argaat tttistinguish Ulysses from other
people, strong rival dogs from weaker rival dogsjlbs from other animals, Ithaca
from other places, and so forth. But we must b@amed to discover that this
apparent understanding of his has shocking gapsgaps inconceivable in a humi
being with our conceptual scheme, and hence utiteeipressible in the terms of a
human language.

Tales of intelligence in pets have been commongiacmillennia. The ancient Stoi
philosopher Chrysippus reported a dog that couttbpa the following feat of
reason: coming to a three-way fork, he sniffed dpaths A and B, angithout
sniffing C, ran down C, having reasoned that if there isgemt down A and B, the
qguarry must have gone down C. People are lessdbtalling tales of jawdropping
stupidity in their pets, and often resist the irogtions of the gaps they discover in
their pets' competences. Such a smart doggie aouhe figure out how to unwind
his leash when he runs around a tree or a lamppbssds not, it would seem, an
unfair intelligence test for a dog-compared, saha test for sensitivity to irony in
poetry,

or appreciation of the transitivity @farmer-than(if A is warmer than B, and B is
warmer than C, then A is [warmer than? colder tha)?But few if any dogs can
pass it. And dolphins, for all their intelligen@e strangely unable to figure out th
they could easily leap over the surrounding turtameafety. Leaping out of the
water is hardly an unnatural act for them, whickkesatheir obtuseness all the moi
arresting. As researchers regularly discover, tbeerimgeniously you investigate tt :
competence of nonhuman animals, the more likelyayeuo discover abrupt gaps
competence. The ability of animals to generalipenftheir particular exploitations

of wisdom is severely limited. (For an eye-operaggount of this pattern in the
investigation of the minds of vervet monkeys, seer@y and Seyfartijow

Monkeys See the Worl#1990.)

We human beings, thanks to the perspective wefgaimour ability to reflect in our
special ways, can discern failures of tracking thaitild be quite beyond the ken of
other beings. Suppose Tom has been carrying a lpekgy around for years. Tom
has no name for his penny, but we shall call it Afiym took Amy to Spain with

him, keeps Amy on his bedside table when he slesukso forth. Then one day, o

a trip to New York City, Tom impulsively throws Ammgto a fountain, where she
blends in with the crowd of other pennies, uttémlyistinguishable, by Tom and by

us, from all the others--at least, all the othbet have the same date of issue as # ny



stamped on them. Still, Tom caeflecton this development. He can recognize th
truth of the proposition that one, and only onethafse pennies is the lucky penny
that he had always carried with him. He can be dretth (or just amused) by the fac
that he has irremediably lost track of somethingp&ie been tracking, by one methi i
or another, for years. Suppose he picks up an Aamglidate from the fountain. He
can appreciate the fact

that one, and exactly one, of the following twopgmwsitions is true:
1. The penny now in my hand is the penny | broughhwwie to New York.
2. The penny now in my hand is not the penny | browgtit me to New York.

It doesn't take a rocket scientist to appreciadé ¢he or the other of these hasto k
true, even if neither Tom nor anybody else in tis¢dny of the world, past and
future, can determine which. This capacity we htavieame, and even under most
circumstances test, hypotheses about identityite fmpreign to all other creatures.
The practices and projects of many creatures redném to track and reidentify
individuals--their mothers, their mates, their prieir superiors and subordinates 1
their band--but no evidence suggests they museajgte that this is what they are
doing when they do it. Their intentionality nevises to the pitch of metaphysical
particularity that ours can rise to.

How do we do it? It doesn't take a rocket sciemtighink such thoughts, but it doe
take a Gregorian creature who has language amengri tools. But in order to us
language, we have to be specially equipped withalemts that permit us to extrac
these mind tools from the (social) environment ich they reside.

CHAPTER 5

THE CREATION OF THINKING
UNTHINKING NATURAL PSYCHOLOGISTS

Language was invented so that people could coticeizlthoughts from each other

Charles-Maurice de Talleyrand



M any animals hide but don't think they are hidingniyl animals flock but don't
think they are flocking. Many animals pursue, bom'tithink they are pursuing.
They are all the beneficiaries of nervous systdrastbke care of the controls of
these clever and appropriate behaviors withoutdnindy the host's head with
thoughts, or anything arguably like thoughts--theuights we thinkers think.
Catching and eating, hiding and fleeing, flockimgl &cattering all seem to be with
the competence of unthinking mechanisms. But aeetblever behaviors that mus
be accompanied by, preceded and controlled byeckwoughts?

If the strategy of adopting the intentional staiscas great a boon as | have claime
then an obvious place to look for a breakthrouganmmal minds is in those
intentional

systems who themselves are capable of adoptingtidr@ional stance toward othel :

(and toward themselves). We should look for behawuioat are sensitive to
differences in the (hypothesized) thoughts of o#tremals. An old joke about
behaviorists is that they don't believe in beligfigy think that nothing can think,
and in their opinion nobody has opinions. Whicmaals are stuck as behaviorists,
unable even to entertain hypotheses about the minathers? Which animals are
forced, or enabled, to graduate to a higher leVhEte seems to be something
paradoxical about a thoughtless agent concerrseff ivith the discovery and
manipulation of the thoughts of other agents, sbages here we can find a level of
sophistication that forces thinking to evolve.

Might thinking pull itself into existence by its ombootstraps? (If you're going to
think about my thinking, I'm going to have to stidainking about your thinking to
stay even-an arms race of reflection.) Many théohave thought that some versic
of this arms race explains the evolution of highéglligence. In an influential pape
(" Nature's Psychologists1978), the psychologist Nicholas Humphrey argtined
the development felfconsciousness was a stratagem for developingestidg
hypotheses about what was going through the mihdgers It might seem that an
ability to make one's behavior sensitive to, andimaative of, the thinking of
another agent would automatically carry with itadmility to make one's behavior
sensitive to one's own thinking. This might be @ithecause, as Humphrey
suggested, one uses one's self-consciousnes®arca of hypotheses about other
consciousness, or because when one gets into Ititeohadopting the intentional
stance toward others, one notices that one canllyssfibject oneself to the same
treatment. Or for some combination of these regdbeshabit of adopting the
intentional stance could spread to cover both ettiterpretation and self-
interpretation.



In an essay entitletConditions of Personhood'1976), | argued that an important
step toward becoming a person was the step updrinst-order intentional system
to asecondordeintentional system. A first-order intentional ®ysthas beliefs and
desires about many things, t about beliefs and desires. A second-order
intentional system has beliefs and desires abdigf®@nd desires, its own or thost
of others. A third-order intentional system woukldapable of such featswaanting
you tobelievethat itwantedsomething, while a fourth-order intentional system
might believeyouwantedit to believethat youbelievedsomething, and so forth. Th
big step, | argued, was the step from first-ordesdcond-order; the higher orders
were just a matter of how much an agent can keép hread at one time, and this
varies with the circumstances, even within a sirgjent. Sometimes higher orders
are so easy as to be involuntary. Why is the feilothe movie trying so hard to
avoid smiling? In the context it's deliciously obus: his effort shows us kaows
she doesnltealizehe alreadknowsshewantshim to ask her to the dance, and he
wantsto keep it that way! Other times, simpler iteraiccan stump us. Are you sul
that | want you to believe that | want you to bedievhat I'm saying here?

But if higher-order intentionality is, as | and etk have argued, an important
advance in kinds of minds, it is not as clearlywegershed we are looking for
between thinking and unthinking cleverness. Somb@best studied examples of
(apparent) higher-order intentionality among nonhaorareatures still seem to fall ¢ -
the side of unreflective adroitness. Consider fdtton display,” the well-known
behavior of low-nesting birds, who, when a predagproaches the nest, move
surreptitiously away from their vulnerable eggsestlings and begin in the most
ostentatious way to feign a broken wing, flutterargl collapsing and calling out
most piteously. This typically leads the predatrdway from the

nest on a wild goose chase, in which it never quatehes the "easy" dinner it is
offered. The free-floating rationale of this belwanis clear, and, following Richard
Dawkins's useful practice in his 1976 bodke Selfish Geneve can put it in the
form of animaginarysoliloquy:

I'm a low-nesting bird, whose chicks are not prtatble against a predator who
discovers them. This approaching predator caexipectedoon to discover them
unless | distract it; it could be distracted bydésireto catch and eat me, but only |
it thoughtthere was aeasonablechance of its actually catching me (it's no dumm -
it would contract just thdieliefif | gave it evidence thatcouldn't fly anymore; |
could do that by feigning a broken wing, etc. (FrDennett, 1983)

In the case of Brutus stabbing Caesar, discusseltbipter 2, it was within the
bounds of plausibility to suppose that Brutus dtfuwaent through something like
the soliloquy process outlined for him--though nallyy in even the most loquaciot :
self-addresser, much of it would go without sayilhglefies credence, however, to
suppose that any bird goes through anything likestililoquy here. Yet that
soliloquy undoubtedly expresses the rationalelibatshaped the behavior, whethe -



or not the bird can appreciate the rationale. Rekday the ethologist Carolyn
Ristau ( 1991) has shown that in at least one spehies--the piping plover--
individuals govern their distraction displays withite sophisticated controls. For
instance, they monitor the direction of the predatgaze, turning up the volume of
their display if the predator seems to be losingrest, and in other ways adapt the r
behavior to features detected in the predatorsdp$ also discriminate on the bas
of an interloper's shape and size: since cowstaramivorous, a cow

is not apt to be attracted by the prospect of ag bad meal, so some plovers trea
cows differently, squawking and pecking and tryiogirive the beast away insteac
of luring it away.

Hares apparently can size up an approaching predaith as a fox, and make an
estimate of its dangerousness ( Hasson, 1991, dl#®4). If the hare determines
that a particular fox has somehow managed to geimstriking distance, it will
either crouch and freeze--counting on escapingtitiee of the fox altogether--or
crouch and scurry as swiftly and quietly as it @ugking behind whatever cover is
available. But if the hare determines that thisifounlikely to succeed in its chase it
does a strange and wonderful thing. It stands uipsdrind legs, most conspicuous!
and stares the fox down! Why? Because it is annagrto the fox that the fox ougt
to give up. "lI've already seen you, and I'm nadidfrDon't waste your precious tim
and even more precious energy chasing me. Giya'itAnd the fox typically draws
just this conclusion, turning elsewhere for itspgeipand leaving the hare, which he ;
thus conserved its own energy, to continue its teeding.

Once again, the rationale of this behavior is ateegainly free-floating. It is
probably not a tactic the hare has figured ouitémif, or been capable of reflecting
on. Gazelles being chased by lions or hyenas dfbesomething similar, called
stotting. They make ridiculously high leaps, obwlyuwf no benefit to their flight bu
designed to advertise their superior speed to ithegpors. "Don't bother chasinge
Chase my cousin. I'm so fast | can waste time aedgy doing these silly leaps an
still outrun you." And it apparently works; predegaypically turn their attention to
other animals.

Other varieties of predator and prey behavior chaldited, all with elaborate
rationales but little or no evidence

that the animals actually represent these ratisrtaléhemselves in any fashion. If
thesecreatures are to be considered "natural psychsibigito use Humphrey's
term), they are apparently unthinking natural psyotists. These creatures don't
represent the minds of those they interact witht-ik, they don't need to consult a v



internal "model" of the mind of another in orderataticipate the other's behavior a d
hence govern their own behavior. They are well-8agwith a largish "list" of
alternative behaviors, nicely linked to a largisst of perceptual cues, and they doi t
need to know any more. Does this count as mindmgadAre piping plovers, or
hares, or gazelles higher-order intentional systenmot? That question begins to
appear less important than the question of how andcipparent mind-reading
competence might be organized. When, then, doesethe arise to go beyond thes :
large lists? The ethologist Andrew Whiten has sstggethat the need arises simpl
when the lists get too long and unwieldy to be $eqpented. Such a list of pairs
amounts, in logicians' terms, to a conjunctionariditionals, or if-then pairs:

[If you seex, doA], and [if you seeg, doB], and [if you see, doC], . ..

Depending on just how many independent conditiotidee are, it may become
economical to consolidate them into more organiepdesentations of the world.
Perhaps in some species--which species remaingeanquestion-the brilliant
innovation of explicigeneralizatiorenters the picture, permitting the lists to be
broken down and rebuilt on demand from first pqhes, as new cases arise.
Consider Whiten's diagram of the complexity thatildlaget organized around an
internal representation by one animal of a spediisire in another animal.
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As beforewe can see the rationale behind such consolidatianthiss rationale neec
not be entertained in any fashion by the mindfiefdonsolidators. If they are luck
enough to hit upon this design improvement, thayasimply be the beneficiaries
of it without appreciating why or how it worked. B8 this design really the
improvement it appears to be? What are its costdanefits? And its value aside,
how could it have come into existence? Did it prsse one day, in random and
desperate reaction to a growing problem of "ovesthetio many conditional rules
to keep in service simultaneously? Perhaps, bubayplet knows any plausible
upper bound on the number of concurrent semi-inalege control structures that
can coexistin a

nervous system. (In a real agent with a real negystem, there may not be any.
Maybe a few hundred thousand such perceptuo-beatahiontrol circuits can
mingle together efficiently in a brain--how manygini be called for?)

Might there not be some other sort of selectivesguee that could have led to the



reorganization of control structures, yielding aaeity for generalization as a
bonus? The ethologist David McFarland ( 1989) mgeed that the opportunity for
communication provides just such a design pressimetmoreover, Talleyrand's
cynical suggestion at the opening of this chagtetase to an important truth. Whe 1
communication arises in a species, he claims, lponesty is clearly not the best
policy, since it will be all too exploitable by deae&ompetitors ( Dawkins and Kreb:
1978). The competitive context is clear in all @skcommunication between
predator and prey, such as the minimal communicadractices exhibited by the
stotting gazelle and the hare staring down the &oxt here it is obvious how the
opportunity for bluffing arises. In the arms radgopducing future, you have a
tremendous advantage if you can produce more atel hature about the other the 1
the other can produce about you, so it always b&fgan agent to keep its own
control system inscrutable. Unpredictability iggeneral a fine protective feature,
which should never be squandered but always speetywThere is much to be
gained from communication if it is craftily doledteenough truth to keep one's
credibility high but enough falsehood to keep oopsons open. (This is the first
point of wisdom in the game of poker: he who nexaffs never wins; he who
always bluffs always loses.) It takes some stregloif the imagination to see the
hare and fox as cooperating on their joint problefm®&source management, but ir
fact they are both better off for their occasiamates.

The prospects for expanding cooperation and hendgpiging its benefits is much
more clearly visible in the con-

text of communication with members of one's owrcgg®e Here food sharing, and
sharing the costs and risks of child care and deferfthe group, and so forth,
provide plenty of opportunities for cooperationt bualy if the rather stringent
conditions for exploiting these opportunities cannbet. Cooperation between
parents, or between parents and offspring, carmtdken as a given in nature; the
omnipresent possibility of competition still lieelind any mutually useful
conventions that emerge, and this context of coitnpeimust be taken into accoun

According to McFarland, the need for an explicigmpulable representation of
one's behavior arises only when the option of gathy cooperative but still self-
protective communication emerges, for then a nem fof behavior must come
under the agent's control: the behavior of exfpficddmmunicating something abou
one's other behavior. ("I'm trying to catch fisbg™1'm looking for my mother," or
"I'm just resting.") Confronted with the task ofaging and executing such a
communicative act, the agent's problem is a versidhe very problem confronting
us as observing theorists: How should the agemrstangle of competing,
enhancing, merging, intertwining behavioral contiiotuits be carved up into
competing "alternatives"? Communication favors iclaa answers. As the saying
goes, "Are you going to fish or cut bait?" So tleendnds of communication, by
forcing an agent into declaring a category, magrofireate a distortion--rather like
the distortion you recognize when required to chatkust one item in a poorly



designed multiple-choice test: if "none of the addog not an available option, you
are forced to settle for whatever you take to ledlélast objectionable near miss.
McFarland suggests that this task of carving winetere has provided no salient
joints is a problem the agent solves by what wehtnégll approximating
confabulation The agent comes to label its tendencies asyfwere governed by
explicitly represented

goals--blueprints for actions--instead of trendacfon that emerge from the
interplay of the various candidates. Once segitesentations of intentior{s the
everyday sense of intentions) come into existendkis backhanded way, they ma
succeed in convincing the agent itself that it th@se clear-cut prior intentions
governing its actions. In order to solve its comiation problem, the agent has
made a special user-interface for itself, a menexpficit options from which to
choose, and then has been to some degree takgntsdwn creation.

Opportunities to put such communications to goaglare strictly limited, however.
Many environments are inhospitable to secret kegmjuite independently of any
proclivities or talents of the agents in that eamment; and if you can't keep a sec :t
there is little role for communication to play. Acding to ancient folk wisdom,
people who live in glass houses shouldn't throwmestpbut animals who live in the
natural equivalent of glass houses have no stangsdw. Animals who live close
together in groups in open territory are seldoever out of sight and hearing (and
smell and touch) of their conspecifics for verydpand thus have no opportunities
to satisfy the conditions under which secrets daurish. Suppose thatis an
ecologically valuable fact, and suppose that yoawkihatp and nobody else does-
yet. If you and the other potentially competitivgeats in the vicinity all have acces ;
to pretty much the same information about the emwirent, then it is next to
impossible for circumstances to arise in which gan turn such a temporary
information-gradient to your advantage. You mayHeefirst wildebeest to see or
smell the lion to the northwest, but you can'tlelabard (or sell) this information,
because those standing shoulder to shoulder withwyibsoon have it themselves.
Since there is scant possibility that such a teamyanformation advantage can be
controlled, a devious wildebeest (for example) wicuhve pre-

cious little opportunity to benefit from its taledust what could it do to gain sneal
advantage over the others?The intentional starmesshs readily that the apparen y
simple behavior okeeping a secreta null behavior, from most vantage points--is n
fact a behavior whose success depends on satisdyiaiper demanding set of
conditions. Suppose thBtll is keeping some secret, p, from Jifine following
conditions must be met:

Bill knows (believes) thap.



Bill believes that Jim does not believe that
Bill wants Jim not to come to believe thmat
Bill believes that Bill can make it the case thiat &iot come to believe that

It is this last condition that restricts advancedrst-keeping (for instance, about
features of the external environment) to quite Bjpdeehavioral environments. Thi:
was clearly brought out by experiments in the 19%0the primatologist Emil
Menzel (1971, 1974), in which individual chimpaegevere shown the location of
hidden food, and thereby given the opportunitydoeaive the other chimpanzees
about its location. They often rose to the oppatyimvith fascinating results, but
this behavior always depended on the experimemqeyducing a state of affairs in
the laboratory (a cage adjacent to a larger feeoetbsure, in this case) that woulc

only rarely occur in the wild: the chimpanzee wikesthe hidden food must be in .

position toknow that the other chimpanzees do not see himgé® food This was
achieved by keeping all the other chimpanzees bak@a common cage while the
chosen chimpanzee was taken alone into the largpéosaire and shown the hidder
food. The chosen chimpanzee could come to leatntthbne was learning that-
that its informative adventures in the enclosureawmt visible to the others in

the cage. And, of course, there had to be somethaaghimp with the secret could
do to protect its secret--at least, for a whilee®the others were released.

Chimpanzees in the wild do frequently wander fayugm away from their groups
for long enough to acquire secrets within theirtominso they are a good species t
examine with such tests. In animals whose evolatiphistory has not unfolded in
environments in which such opportunities naturahy frequently arise, there is
little likelihood that the capacity to exploit suopportunities has evolved.
Discovering (in the lab) a heretofore unused talenbt impossible, of course, sinc
unused talent must surface, rarely, in the realdyerhenever innovation occurs.
Such a talent will typically be a by-product of ethialents developed under other
selection pressures. In general, however, sincexwect cognitive complexity to
coevolve with environmental complexity, we showddK for cognitive complexity
first in those species that have a long historgezling with the relevant sort of
environmental complexity.

Taken together, these poirstsggesthat thinking--our kind of thinking--had to wait
for talking to emerge, which in turn had to wait s@cret keeping to emerge, whicl
in turn had to wait for the right complexificatioh the behavioral environment. We
should be surprised to find thinking in any spetied hasn't made it to the bottom
of this cascade of sieves. As long as the behdwptaons are relatively simple--
witness the piping plover's predicament--no faneytial representation needs to
occur, so in all likelihood it doesn't. The sorthigher-order sensitivity required to
meet the needs of a piping plover or a hare orzallgacan probably be provided b
networks designed almost entirely by Darwinian na@i$ms, abetted here and the
by Skinnerian mechanisms. ABC learning, then, cputibably suffice to produce



such a sensitivity--though this is an empiricaliss¢hat is nowhere near settled. It
will be interesting to

discover if there are cases in which we have degalence of differential treatment
of specificindividuals(a piping plover that doesn't waste its ruses parécular
reidentified dog, say, or a hare that, after aipaer close call, drastically increase
its stare-down distance for a specific fox.) Evethese cases, weaybe able to
account for the learning via relatively simple misdéhese animals are Popperian
creatures--creatures who can be guided by pastierpe to reject tempting but
untested candidates for action--but still not esipthinkers.

As long as the natural psychologists don't havemportunity or an obligation to
communicate with each other about their attribigiohintentionality to themselves
or others, as long as they never have an oppoyttmdompare notes, to dispute w
others, taask for the reasonthat ground the conclusions they are curious aliout
seems that there is no selective pressure on theeptesent those reasons, and
hence no selective pressure on them to forsakleke to Know principle in favor
of its familiar opposite, the Commando Team Prilecigive each agent as much
knowledge about the total project as possiblehabthe team has a chance of ad-
libbing appropriately when unanticipated obstaelese. (Many films, such as The
Guns of Navarone, or The Dirty Dozen, make thia@ple visible by presenting thi
exploits of such versatile and knowing teams; hengaame for it.)

The free-floating rationales that explain the rueintary higher-order intentionality
of birds and hares--and even chimpanzees--are édmothe designs of their
nervous systems, but we are looking for somethiogemmwe are looking for
rationales that aneepresentedn those nervous systems.

Although ABC learning can yield remarkably subttelgpowerful discriminatory
competences, capable of teasing out the patterkisduin voluminous arrays of
data, these

competences tend to be anchored in the specisigdssthat are modified by trainin: .

They are "embedded" competences, in the sensththaare incapable of being

"transported” readily to be brought to bear on ogiveblems faced by the individue
or shared with other individuals. The philosophedg Clark and the psychologist
Annette Karmiloff-Smith ( 1993) have recently besxploring the transition from a
brain that has only such embedded knowledge taia bnat, as they say, "enriches
itself from within by re-representing the knowledbat it has already represented.
Clark and Karmiloff-Smith note that while there atear benefits to a design polic
that "intricately interweave|[s] the various aspeaxfteur knowledge about a domair



in a single knowledge structure," there are costwell: "The interweaving makes i
practically impossible to operate on or otherwisgl@it the various dimensions of
our knowledge independently of one another.” Saopkly is such knowledge
hidden in the mesh of the connections that "inewdedgein the system, but it is
not yet knowledgéo the system"--like the wisdom revealed in the pcgmas single-
mindedness with which the newly hatched cuckoo lslers the competing eggs ot
of the nest. What would have to be added to thkanis computational architectur:
for it to be able to appreciate, understand, amioéxthe wisdom interwoven in its
neural nets?

A popular answer to this question, in its many gsiss "symbols!" The answer is
well-nigh tautological, and hence is bound to lglatrin someinterpretation. How
could it not be the case that implicit or tacit lwiedge becomes explicit by being
expressed or rendered in some medium of "expliefitfesentation? Symbols, unlik
the nodes woven into connectionist networks, areable; they can be manipulate
they can be composed into larger structures, irthvtiieir contribution to the
meaning of the whole can be a definite and genalmafanction of the structure--the
syn-

tactic structure--of the parts. There is surely stimmg right about this, but we mus
proceed cautiously, since many pioneers have pbesé questions in ways that
have turned out to be misleading.

We human beings have the capacity for swift, ingigtearning--learning that does
not depend on laborious training but is ours as s®we contemplate a suitable
symbolic representation of the knowledge. When Ipsiagists devise a new
experimental setup or paradigm in which to teshsumnhuman subjects as rats or
cats or monkeys or dolphins, they often have tmtiedozens or even hundreds of
hours to training each subject on the new tasksatusubjects, however, can
usually just be told what is desired of them. Atidrrief question-and-answer
session and a few minutes of practice, we humajestshwill typically be as
competent in the new environment as any agentaed be. Of course, we do ha
to understandhe representations that are presented to ugse ttests, and that's
where the transition from ABC learning to our kioidearning is still shrouded in
fog. An insight that may help clear it is a familmaxim of artifact making: if you
"do it yourself," you understand it. To anchor eehfloating rationale to an agent ir
the strong way, so that itise agent's owneason, the agent must "make"
something. A representation of the reason musbbegosed, designed, edited,
revised, manipulated, endorsed. How does any agem¢ to be able to do such a
wonderful thing? Does it have to grow a new orgaits brain? Or can it build this
competence out of the sorts of external-world malaipons it has already mastere:



MAKING THINGSTO THINK WITH

Just as you cannot do very much carpentry with
your bare hands, there is not much thinking you
can do with your bare brain.

Bo Dahlbom and Lars-Erik Janlert,
Computer Futurdgforthcoming)

Every agent faces the task of making the best Lige environment. The
environment contains a variety of goods and toxmged in with a confusing host

of more indirect clues: harbingers and distractstespping-stones and pitfalls. The: 2
resources often amount to an embarrassment ofsriolmmpetition for the agent's
attention; the agent's task of resource managefapedtrefinement) is thus one in
which time is a crucial dimension. Time spent iiutéle pursuit of prey, or bracing
oneself to withstand illusory threats, is time weastand time is precious.

As suggested ifigure 4.4 Gregorian creatures take in from the environmanious
designed entities and use them to improve theieffty and accuracy of their
hypothesis testing and decision making, but thgrdima is misleading as it stands.
How much room is there in the brain for these actd, and how do they get
installed? Is the brain of a Gregorian creaturensgh more capacious than the
brains of other creatures? Our brains are modkesthgr than the brains of our
nearest relatives (although not larger than thinbraf some dolphins and whales),
but this is almost certainly not the source of giaater intelligence. The primary
source, | want to suggest, is our habibfffoadingas much as possible of our
cognitive tasks into the environment itself--exingdour minds (that is, our mental
projects and activities) into the surrounding wpvldhere a host of peripheral devic 's
we construct can store, process,

and re-represent our meanings, streamlining, emmgnend protecting the process s
of transformation that are our thinking. This wigesad practice of off-loading
releases us from the limitations of our animal isai

An agent faces its environment with its curreniergqre of skills, perceptual and
behavioral. If the environment is too complicatedthese skills to cope, the agent s
in trouble unless it can develop new skills, or@ify its environment. Or both.

Most species rely on natural landmarks to findrtlagy around, and some species
have developed the trick of adding landmarks tontbgd for their subsequent use.
Ants, for instance, lay down pheromone trails--odails--leading from nest to fooc
and back, and the individuals in many territorpécies mark the boundaries of the r
territories with idiosyncratic aromatic compoundgheir urine. Posting your land i
this way warns off trespassers, but it also pravi@iéandy device you can use
yourself. It saves you from needing some other twagmember the boundary of
that part of the environment in which you have sted significant efforts of



resource refinement--or even cultivation. As yoprapch the boundary, you can
smell it. You let the outside world store some lgasansduced information about
where the important joints in nature are, so tloat gan save your limited brain for
other things. This is good stewardship. Puttingogehte marks on the environmen
to use in distinguishing what are for you its magportant features is an excellent
way of reducing the cognitive load on your percaptind memory. It's a variation
on, and enhancement of, evolution's good tactingiélling beacons where most
needed.

For us human beings, the benefits of labeling thingour environments are so
obvious that we tend to overlook the rationaleatilling, and the conditions under
which it works. Why does anyone ever label anythargl what does it take to labe
something? Suppose you were searching

through thousands of boxes of shoes, looking fuowse key that you thought was
hidden in one of them. Unless you're an idiot,@mfrantic in your quest that you
cannot pause to consider the wisest course, ydulilse some handy scheme fol
getting the environment to assist you with yourgbem. You want in particular to
avoid wasting time by looking more than once inhelacx. One way would be to

move the boxes one at a time from one stack (te&amined stack) to another sta k

(the examined stack). Another way, potentially mamergy efficient, is to put a
check mark on each box as you examine it, andddept the rule of never looking
into a box with a check mark on it. A check markkesthe world simpler, by givin
you a simple perceptual task in place of a morkcdit--perhaps impossible--
memory and recognition task. Notice that if the dmare all lined up in a row, and
you don't have to worry about unnoticed reordermighe queue, you don't need t
put check marks on them; you can just work your Wwam left to right, using the
simple distinguisher that nature has already pexigbu with--the left/right
distinction.

Now let's concentrate on the check mark itselfl\&hlythingdo as a check mark?
Clearly not. "I'll put a faint smudge somewhereeaich box as | examine it." "I'll
bump the corner of each box as | examine it." Nmtdychoices, since the likelihoo
is too high that something else may already haaévartently put such a mark on
box. You need something distinctive, something yloat can be confident is the
result of your labeling act and not some extrangqu®duced blemish. It should
also be memorable, of course, so that you wortiglset by confusions about
whether or not some salient label you encountardabelyou put there, and if so,
what policy you meant to follow when you adoptedhiere's no use tying a string
around your finger as a reminder if, when it latatches your ey@hereby fulfilling
its function as a self-control beacon off-



loaded into the environment), you can't remembeyr ydu tied it. Such simple
deliberate marks on the world are the most primipvecursors of writing, a step
toward the creation in the external world of detBdaperipheral information-storag
systems. Notice that this innovation does not démenthere being a systematic
language in which such labels are composed. Angenegstem will do, as long as
can be remembered during use.

Which species have discovered these strategies@ Bmmant experiments give us i
tantalizing, if inconclusive, glimpse into the pisigties. Birds that hide caches of
seeds at many specific locations are astonishsgtgessful at retrieving their secr
stores after long intervals. Clark’'s nutcrackessjristance, have been
experimentally studied by the biologist Russelld@aand his colleagues in an
enclosed laboratory setting--a large room withegith dirt floor or a floor provided
with many holes filled with sand, and further fugiméd with various landmarks. Th
birds may make more than a dozen caches with ggedsled to them, and then
return, days later, to recover them. They are rkaidy good at relying on multiple
cues, finding most of their caches even when tipegmenters move or remove
some of the landmarks. But they do make mistakéseaboratory, and most of
these mistakes seem to be errors of self-contrey, tvaste time and energy by
revisiting sites they have already cleaned outarhez expeditions. Since these bir
may make several thousand caches in the wild, esitctlvem over a period of more
than six months, the frequency of such wasted itevisthe wild is almost
impossible to record, but it stands to reasonrasiting would be a costly habit tc
fall into, and other species of caching birds, saslthickadees, are known to be a
to avoid such revisits.

In the wild, Clark's nutcrackers are observed tateaseeds where they dig them 1 :

leaving behind a mess of picnic litter that coldchimd them, on another fly-by, tha

they had already opened that particular shoebolxlaBand his colleagues designe
experiments to test the hypothesis that the betied on such marks to avoid
revisits. In one condition, the birds' disturbanctthe visited sites were carefully
erased between sessions, and in another thedalittlrbances were left. In this
laboratory setting, however, the birds did not dmisicantly better when the
disturbances were left, so it has not been showaintlie birds do rely on these cues
Perhaps they couldn't in the wild, since such aresften soon obliterated by
weather in any case, as Balda notes. He also pmunhthat the experiments to date
are inconclusive; the cost of error in the labamasetting is slight--a few seconds
wasted in the life of a wellfed bird.

It is also possible that putting the birds in aolaory setting inadvertently renders
them relatively incompetent, since their everydalits of distributing part of the
task of self-control to the environment may dependurther cues that are
inadvertently absent in the laboratory. It is comigmbserved--but not commonly
enough!--that old folks removed from their home&dspital settings are put at a



tremendous disadvantage, even though their baditybweds are well provided fo
They oftenappearto be quite demented--to be utterly incapablesetling, clothing,
and washing themselves, let alone engaging in etiyitees of greater interest.
Often, however, if they are returned to their hontlesy can manage quite well for
themselves. How do they do this? Over the yeaey, lave loaded their home
environments with ultrafamiliar landmarks, triggéss habits, reminders of what to
do, where to find the food, how to get dressed,re/tfee telephone is, and so forth
An old person can be a veritable virtuoso of selphn such a hugely overlearned
world, in spite of his or her brain's increasingarviousness to new bouts of
learning--of the ABC variety or any other. Takigmn out of their homes is

literally separating them from large parts of thminds-potentially just as
devastating a development as undergoing brain surge

Perhaps some birds unthinkingly make check marlkskasproduct of their other
activities. We human beings certainly rely on mahgck marks unwittingly placed
in our surroundings. We pick up helpful habits tatvaguely appreciate without
ever stopping to understand why they're such treasirhink of trying to do
multidigit multiplication problems in your head. tdanuch is 217 times 4367 No
one would try to answer this without the help ofigeand paper, except as a stun
The tally on paper serves more than one usefutiiumdt provides a reliable store
for the intermediate results, but the individuah®pls also serve as landmarks the
can be followed, reminding you, as your eyes angefis reach each point, of what
the next step in the overlearned recipe shouldibgou doubt the second
contribution, just try doing multidigit multiplicetn in which you write down the
intermediate results on separate slips of papeegla a nonstandard arrangemer
in front of you, instead of lining them up in thenonical way.) We Gregorian
creatures are the beneficiaries of literally thowlsaof such useful technologies,
invented by others in the dim recesses of histogyrehistory but transmitted via
cultural highways, not via the genetic pathwaysberitance. We learn, thanks to
this cultural heritage, how to spread our mindsioudkbe world, where we can put
our beautifully designed innate tracking and patteicognizing talents to optimal
use.

Making such a change in the world doesn't just tal@ad off memory. It may also
permit the agent to bring to bear some cognitilentahat otherwise would be
underutilized, by preparing special materials teini the minimal case, unwittingly.
The roboticist Philippe Gaussier ( 1994) has rdggmbvided a vivid illustration of
this possibility,

using tiny robots that first alter their environrhand then have their own behavior 1l



repertoire altered in turn by the new environméeythave created. These robots re
realworld Braitenberg vehicles--call&heperadqthe Italian word for scarab beetle )
by their creator, the roboticist Francesco Mondddieey are somewhat smaller tha
hockey pucks, and they roll around on two tiny weead a castor. The robots ha'
extremely rudimentary visual systems--just twolweé photocells--connected to
their wheels in such a way that signals from them the robots away from
collisions with the walls that surround their tabjeworld. So these robots are
innately equipped, you might say, with a visuallydgd wall-avoidance system.
Small, movable "pegs"--little cylinders of wood-eascattered about on the tableto .
and the robots' innate vision systems cause thataudk around these lightweight
obstacles too, but wire hooks on their backs tyfyicmag the pegs as the robots g
by. They scurry around in random walks on the tapleunwittingly picking up peg:
and then depositing them whenever they swerve hiarghe direction of a carried
peg. (Sedigure 5.2) Over time, these encounters redistribute the petie
environment, and whenever two or more pegs happbe tleposited next to each
other, they form a group that the robots subsedp&misperceive” as a bit of wall--
to be avoided. In short order, and without furtimstruction from any Central
Headquarters, the robots will line up all the pdé@g have been scattered in their
environment, organizing their environment into aeseof connected walls. The
Kheperas' random walks in an initially random eonment first structure that
environment into something like a maze, and thenthiat structure to shape their
own behavior; they become wall followers.

This is as simple a case as can be imagined ctia that includes, at the
sophisticated end of the spectrum, all dia-

wall \' / pegs \ WE“"

Philippe Gaussier's robofs GURE 5.2

gram drawing and model building. Why do we evemdsadiagram--for instance, o
a blackboard or (in earlier days) on the floorhs#f tave with a sharp stick? We do 0
because by re-representing the information in ardtirmat, we make it presentab :



to one special-purpose perceptual competence dnemo

Popperian creatures--and their subvariety, the @rag creatures--live in an
environment that can be roughly divided into twatgathe "external” and the
"internal.” The denizens of the "internal”" envirogmh are distinguished not so muc 1
by which side of the skin they are found on (a§&BSkinner has remarked [ 1964, .
84], "The skin is not that important as a boundpag'by whether they're portable,
and hence largely omnipresent, and hence relatimelg controllable and better
known, and hence more likely to be designed foagant's benefit. (As we noted ir
chapter 2, the shopping list on the slip of paps @ds meaning in exactly the sam
way as a shopping list memorized in the brain.) "ex¢ernal” environment change
in many hard-to-track ways, and is, in the mairgggaphically outside the creature
(The limits of geography in drawing this distinctiare nowhere more vividly
illustrated than in

the case of antigens, evil invaders from the oatsahd antibodies, loyal defenders
from the inside, both of which mingle with friendiyrces--like the bacteria in your
gut, without whose labors you would die--and irvelet bystanders, in the crowds |
microbe-sized agents populating your body spac&ppperian creature's portable
knowledge about the world has to include some mudiof knowledge--knowhow-
about the omnipresent part of its world thatsslf. It has to know which limbs are
its own, of course, and which mouth to feed, batsb has to know its way around
in its own brain, to some extent. And how doeitttat? By using the same old
methods: by placing landmarks and labels wherénayr would come in handy!
Among the resources to be managed under time peeglan agent are the
resources of its own nervous system. This self-kedge need not itself be
represented explicitly, any more than the wisdorarotinthinking creature needs t
be represented explicitly. It can be mere embedded/-how, but it is crucial know
how about how to manipulate that curiously dociid eelatively unfleeting part of
the world that is oneself.

You want these refinements of your internal resesito simplify your life, so that
you can do more things better and do them fastae-isalwaysprecious--with your
available repertoire of talents. Once again, ther® use creating anternal

symbol as a tool to use in self-control if whefc#tches your mind's eye" you can
remember why you created it. The manipulabilityany system of pointers,
landmarks, labels, symbols, and other remindersrm#gpon the underlying
robustness of your native talents at tracking amdlentification, providing you with
redundant, multimodal paths of accessibility torymols. The resource manageme -
techniques you are born with make no distinctionvkeen interior and exterior
things. In Gregorian creatures, such as us, theseptations of features and thing
in the (external or internal) world become objecttheir own



right--things to be manipulated, tracked, movedrted, lined up, studied, turned
upside down, and otherwise adjusted and exploited.

In her book OrPhotography( 1977), the literary critic Susan Sontag poinisthat
the advent of high-speed still photography wasvaltgionary technological advanc
for science because it permitted human beingghofirst time ever, to examine
complicated temporal phenomena not in real timarbtiteir own good timein
leisurely, methodical, backtracking analysis of tfaees they had created of those
complicated events. As noted in chapter 3, ourrahtninds are equipped to deal
with changes that occur only at particular paceenks that happen faster or slowe
are simply invisible to us. Photography was a tettgical advance that carried in
its wake a huge enhancement in cognitive powepdpgnitting us to re-represent tt
events of interest in the world in a format, and aate, that was tailor-made for ou
particular senses.

Before there were cameras and high-speed filmetvere plenty of observational
and recording devices that permitted the sciettisiktract data precisely from the
world for subsequent analysis at his leisure. Ttgaesite diagrams and illustration:
of several centuries of science are testimonyetywer of these methods, but the
is something special about a camera: it is "stldorder to "capture” the data
represented in its products, it does not have tiergtand its subject in the way a
human artist or illustrator must. It thus passes@lan unedited, uncontaminated,
unbiased but still re-represented version of rgaditthe faculties that are equipped
analyze, and ultimately understand, the phenonidma.mindless mapping of
complex data into simpler, more natural or usegrfdly formats is, as we have see
a hallmark of increasing intelligence.

But along with the camera, and the huge pile dfgtiotographs that poured out of
it, came a resource problem: the

photos themselves needed to be labeled. It does goad to capture an event of
interest in a still picture, if you can't remembdrich of thousands of prints lying
around the office is the one that represents tkatesf interest. This "matching
problem" doesn't arise for simpler, more direcietas of tracking, as we have se¢
but the cost of solving it should often be borme trick can pay for itself (time is
money) in cases in which it permits indirect trackof important things that canno
be tracked directly. Think of the brilliant praaiof sticking colored pins in a map
mark the location of each of a large number of &var are trying to understand.

An epidemic may be diagnosed by seeisgeing thanks to color coding--that all tt

cases of one sort line up on the map alongside@paaother inconspicuous or eve

heretofore undepicted feature--the water mainhersewage system, or perhaps tl :

route of the postman. A serial killer's secret baftsgperations may sometimes be
homed in on--a variety of villaintaxis--by plottiriige geographic center of the
cluster of his attacks. The dramatic improvememtalliour kinds of investigations,



from the foraging strategies of our hunter-gathdssss to the contemporary
investigations by our police, poetry critics, afygicists, are due in the main to th
explosive growth in our technologies of re-représgon.

We keep "pointers" and "indices" in our brains &ale as much of the actual dat:
as we can in the external world, in our addresk®ddraries, notebooks,

computers--and, indeed, in our circle of friendd associates. A human mind is ni :

only not limited to the brain but would be ratheverely disabled if these external

tools were removed--at least as disabled as thesngiated are when their eyeglas: =

are taken away. The more data and devices youadffline more dependent you
become on these peripherals; nevertheless, theintomately familiar you become
with

the peripheral objects thanks to your practice amipulating them, the more
confidently you can then do without them, sucking problems back into your hee
and solving them in an imagination disciplined tsyaxternal practice. (Can you
alphabetize the words in this sentence in your Read

A patrticularly rich source of new techniques ofepresentation is the habit that w -

-and only we--have developed of deliberately maguar new problems onto our
old problem-solving machinery. Consider, for ing®nthe many different methods

we have developed for thinking about time by adyufiinking about space ( Jayne

1976). We have all sorts of conventional ways oppiag past, present, and future
before and after, sooner and later--differencesatevirtually invisible in unrefinec
nature-onto left and right, up and down, clockvase counterclockwise. Monday i
to the left of Tuesday for most of us, while (imaduable convention that is fading
from our culture, sad to say) four o'clock is tuttkeder three o'clock on the right
hand side of every day or night. Our spatializabbtime doesn't stop there. In
science, particularly, it extends to graphs, wiiaekie by now become a familiar
system of diagrams for almost all literate peofléink of the profits, or the
temperature, or the loudness of your stereo, rigggp up from left to right with th
passage of time.) We use our sense of space thes@assage of time (usually fror
left to right, in standard convention, except imlexionary diagrams, in which
earlier eras are often shown at the bottom, watiayat the top). As these example
show--the absence of any figures in the text atpbint is deliberate--our ability to
imaginethese diagrams when verbally invited to do stsmlfia valuable Gregorian
competence, with many uses. Our ability to imagimese diagrams is parasitic on
our ability to draw and see them, off-loading thanteast temporarily into the
external world.

Thanks to our prosthetically enhanced imaginatiarescan formulate otherwise



imponderable, unnoticeable metaphysical posseiljtsuch as the case of Amy thi
lucky penny, discussed at the end of chapter 4n@éel to be able to imagine the
otherwise invisible trajectory line linking the gene Amy of yesterday with just or :
of the look-alike pennies in the pile--we need tavdit "in our mind's eye." Withou!
such visual aids, internal or external, we wouldehgreat difficulty following, let
alone contributing to, these metaphysical obsesuati(Does that mean that
someone born blind couldn't participate in suchapleysical discussions? No,
because the blind develop their own methods ofapatagining, concerned, just a

a sighted person's imagining is, with keeping traickioving things in space, one
way or another. But an interesting question is vdiidrences, if any, can be founc
in the styles of abstract thinking adopted by those blind or deaf.) Armed with
these mind tools, we tend to forget that ways of thinking about the world are nc
the only ways, and in particular are not preregessior engaging the world
successfully. It probably seems obvious, at fttsf since they are so manifestly
intelligent, dogs and dolphins and bats must haveepts more or less like ours, L it
on reflection it shouldn't seem obvious at all. Maisthe questions we've raised frc n
our evolutionary perspective about the ontology epidtemology of other creature
have not yet been answered, and the answers wadbubt be surprising. We have
taken only the first step: we've seen some pogsslsito be investigated that we
overlooked before.

Of all the mind tools we acquire in the coursewhfshing our brains from the
stockpiles of culture, none are more importantafrse, than words--first spoken,
then written. Words make us more intelligent by mglcognition easier, in the
same way (many times multiplied) that beacons andrharks make navigation in
the world easier for simple

creatures. Navigation in the abstract multidimemaiavorld of ideas is simply
impossible without a huge stock of movable, memlere@mdmarks that can be
shared, criticized, recorded, and looked at froffednt perspectives. It's importan
to remember that speaking and writing are two elytiistinct innovations,
separated by many hundreds of thousands (and nmains) of years, and that
each has its own distinct set of powers. We tendnahe two phenomena togethe
especially when theorizing about the brain or mMdst of what has beenritten
about the possibilities of a "language of thougt#t'a medium of cognitive
operations presupposes that we're thinking of g#emrianguage of thought--"brain
writing and mind reading," as | put it some yeags.aNe can get a better
perspective on how the advent of language mightmagur cognitive powers if
we concentrate instead on why and hospakenanguage of thought--an offspring
of our natural, public language-might do some goodk.

TALKING TO OURSELVES

If the untrained infant's mind is to become an
intelligent one, it must acquire both discipline



and initiative.
Alan Turing

There is no step more uplifting, more explosiverenmomentous in the history of
mind design than the invention of language. WHemo sapienbecame the
beneficiary of this invention, the species stepipéal a slingshot that has launched
far beyond all other earthly species in the powdobk ahead and reflect. What is
true of the species is just as true of the indigldMo transition is more
astronomically

enabling in the life of an individual person thd@atning” to speak. | must put the
word in scare-quotes, since we have come to re@hamks to the work of linguists
and psycholinguists) that human infants are gealétipredesigned for language in
many ways. As the father of modern linguistics, Md@ahomsky, often says (with
excusable exaggeration), birds don't have to Iden feathers and babies don't he
to learn their language. Much of the hard work egigning a language user (or a
feather user) was accomplished eons ago and igdebto the infant in the form of
innate talents and dispositions, readily adaptdddal conditions of vocabulary ant
grammar. Children acquire language at breathtaipegd, picking up new words ¢
an average rate of a dozen a day, for years onuatitlthey become adolescents,
when the rate slows to a trickle. They master atltbe finest points of their
grammar before they enter school. In addition kéha&ilir linguistic interactions with
their family members (and pets), babies and toddipend many hours vocalizing
themselves, first babbling, then indulging in mémue mixtures of words and
nonsense syllables richly endowed with differemieof voice--hortatory, soothing
explanatory, cajoling--and eventually evolving ielaborate self-commentary.

Children enjoy talking to themselves. What mighs the doing to their minds? |
cannot answer that question yet, but | have soreeutative suggestions for furthel
research. Consider what happens early in the lstigdife of any child. "Hot!" says
Mother. "Don't touch the stove!" At this point, tblild doesn't have to know what
"hot" or "touch" or "stove" means--these words @nenarily just sounds, auditory
event-types that have a certain redolence, a nddaiiliarity, a certain echoing
memorability to the child. They come to conjureaupituation-type--stove-
approachand-avoidance--which is not just a sitnatiovhich a specific prohibition
is typicallyheardbut also a situation in

which a mimicking auditory rehearsal is encountef@didely simplifying, let's
suppose that the child acquires the habit of sayingself (aloud) "Hot!"'Don't
touch!" without much of an idea what these wordeameoicing them merely as ar

t



associated part of the drill that goes with appnoag and then avoiding the stove--
and also as a sort of mantra, which might be udtateany other time. After all,
children are taken with the habit of rehearsingdsdhey have just heard--rehears 1g
them in and out of context and building up recagnitinks and association paths
between the auditory properties and concurrentsgmsoperties, internal states,

and so forth.

That's a rough sketch of the sort of process that imo on. This process could hav
the effect of initiating a habit of what we miglalicsemi-understood self-
commentaryThe child, prompted initially by some insistentddory associations
provoked by its parents' admonitions, acquiretti®st of adding a sound track to |
activities--"commenting" on them. The actual uttexes would consist at the outse
of large measures of "scribble"--nonsense talk amsag of wordlike sounds--mixet
with real words mouthed with much feeling but &ttr no appreciation of their
meaning, and a few understood words. There woultdek exhortation, mock
prohibition, mock praise, mock description, andtlaéise would eventually mature
into real exhortation, prohibition, praise, andatggion. But the habit of adding
"labels" would thus be driven into place before ltizels themselves were
understood, or even partially understood.

I'm suggesting that it's such initially "stupid'agtices-the mere mouthing of labels
in circumstances appropriate and inappropriate-dbald soon turn into the habit
representing one's own states and activities teadhi;mm a new way. As the child lay
down more associations between the auditory amtlkatory processes on the one
hand, and patterns of concurrent activity on tiegtthis would

create nodes of saliency in memory. A word can mectamiliar even without bein
understood. And it is these anchors of familiattitgt could give a label an
independent identity within the system. Withouttsuwependence, labels are
invisible. For a word to serve as a useful, marpld label in the refinement of the
resources of a brain, it must be a readiiancernf sought-for associations that are
already to some extent laid down in the systemoBdythat, words can be arbitran
and their arbitrariness is actually part of whakesathem distinctive: there is little
risk of failing to notice the presence of the lalietloesn't just blend into its
surroundings, like a dent in the corner of a shaeliavears the deliberateness of i :
creation on its sleeve.

The habit of semi-understood self-commentary coludaly suggesting, be the origit
of the practice of deliberate labeling, in wordsgoribble words or other private
neologisms), which in turn could lead to a stillmmefficient practice: dropping all

or most of the auditory and articulatory assocragiand just relying on threst of

the associations (and association-possibilitiegotthe anchoring. The child, |
suggest, can abandon out-loud mouthings and cpeatde, unvoiced neologisms ¢ 3
labels for features of its own activities.



We can take a linguistic object atoand objec{even if we have somehow
blundered into making it ourselves rather than ingat from someone else) and
store it away for further consideration, off-lirf@ur ability to do this depends on ot
ability to re-identify or recognize such a labeldifferent occasions, and this in tur
depends on the label having some feature or feahyevhich to remember it--som
guise independent of its meaning. Once we haveeaztdabels and acquired the ha it
of attaching them to experienced circumstanced)ave created a new class of
objects that can themselves become the objectstbEgattern-

recognition machinery, association-building machynand so forth. Like the
scientists lingering retrospectively over an uniagriexamination of the photograpt :
they took in the heat of experimental battle, we idlect on whatever patterns the e
are to be discerned in the various labeled exhitétsiredge out of memory.

As we improve, our labels become ever more refineate perspicuous, ever bette
articulated, and the point is finally reached whenapproximate the near-magical
prowess we began with: tineere contemplationf a representation is sufficient to
call to mind all the appropriate lessons. We haa@neunderstandersf the
objects we have created. We might call these attifd nodes in our memories,
these pale shadows of articulated and heard wootiseptsA concept, then, is an
internal label which may or may not include amasgmany associations the
auditory and articulatory features of a word (palolr private). But words, | am
suggesting, are the prototypes or forebears ofamscThe first concepts one can
manipulate, | am suggesting, are "voiced" concegptd,only concepts that can be
manipulated can become objects of scrutiny for us.

Plato, in theTheaetetuscompares human memory to a huge cage of birds:

SOCRATES: Now consider whether knowledge is a tlyimg can possess in that
way without having it about you, like a man who basght some wild birds--
pigeons or what not--and keeps them in an aviaryhiem at home. In a sense, of
course, we might say that he "has" them all the fimasmuch as he possesses the n,
mightn't we?

THEATETUS: Yes.

SOCRATES: But in another sense he "has" none of ti@ough he has got contro
of them, now that he has made them captive in alosmre of his own; he can

take and have hold of them whenever he likes bghaag any bird he chooses, anc
let them go again; and it is open to him to do #sabften as he pleases. (197c-d,



Cornford translation)

The trick is: getting the right bird to come whesuyneed it. How do we do it? By
means of technology. We build elaborate systemmsr@monic association--

pointers, labels, chutes and ladders, hooks andsh&/e refine our resources by
incessant rehearsal and tinkering, turning oumisréand all the associated periphe al
gear we acquire) into a huge structured networtoaipetences. No evidence yet
unearthed shows that any other animal does anytikimghat.

CHAPTERG

OUR MINDSAND OTHER MINDS

Once the child has learned the meaning of "why"'ledause," he has become a
fully paid-up member of the human race.

Elaine MorganThe Descent of the Child: Human Evolution from avNRerspective

OUR CONSCIOUSNESS, THEIR MINDS

A mind looks less miraculous when one sees how ihtrligve been put together o t
of parts, and how it still relies on those partsigked human mind--without paper
and pencil, without speaking, comparing notes, mgakketches--is first of all
something we have never seen. Every human mindg@ver looked at--including
most especially your own, which you look at “frolne inside"-- is a product not jus
of natural selection but of cultural redesign obenous proportions. It's easy
enough to see why a mind seems miraculous, whehamao sense of all the
components

and of how they got made. Each component has adesign history, sometimes
billions of years long.

Before any creature could think, there were crestwith crude, unthinking
intentionality--mere tracking and discriminatingvaes that had no inkling of what
they were doing or why. But they worked well. Thés®ices tracked things, reliab ¢
responding to their twists and turns, keeping ogeiafor the most part, and seldon
straying for long before returning to their taskie®much longer time spans, the
designsof these devices could also be said to track daunggtnot evasive mates, o
prey, but something abstract-the free-floatingoradies of their own functions. As



circumstances changed, the designs of the devisesyed in appropriate reponse
the new conditions, keeping their owners well egagpwithout burdening them wit
the reasons. These creatures hunted, but didmk they were hunting, fled but
didn't think they were fleeing. They had tkeow-howthey needed. Know-how is a
kind of wisdom, a kind of useful information, btiis not represented knowledge.

Then some creatures began to refine that parteoéiwvironment that was easiest t
control, putting marks both inside and outside-to#ding problems into the world,
and just into other parts of their brains. Theydremaking and using
representations, but they didn't know they weraglao. They didn't need to know
Should we call this sort of unwitting use of re@mstions "thinking"? If so, then w
would have to say that these creatures were thgnkiat didn't know they were
thinking! Unconscious thinking-those with a taste 'fparadoxical” formulations
might favor this way of speaking, but we could lessleadingly say that this was
intelligent but unthinkindpehavior, because it was not just not reflectivedbso not
reflectable-upon.

We human beings do many intelligent things unthigki. We brush our teeth, tie
our shoes, drive our cars, and

even answer questions without thinking. But moghete activities of ours are
different, for wecanthink about them in ways that other creaturest ¢k about
their unthinking but intelligent activities. Indgadany of our unthinking activities,
such as driving a car, could become unthinking aiflgr passing through a long
period of design development that was explicitlf-senscious. How is this
accomplished? The improvements we install in oamsrwhen we learn our
languages permit us to review, recall, rehearskesign our own activities, turning
our brains into echo chambers of sorts, in whitteatise evanescent processes ¢ n
hang around and become objects in their own rijise that persist the longest,
acquiring influence as they persist, we call oursmous thoughts.

Mental contents become conscious not by enteringesspecial chamber in the
brain, not by being transduced into some privileged mysterious medium, but by
winning the competitions against other mental cotstéor domination in the contro
of behavior, and hence for achieving longlastirfgas--or as we misleadingly say
"entering into memory." And since we are talkergj aince talking to ourselves is
one of our most influential activities, one of thnest effective ways for a mental
content to become influential is for it to get iqtosition to drive the language-usin
parts of the controls.

A common reaction to this suggestion about humasa@ousness is frank
bewilderment, expressed more or less as followspp8se all these strange
competitive processes are going on in my brain,saipgbose that, as you say, the
conscious processes are simply those that windimpetitions. How doethat make
them conscious? What happens next to them thatsnalktee that know about



them? For after all, it i;y consciousness, as | know it from the firstpersoimtpof
view, that needs explaining!" Such questions betrdgep confusion, for they
presuppose that whgbu

are is somethinglse some Cartesiares cogitansn addition to all this brain-and-
body activity. What you are, however, jisthis organization of all the competitive
activity between a host of competences that yodylthas developed. You
"automatically" know about these things going oyaar body, because if you
didn't, it wouldn't be your body! (You could walkf aith somebody else's gloves,
mistakenly thinking they were your gloves, but ymuldn't sign a contract with
somebody else's hand, mistakenly thinking it wag y@and, and you couldn't be
overcome by somebody else's sadness or fear, mmyethinking it was your own.)

The acts and events you can tell us about, ancetisons for them, are yours
because you made them--and because they made ya Y@l are is that agent
whose life you can tell about. You can tell us, sod can tell yourself. The proces
of self-description begins in earliest childhood amcludes a good deal of fantasy
from the outset. (Think of Snoopy in the Peanutsooa, sitting on his doghouse a
thinking, "Here's the World War | ace, flying inbattle."”) It continues through life.
(Think of the café waiter in Jean-Paul Sartre'sulision of "bad faith" iBBeing and
Nothingnesswho is all wrapped up in learning how to livetophis self-description
as a waiter.) It is whavedo. It is whatve are.

Are other minds really so different from human nsfd\s a simple experiment, |
would like you to imagine something that | daregay've never imagined before.

Please imagine, in some detail, a man in a whitetat climbing hand over hand  :

a rope while holding a red plastic bucket in hethe An easy mental task for you.
Could a chimpanzee perform the same mental taskihdler. | chose the elements
man, rope, climbing, bucket, teeth--as familiarealtg in the perceptual and
behavioral world of a laboratory chimp. I'm suratteuch a chimp can not only
perceive

such things but see thems a man, a rope, a bucket, and so forth. In somé&main

sense, then, | grant that the chimp hasreceptof a man, a rope, a bucket (but do¢ =

not have concepts, presumably, of a lobster, onerick, or a lawyer). My questior
is, What can a chimp do with its concepts? Backndguworld War |, the German
psychologist Wolfgang Kéhler did some famous expents with chimps to see
what sort of problems they could solve by thinkiG@guld a chimp figure out how t
stack some boxes in its cage to get at some bahangig from the ceiling which
were too high to for it to reach? Alternativelyuda it figure out how to fasten two
sticks together into one long enough to knock duelfdown? The popular lore holc



that Kéhler's chimps could indeed figure out theslations, but in fact the animals
were quite unimpressive in action; some solvedptioblems only after many, man
trials, and others never saw the light. Later ssidincluding some current ones th:
are much more subtle, still fail to settle thespaapntly simple questions about wh
a chimp can think when provided with all the cludst let's suppose for the mome
that Kohler's experiments did answer the questiey are commonly reputed to
have answered: that a chimp can indeed discovesdiagon to a simple problem o
this sort, provided that the elements of the sofutire visible and ready to hand--
available for trial-and-error manipulation.

My question is different: Can a chimpanzedl to mindthe elements of a solution
when these elements are not present to providehingp with visible reminders of
themselves? The exercise you engaged in was prd\mka verbal suggestion fron
me. | am sure that you can just as readily makgestgns to yourself, and then ta
your own suggestions, thereby framing mental impagérconsiderable novelty.
(That's one of the thingge know about ourselves-that we all enjoy engaging in
elaborate exercises of imagination carefully tatbto meet our interests of the
moment.)

The account I've sketched in previous chapterwf monhuman minds work
implies that chimps should be incapable of suclvities. They might somehow
happen to put together the relevant concepts (soeirof concepts) by accident, an
then have their attention drawn to any serendiglioimteresting results, but even
that, | suspect, is beyond the limits of their tgses’' movability or manipulability.

These questions about the minds of chimps arerraiimple, but nobody knows the
answers--yet. The answers are not impossible toiggdyut devising suitable
experiments is not easy. Notice that these questo:not the sort that can be
addressed by looking at the relative size of theals brain, or even gauging its
brute cognitive capacity (of memory, of discrimioigt prowess). Surely there is
plenty of machinery in a chimp's brain to storetladl information needed as raw

material for such a task; the question is whethemhachinery is organized in suct :

way as to permit this sort of exploitation. (Yowha big aviary, with plenty of
birds; can you get them to fly in formation?) Whatkes a mind powerful--indeed,
what makes a mind conscious--is not what it is nader how big it is, but what it
can do. Can it concentrate? Can it be distracted?itGecall earlier events? Can it
keep track of several different things at once?dNIeatures of its own current
activities can it notice or monitor?

When such questions as these are answered, wWieneill everything we need to
know about those minds in order to answer the rhyoiraportant questions. These
answers will capture everything we want to knowudlibe concept of
consciousnesgxcepthe idea of whether, as one author has recently 'the
mental lights would be out” in such a creature. tBat's just a bad idea--in spite of
its popularity. Not only has it never been defimedven clarified by any of its



champions; there is no work for such a

clarification or definition to do. For suppose tina have indeed answered all the
other questions about the mind of some creatudenaw some philosophers claim
that we still don't know the answer to that all-ongant question, Is the mental ligh
on--yes or no? Why would either answer be impo®taMe are owed an answer to
this question, before we need to take their questidoissy.

Does a dog have a concepicat? Yesandno. No matter how close a dog's
"concept"” of cat is to yours extensionally (you &nel dog discriminate the same s
of entities as cats and noncats), it differs rdtyica one way: the dog cannot
consider its concept. It cannot ask itself whethlkenows what cats are; it cannot
wonder whether cats are animals; it cannot atteéngistinguish the essence of ca
(by its lights) from the mere accidents. Concepesret things in the dog's world in

the way that cats are. Conceagts things in our world, because we have languag: .

polar bear is competent vis-a-vis snow in many wihgs a lion is not, so in one
sense a polar bear has a concept that the lios-kac&oncept of snow. But no
languageless mammal can have the concept of snthe ivay we can, because a
languageless mammal has no way of considering Simogeneral” or "in itself."
This is not for the trivial reason that it does@ie a (natural-languageprd for
snow but because without a natural language inbdalent for wresting concepts
from their interwoven connectionist nests and malaifing them. We can speak of
the polar bear's implicit or procedural knowled@smow (the polar bearsow-
how), and we can even investigate, empirically, themsion of the polar bear's
embedded snow-concept, but then bear in mind hinats not a wieldable concept
for the polar bear.

"It may not be able to talk, but surely it thinkstine of the main aims of this book
has been to shake your confidence in this famiéaction. Perhaps the biggest
obstacle in our attempts to get clear about thetahenmpetences of

nonhuman animals is our almost irresistible habithagining that they accompany
their clever activities with a stream of reflectis@nsciousnessomethindike our
own. It is not that we nownowthat they don't do any such thing; it is rathet ih
these early days of our investigations we mustisstimehat they do. Both the

philosophical and scientific thinking about thisus has been heavily influenced b

the philosopher Thomas Nagel's classic 1974 papérat Is It Like to Be a Bat?"
The title itself sets us off on the wrong foot, itmg us to ignore all the different
ways in which bats (and other animals) might acd@hpgheir cunning feats withou
its "being like" anything for them. We create agiively impenetrable mystery for
ourselves if we presume without further ado thagélla question makes sense, an



that we know what we are asking.

What is it like for a bird to build a nest? The gtien invites you to imagine how
you would build a nest and then to try to imagime details of the comparison. Bul
since nest building is not something you habitudtly you should first remind
yourself of what it's like for you to do somethitagniliar. Well, what is it like for
you to tie your shoelaces? Sometimes you pay aitergometimes it gets done by
your fingers without any notice at all, while ydurtk of other things. So maybe, yc
may think, the bird is daydreaming or plotting tanoav's activities while it execute
its constructive moves. Maybe, but in fact the etk to date strongly suggests tt
the bird is not equipped to do any such thing. éaj¢he contrast you note betwee
paying attention and doing the task while your mias otherwise occupied
probably has no counterpart at all in the casé@ebird. The fact thatou couldn't
build a nest without thinking carefully and reflieely about what you were doing
and why is not at all a good reason for assumiagwen the bird builds its nest, i
must think its birdish thoughts about what it isndp(at least for its first nest,

before it has mastered the task). The more we Eaont how brains can engage ir
processes that accomplish clever deeds for theinutnan owners, the less these
processes look like the thoughts we had dimly imegjito be doing the work. That
doesn't mean thaiur thoughts are not processes occurring in our bramthat our

thoughts are not playing the critical roles in gowmeg our behavior that we normall -

assume they are. Presumably some of the processas dwn human brains will
eventually be discernible as the thoughts we knmmsmately, but it remains to be
seen whether the ment@mpetencesf any other species depend on their having
mental lives the way we do.

PAIN AND SUFFERING: WHAT MATTERS

There is always a well-known solution to every harpeoblem--neat, plausible, an
wrong.

H. L. Mencken Prejudices(second series)

It would be reassuring if we had come to the endusfstory and could say
something along the lines of "And so we see thiatlibws from our discoveries tha
insects and fish and reptiles aren't sentient aftethey are mere automata-but
amphibians, birds, and mammals are sentient orcaausjust like us! And, for the
record, a human fetus becomes sentient at betvifesenfand sixteen weeks." Sucl
a neat, plausible solution to some of our humabblpros of moral decision making
would be a great relief, but no such story carole yet, and there is no reason to
believe that such a story will unfold later. Ituslikely that we have entirely
overlooked a feature of mentality that would makéhe difference to morality, anc



the features

we have examined seem to make their appearangeshgradually but in an
unsynchronized, inconsistent, and patchy fashioth m evolutionary history and ii
the development of individual organisms. Ip@ssible of course, that further
research will reveal a heretofore undetectableegystf similarities and differences
which will properly impress us, and we will then ddae to see, for the first time,
where nature has drawn the line, and why. Thi®tsarpossibility on which to lean,
however, if we can't even imagine what such a dsgomight be, or why it would
strike us as morally relevant. (We might just adl weagine that one fine day the
clouds will part and God will tell us, directly, wah creatures to include and which
to exclude from the charmed circle.)

In our survey of kinds of minds (and protomindgrthdoes not seem to be any cl
threshold or critical mass-until we arrive at tloet ®f consciousness that we
languageusing human beings enjoy. That varietyiofins unique, and orders of

ar

magnitude more powerful than any other variety afdnbut we probably don't war

to rest too much moral weight on it. We might wiblhk that the capacity for
suffering counts for more, in any moral calculasipthan the capacity for abstruse
and sophisticated reasoning about the future (aad/ing else under the sun).
What, then, is the relationship between pain, suffig and consciousness?

While the distinction between pain and sufferindike most everyday, nonscientif :

distinctions, somewhat blurred at the edges,neigertheless a valuable and
intuitively satisfying mark or measure of moral ionfance. The phenomenon of pz
is neither homogeneous across species, nor sifMaean see this in ourselves, b
noting how unobvious the answers are to some siqyastions. Are the stimuli
from our pain receptors--stimuli that prevent wsiirallowing our limbs to assume
awkward, joint-damaging positions while we sleeppearienced as pains? Or migh
they be

properly called unconscious pains? Do they haveahsignificance, in any case?
We might call such body-protecting states of thevoies system "sentient” states,
without thereby implying that they were the expecies of any self, any ego, any
subject. For such states to matter--whether oweotall them pains, or conscious
states, or experiences-there must be an enduripgcsto whomthey matter becaus
they are a source of suffering.

Consider the widely reported phenomenoudissociationin the presence of great

pain or fear. When young children are abused, tyyg@gally hit upon a desperate b t

effective stratagem: they "leave." They somehowatedo themselves that it is no



they who are suffering the pain. There seem tavoentain varieties of dissociators
those who simply reject the pain as theirs and thigmess it from afar, as it were;
and those who split at least momentarily into stwnetlike multiple personalities
("I'' am not undergoing this painshe' is). My not entirely facetious hypothesis
about this is that these two varieties of childdéfer in their tacit endorsement of ¢
philosophical doctrine: Every experience must leeekperience of some subject.
Those children who reject the principle see nothingng with simply disowning th:

pain, leaving it subjectless to wander around hgrtiobody in particular. Those wt :

embrace the principle have to invent an alter ttheesubject--"anybody butd"

Whether or not any such interpretation of the plnegrmon of dissociation can be
sustained, most psychiatrists agree that it doek,wm some degree. That is,
whatever this psychological stunt of dissociationsists in, it is genuinely
analgesic--or, more precisely, whether or notrtidishes thepain, it definitely
obtunds sufferingSo we have a modest result of sorts: the diffszewhatever it is,
between a nondissociated child and a dissociatédlisha difference that markedly
affects the existence or amount of

suffering. (I hasten to add that nothing | have saiplies that when children
dissociate they in any way mitigate the atrocityhef vile behavior of their abusers
they do, however, dramatically diminish the awfgimef the effects themselves--
though such children may pay a severe price latéfe in dealing with the
aftereffects of their dissociation.)

A dissociated child does not suffer as much asmalissociated child. But now wha
should we say about creatures thatreateirally dissociated--that never achieve, or
even attempt to achieve, the sort of complex imtieonganization that is standard i
a normal child and disrupted in a dissociated éhAa invited conclusion would be
such a creature is constitutionally incapable afargoing thesort or amountof
suffering that a normal human can undergo. Bull i@nhuman species are in sucl
relatively disorganized state, we have groundsherhypothesis that nonhuman
animals may indeed feel pain but cannot suffemtag we can.

How convenient! Animal lovers can be expected gpoad to this suggestion with
righteous indignation and deep suspicion. Sindeds indeed promise to allay ma
of our misgivings about common human practicesplabsy our hunters and farme
and experimenters of at least some of the burdeguitifthat others would place on
their shoulders, we should be particularly cautiang even-handed in considering
the grounds for it. We should be on the lookoutsmurces of illusion--on both side
of this stormy issue. The suggestion that nonhuamamals are not susceptible to
human levels of suffering typically provokes a flioof heart-wrenching stories--
mostly about dogs. Why do dogs predominate? Caddd that dogs make the best
counterexamples because dogs actually do haveategapacity for suffering thar
other mammals? It could be, and the evolutionargpextive we have been pursui

g



can explain why.

Dogs, and only dogs among domesticated species,

respond strongly to the enormous volume of whatmight call "humanizing”
behavior aimed at them by their owners. We tal&uodogs, commiserate with oul
dogs, and in general treat them as much like a husnmpanion as we can--and w
delight in their familiar and positive responsétiis friendliness. We may try it witr
cats, but it seldom seems to take. This is notrimng, in retrospect; domestic dog
are the descendants of social mammals, accustoneednillions of years to living
in cooperative, highly interactive groups, whilentlstic cats spring from asocial
lineages. Moreover, domestic dogs are importantlike their cousins, the wolves
and foxes and coyotes, in their responsivenesarnh affection. There is no
mystery about why this should be so. Domestic day® been selected for just
these differences for hundreds of thousands ofrgéinas. InThe Origin of Species
Charles Darwin pointed out that whereas delibdratean intervention in the
reproduction of domesticated species has workeddweeral thousand years to bre
faster horses, woollier sheep, beefier cattle,samfibrth, a more subtle but still
powerful force has been at work for a much longeetshaping our domesticated
species. He called it unconscious selection. Ocestors engaged in selective
breeding, but they didn't think they were doingBais unwitting favoritism, over
the eons, has made our dogs more and more likeways that appeal to us. Amot
other traits we have unconsciously selected feuggest, is susceptibility to humau
socializing, which has, in dogs, many of the organg effects that human
socializing also has on human infants. By treativegn as if they were human, we
actually succeed in making them more human thandtteerwise would be. They

begin to develop the very organizational featuhes &re otherwise the sole provin :

of socialized human beings. In short, if human canssness--the sort of
consciousness that is a necessary condition farusesuffering--is, as | have
maintained, a

radical restructuring of the virtual architectufdtee human brain, then it should
follow that the only animals that would be capaifil@nything remotely like that
form of consciousness would be animals that colslol laave imposed on them, by
culture, that virtual machine. Dogs are clearlyselst to meeting this condition.

What about pain? When | step on your toe, causimgeé but definite (and
definitely conscious) pain, | do you scant harnpi¢glly none at all. The pain,
though intense, is too brief to matter, and | hdwee no long-term damage to youi
foot. The idea that you "suffer” for a second oo iw a risible misapplication of tha
important notion, and even when we grant that nugsicey you a few seconds of pe



may irritate you for a few seconds or even minatese especially if you think | did
it deliberately--the pain itself, as a brief, negeally-signed experience, is of
vanishing moral significance. (If in stepping oruydoe | have interrupted your
singing of the aria, thereby ruining your operaticeer, that is quite another matte

Many discussions seem to assume tacitly (1) thféersng and pain are the same
thing, on a different scale; (2) that all painéxperienced pain"; and (3) that the
"amount of suffering"” is to be calculated ("in mijple™) just by adding up all the
pains (the awfulness of each of which is determimgduration-times-intensity).
These assumptions, looked at dispassionately indliklight of day (a difficult feat
for some partisans), are ludicrous. A little exeeamay help: Suppose, thanks to
some "miracle of modern medicine,” you could detaltlyour pain and suffering
from the contexts in which it occurred, postponingll, say, to the end of the year,
when it could be endured in one horrible week aturitting agony, a sort of
negative vacation, or--if the formula of assumpti8his to be taken seriously--
trading off duration for intensity, so that a yeariisery could be

packed into one excruciating lump-sum jolt lastisay, five minutes. A whole year
without so much as a mild annoyance or headacberdhange for a brief and
entirely reversible descent into hell-without-ahesia--would you accept such a
bargain? | certainly would, if | thought it madense. (We are assuming, of course
that this horrible episode would not kill me ordenme insane in the aftermath-
though I'd be quite happy to be insane during ahtatgelf!) In fact, I'd gladly take
the bargain even if it meant "doubling” or "quadnog’ the total amount of
suffering, just as long as it would be all ovefiue minutes and leave no lasting
debilities. | expect anybody would be happy to makeh a deal, but it doesn't real
make sense. (It would imply, for instance, thatlieaefactor who provided such a
service gratis to all woulax hypothesidouble or quadruple the world's suffering-
and the world would love him for it.)

What's wrong with this scenario is, of course, §fmi can't detach pain and sufferi
from their contexts in the imagined way. The apttion and aftermath, and the
recognition of the implications for one's life pgaand prospects, cannot be set asi
as the "merely cognitive" accompaniments of théesunfg. What is awful about
losing your job, or your leg, or your reputation,your loved one is not the sufferin
this eventtausesn you, but the suffering this event is. If we amncerned to
discover and ameliorate unacknowledged instancesftdring in the world, we
need to study creatures' lives, not their brainsatMappens in their brains is of
course highly relevant as a rich source of evidermit what they are doing and
how they do it, but what they are doing is in the st as visible--to a trained
observer--as the activities of plants, mountaieastrs, or internal combustion
engines. If we falil to find suffering in the livege can see (studying them diligenth
using all the methods of science), we can restradghat

)



there is no invisible suffering somewhere in theains. If we find suffering, we wil
recognize it without difficulty. It is all too farir.

This book began with a host of questions, and-esthis is a book by a philosophe -
it ends not with the answers, but, | hope, withdyetersions of the questions
themselves. At least we can see some paths toguasd some traps to avoid, in ¢ Ir
ongoing exploration of the different kinds of minds

FURTHER READING

It might seem that there would be little point wuy reading the books that have
influenced me the most in writing this book, sinfcehave done my work well, |
have already extracted the best bits, saving yeditie and trouble. That's true of
some of them, perhaps, but not the books | list.hEinese are books that |
particularly want my readers to read, if they héwalneady read them, and read
again if they have. | have learned a lot from tHaumhnot enough! | am acutely
aware, in fact, that there is much more for me @retybody else) to find in these
books, and in some ways this book is meant asduteément and guide.

First, | submit two famous and influential but eftmisunderstood books by
philosophersThe Concept of Minf1949), by Gilbert Ryle, andhilosophical
Investigationg 1958), by Ludwig Wittgenstein. Both Ryle and Wénstein were
quite hostile to the idea of a scientific investiga of the mind, and the standard
wisdom in the "cognitive revolution" is that we leaseen through and beyond thei
ruthlessly unscientific analyses of the mental. tda¢. One has to tolerate their oft n
frustrating misperception of good scientific quess, and their almost total
ignorance of biology and brain science, but thélyreanaged to make deep and
important observations that most of us are only gewing into position to
appreciate. Ryle's account of "knowing how" (asines from "knowing that") has
long attracted the attention and approval of cogmgcientists, but his notorious
claims that thinking could happen out in the pullarld and didn't have to go on ii
some private

thinking place have seemed perverse and ill ma&d/&d most readers. Some of thr m
no doubt were, but it is surprising to see how maicRyle's thought shines when
new light is directed upon it. Wittgenstein, meanejthas suffered the admiration f
a horde of misunderstanders who share his antiggatbgience but not his vision.
They can be safely ignored; go to the original, esadl it through the lens | have



tried to provide. A similarly placed figure is theychologist James J. Gibson, whc :
amazingly original booR he Senses Considered as Perceptual Sy£té683) has
been a lightning rod for misdirected attacks framgrative scientists and a holy tex
for an all-toodevoted cabal of radical GibsonidRead it; save them for later.

Valentino Braitenberg'¥ehicles: Experiments in Synthetic Psycholp§984) has
inspired a generation of roboticists and other dognscientists and is, simply, a
classic. It will change the way you think about thimd, if my book has not already
accomplished that transformation. Another philosspkho has drunk deeply at
Braitenberg's well is Dan Lloyd, and his 1989 bd®iknple Mindscovers much of
the ground that this book does, with somewhat diffeemphases but, I think, no
major disagreements. Dan Lloyd was my informal stuchnd junior colleague at
Tufts when he was working on his book. | simplymatrtell what he has taught me
and | him; there is a lot to learn from his boolaimy case. | could say the same
about some other colleagues of mine at the Cenflufts, Kathleen Akins, Nichola
Humphrey, and Evan Thompson. It was Akins who Srstwed me, back in the
mid-1980s, why and how we must escape old-fashiepestemology and ontology
when thinking about animal minds. See, for instahee essay$Science and our
Inner Lives: Birds of Prey, Beasts, and the Comir@atherless) Bipedand"What
Is It Like to Be Boring and MyopicNicholas Humphrey came to work with me fc -
several years in 1987, but I still haven't comeetans with all the ideas in his
History of the Mind 1992), in spite of many hours of discussion. M/Evan
Thompson was at the Center, he was finishing hasittmred book, with Fran ciscc
Varela and Eleanor Roschhe Embodied Min¢l 1990), and the influences of that
book in this book can be readily seen,

| am sure. More recently, Antonio DamasiD&scartes' Error: Emotion, Reason,
and the Human Brai 1994) consolidates and advances some of theethenthese
works, in addition to opening up new ground oforen.

For a deeper understanding of the role of evolutiathesigning the minds of all
creatures, you should read all of Richard Dawhkiogks, beginning witifhe Selfish
Gene Robert TriversSocial Evolutionis an excellent introduction to the fine point
of sociobiology. The new field of evolutionary paptogy is well represented in ar
anthology edited by Jerome Barkow, Leda Cosmides Jahn ToobyThe Adapted
Mind: Evolutionary Psychology and the GeneratiorCofture ( 1992), and for an
eye-opening rethinking of child psychology and d@Htalology, read Elaine Morgan,
The Descent of the Child: Human Evolution from avNRerspectivg 1995).

On another front, the cognitive ethologists hailediout philosophers' (and

psychologists') fantasies about the mental livesgowers of nonhuman animals
with a flood of fascinating experimental and obséinnal work. Donald Griffin is
the father of the field. His bookdhe Question of Animal Awarendsk976),Animal

Thinking( 1984), andAnimal Minds( 1992) but even more important, his pioneer 1g

investigations of bats' echolocation, opened th&dsidof many to the possibilities ir



this field. An exemplary study is Dorothy Cheneyl &obert Seyfarth's work with
vervet monkeys-How Monkeys See the Wo(ld990). Andrew Whiten and Richarc
Byrne's anthologyMachiavellian Intelligencég 1988), and Carolyn Ristau's
anthology,Cognitive Ethology 1991), provide both classic texts and astringent
analyses of the problems; and a beautifully illtgtd book by James and Carol
Gould, The Animal Mind 1994), should flavor the theoretical imaginatiarf
everybody who thinks about animal minds. For the l&test on animal thinking
and communication, see Marc Hauser's new bobk,Evolution of Communicatipr
and Derek Bickertonlsanguage and Human Behavidtatrick Bateson's 1991
essay, Assessment of Pain in Animalgs"a valuable overview of what is known a d
still unknown about animal pain and suffering.

In chapter 4, | passed swiftly (but reluctantly eegr a large and fascinating
literature on higher-order intentionality--children

and animals as "natural psychologists.” | couldayety with this swiftness, |
decided, because the topic has received so muchajtention elsewhere recently.
Two excellent books--among many--that explain ibthdetails and why it is
important are Janet Astingtoee Child's Discovery of the Mir{dl993) and Simor
Baron-Cohen'$/lindblindnesq 1995).

| also skimped on the important topic of ABC leagand its most promising
current models. For the details (and some nontrdrfeerences of philosophical
opinion well worth considering) see Andy ClaAssociative Engines:
Connectionism, Concepts and Representational Chah§83), and Paul
ChurchlandThe Engine of Reason, the Seat of the Ed885). Those who want to
get even more serious about the details (whickhkdmemend) can start with Patricia
Churchland and Terence Sejnowskie Computational Braif11992). Consider
these books an important reality check on someyoifmore impressionistic and
enthusiastic speculations. Two more philosophemssetwork should be consulted
by anyone who wants to evaluate the claims | havaraced here by triangulating
them with some related but quite orthogonal visiaressGareth Evan3he Varieties
of Referenc¢ 1982), and Ruth Gar rett Millikahanguage Thought and Other
Biological Categorieg 1984) andVhite Queen Psychology and Other Essays foi
Alice ( 1993).

The discussion of making things to think with irapkers 5 and 6 was inspired not
just by Richard Gregorylind in Sciencé 1981) and Andy Clark and Annette
Karmiloff-Smith's 1993 paper, but also by Karmil&mith's boolBeyond
Modularity ( 1992), and by several earlier books that hawes heusitfully rattling
around in my brain for years: Julian Jayride Origins of Consciousness in the
Breakdown of the Bicameral Mi{dL976), George Lakoff and Mark Johnson's
Metaphors We Live Bfy1980), Philip Johnson-Laird@ental Modelq 1983), and
Marvin Minsky'sThe Society of Min¢1985). A new book that presents the first
actual models of some of these quintessentiallyadruactivities is Douglas



Hofstadter's=luid Concepts and Creative Analogies: Computer dsaf the
Fundamental Mechanisms of Thou@hi995).

My 1991 bookConsciousness Explain@dhs primarily about human consciousnes
saying little about the minds of other animals g@td®y implication. Since some
readers who tried to work out those implicationsvad at positions they found
dubious or even alarming, | realized that | hadl&ify my theory of consciousnes:
extending it explicitly to other specidsinds of Mindss one result; another is
"Animal Consciousness: What Matters and Why," mgtgbution to the conference
"In the Company of Animals,” held at the New SchimolSocial Research, in New
York City, April 1995. The evolutionary underpings of my theory of
consciousness have also met with skepticism, whietve addressed in my 1995
book, Darwin's Dangerous Ideaviany of the claims | advance iKinds of Mindsare
drawn from, or are elaborated upon in, other a&sidf mine listed in the
bibliography.
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