Praise for Decoding the Universe

“The universe just might be an enormous computer—that’s the final,
mind-twisting pirouette at the conclusion of Charles Seife’s new book
about information theory and quantum computing, Decoding the Universe.
By the time you get to this suggestion, the statement seems pretty plausi-
ble, but by then you've already traveled through Seife’s crystal-clear expli-
cations of thermodynamics, relativity, quantum mechanics, black holes
and multiple universes. . . . For the former liberal arts major and other
right-brainers, Seife is the man; his lucid metaphors and unfussy descrip-
tions (along with Matt Zimet’s fine illustrations) offer exceptionally solid
footholds in some of the most bizarre and counterintuitive realms of
physics. This is a great way to have your mind well and truly blown. . ..
Decoding the Universe contains . . . abundant information about the fun-
damental nature of existence.” —Salon.com

“This is a timely book, and Seife does an excellent job with an undeniably
difficult topic. Decoding the Universe is an admirable effort to bring to life a
subject that is often written about in dreadfully dry terms. Seife makes a
clear case that information runs deep, akin to logic and pure mathematics,
and the laws that constrain the possibilities of our world” —New Scientist

“The text is filled with interesting and quirky personalities. . . . The tech-
nical and psychological weight of the material is lightened throughout by
the author’s unfailing sense of humor. . . . It will be a rare reader . . . who
fails to be entertained and informed by this well-written granddaddy of
all ghost stories.” —Nature

Praise for Alpha & Omega

“Easy to read and understand . .. provides several nuggets that may
enlighten even readers well versed in the popular literature. Seife’s discus-
sion of the physics of background radiation is as clear and up-to-date as
any found in popular literature. By the end, readers . . . should feel that
their time, and money, have been well spent.”

—Lawrence Krauss, The New York Times Book Review

“A wonderfully clear and concise introduction to terms often too loosely
bandied about. Seife’s armchair approach . . . eschews formal mathemat-
ics and welcomes readers unversed in advanced physics. Read this and you
can pepper your conversation with terms like ‘flavored neutrino, ‘Hubble
constant, ‘exotic dark matter’. .. with much greater confidence than
before. Guaranteed.” —Los Angeles Titnes



“[Seife’s] ability to draw parallels between current theory and timeless
folklore is a mark of his range. He deftly avoids jargon in favor of lucid
explanation, making Alpha & Omega an eminently approachable beginner’s
guide to the origin and evolution of the universe.” —Discover

Praise for Zero

“A stunning chronicle of the denial, heresy, and grudging acceptance of
zero and its companion concepts, infinity, and the void.”
—U.S. News & World Report

“Zero may be nothing, but a lot comes out of Charles Seife’s story. ..

which is charming and enlightening. . .. After ﬁnishing, his readers will

feel they’ve experienced a considerable somethlng '
—The New York Times Book Review

“Lively and lucid, [Zero] is a story that richly deserves telling. . .. Fasci-
nating and memorable . .. some of the best, most comprehemsible and
engaging descriptions of math that anybody is likely to read any-where. . . .
The equivalent of an intellectual detective story that can be read comfort-
ably by folks who had their last math course in high school, amd cheated
even then. From the first page to the last, Seife maintains a level of clarity
and infectious enthusiasm that is rare in science writing, and. practically
unknown among those who dare to explain mathematics. Z ero is really
something.” —The Washington Post

“Mathematicians, contrary to popular misconception, are often the most
lucid of writers (Bertrand Russell won a Nobel Prize not in rmathematics
butin literature),and Seife is a welcome example. He writes wi th an under-
stated charm that takes account of human fear, the mistakess of geniuses
and the mind’s grandest ambitions” —The Atlanta Journal—Constitution

“Even innumerates . .. can appreciate the intricate web o f conceptual
connections Seife illuminates.” —The Boston Globe

“The greater part of this book tells a fascinating human story with skill and
wit. . . . We come to appreciate the surprising depth and richness of ‘sim-
ple concepts such as zero and infinity—and their remarkal>le links to the
religion and culture of earlier civilizations and to present-demy science.”

—The Philadczlphia Inquirer

“Seife has a talent for making the most ballbusting of mode Tn theories . . .
seem fairly lucid and common sensical.” —Salon.com
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INTRODUCTION

Everything is made of one hidden stuff.

—Ralph Waldo Emerson

Civilization is doomed.

That’s probably not the first thing you want to read when you pick
up a book, but it’s true. Humanity—and all life in the universe—is
going to be wiped out. No matter how advanced our civilization
becomes, no matter if we develop the technology to hop from star to
star or live for six hundred years, there is only a finite time left before
the last living creature in the visible universe will be snuffed out. The
laws of information have sealed our fate, just as they have sealed the
fate of the universe itself.

The word information conjures visions of computers and hard
drives and Internet superhighways; after all, the introduction and
popularization of computers came to be known as the information
revolution. However, computer science is only a very small aspect of
an overarching idea known as information theory. While this theory
does, in fact, dictate how computers work, it does much, much more
than that. It governs the behavior of objects on many different scales.
It tells how atoms interact with each other and how black holes swal-
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low stars. Its rules describe how the universe will die, and they illumi-
nate the structure of the entire cosmos. Even if there were no such
thing as a computer, information theory would still be the third great
revolution of twentieth-century physics.

The laws of thermodynamics—the rules that govern the motion of
atoms in a chunk of matter—are, underneath it all, laws about infor-
mation. The theory of relativity, which describes how objects behave
at extreme speeds and under the strong influence of gravity, is actually
a theory of information. Quantum theory, which governs the realm of
the very small, is a theory of information as well. The concept of infor-
matioﬁ, which is far broader than the mere content of a hard drive, ties
together all these theories into one incredibly potent idea.

Information theory is so powerful because information is physical.
Information is not just an abstract concept, and it is not just facts or
figures, dates or names. It is a concrete property of matter and energy
that is quantifiable and measurable. It is every bit as real as the weight
of a chunk of lead or the energy stored in an atomic warhead, and just
like mass and energy, information is subject to a set of physical laws
that dictate how it can behave—how information can be mnanipu-
lated, transferred, duplicated, erased, or destroyed. And every-thing in
the universe must obey the laws of information, because everything in
the universe is shaped by the information it contains.

The idea of information was born from the ancient art of code-
making and codebreaking. The ciphers that hid state secret:s were, in
fact, methods of obscuring information and transportimg it from
place to place. When the art of code cracking was combine d with the
science of thermodynamics—the branch of physics that desscribes the
behavior of engines, the exchange of heat, and the pro duction of
work—information theory was the result. This new theoxy of infor-
mation was an idea as revolutionary as quantum theory armd relativity;
it instantly transformed the field of communications an. d paved the
way to the computer age, but that was just the beginnimig. Within a
decade, physicists and biologists began to understand thaat the ideas of



Introduction 3

information theory govern much more than the bits and bytes of
computers and codes and communications: they describe the behav-
ior of the subatomic world, all life on Earth, and even the universe as a
whole.

Each creature on Earth is a creature of information; information
sits at the center of our cells, and information rattles around in our
brains. But it’s not just living beings that manipulate and process
information. Every particle in the universe, every electron, every
atom, every particle not yet discovered, is packed with information—
information that is often inaccessible to us, but information nonethe-
less, information that can be transferred, processed, and dissipated.
Each star in the universe, each one of the countless galaxies in the
heavens, is packed full of information, information that can escape
and travel. That information is always flowing, moving from place to
place, spreading throughout the cosmos.

Information appears, quite literally, to shape our universe. The
motion of information may well determine the physical structure of
the cosmos. And information seems to be at the heart of the deepest
paradoxes in science—the mysteries of relativity and quantum
mechanics, the origin and fate of life in the universe, the nature of the
ultimate destructive power of the black hole, and the hidden orderina
seemingly random cosmos.

The laws of information are beginning to reveal the answers to
some of the most profound questions of science, but the answers are,
in some ways, more disturbing and more bizarre than the paradoxes
they solve. Information leads to a picture of a universe speeding
toward its own demise, of living creatures as slaves to parasites within,
and of an incredibly byzantine cosmos made up of an enormous col-
lection of parallel universes.

The laws of information are giving physicists a way to understand
the darkest mysteries that humanity has ever pondered. Yet those laws
are painting a picture that is as grim as it is surreal.






CHAPTER 1

REDUNDANCY

Gentlemen don’t read other gentlemen’s mail!

—Henry L. Stimson

AF is short of water” These five words sank the Japanese fleet.

In the spring of 1942, the U.S. military was reeling from an unbro-
ken series of defeats. The Japanese navy was supreme in the Pacific,
and it was pushing ever closer to American territories. Though the sit-
uation was dire, the war was not lost. And U.S. cryptanalysts were
about to use a weapon as important as bombs and guns: information.

U.S. codebreakers had cracked JN-25, a cipher used by the Japa-
nese navy. It was a tough code to break, but by May cryptanalysts had
completely pried open the mathematical vault of the cipher and
revealed the information hidden within.

According to the intercepted and decrypted messages, an Ameri-
can base, code-named AF, was shortly to be the object of a major naval
assault. American analysts knew that AF was an island in the Pacific
(quite possibly Midway Island), but they didn’t know for certain
which one it was. If the analysts guessed wrong, the navy would defend
the incorrect island, and the enemy would be able to invade the true
target unopposed. But if they could figure out which island AF really
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was and anticipate the destination of Japan’s armada, the Americans
could concentrate their fleet and maul the invading force. Everything—
the war in the Pacific—hinged on one missing piece of information:
Where was AF?

Commander Joseph Rochefort, head of the navy’s cryptography
center at Pearl Harbor, came up with a scheme to get that one last
piece of information. He ordered the base at Midway to transmit a
phony request for help. The transmission stated that the water distill-
ery on Midway Island had been damaged and the base was nearly out
of freshwater. The Japanese, who were eavesdropping on Midway’s trans-
missions, heard the broadcast, too. This is precisely what Rochefort was
counting on. Not long after the phony message, Navy Intelligence
picked up the faint signals of a Japanese transmission on the airwaves:
“AF is short of water” Rochefort had his last bit of information. AF
was Midway.

The U.S. fleet gathered to defend the island. On June 4, 1942,
Admiral Isoroku Yamamoto’s invading force ran directly into Admiral
Chester Nimitz’s waiting fleet. During the battle, four Japanese air-
craft carriers—the Hiryu, Soryu, Akagi, and Kaga—went to the bot-
tom; in return, only one U.S. carrier was lost. The crippled Japanese
fleet steamed home. Japan had lost the battle—and the war in the
Pacific. The Japanese navy never again seriously threatened American
territory, and the United States began the long, difficult dxive to the
Japanese homeland. A priceless piece of information, the target of
Yamamoto’s invasion, leaked through the protection of codes and
ciphers and gave America its crucial victory.!

World War I1 was the first information war. As U.S. cryptographers
extracted information from the Japanese JN-25 and Purple ciphers, an

1. Ironically, Yamamoto himself would die because of a bit of information intercepted
by the Allies. In April 1943, a signals intelligence group in Australia  discovered that
Yamamoto was going to fly to New Guinea to visit the troops there. A s quadron of P-38
fighters was waiting and shot down the admiral’s plane over Bougainwille in the South
Pacific.
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elite group of British and Polish codebreakers unraveled Germany’s
(supposedly) uncrackable Enigma cipher. And just as information
allowed the United States to defeat Japan, the Enigma information
gave the Allies a way to defeat the Nazi U-boats that were choking
Great Britain.

Just as the struggle over information left its imprint on the face of
the war, the war left its imprint on the face of information. During
World War II, cryptography began to change from an art to a science.
The codebreakers in the sweaty code rooms in Hawaii and on a quaint
estate in England would be the heralds of a revolution known as infor-
mation theory.

Codemaking and codebreaking were always closely related to what
would become the theory of information. However, for millennia,
cryptographers and cryptanalysts had no idea that they were making
tentative forays into an entirely new field of science. After all, encryp-
tion is older than science. Over and over again, since antiquity, mon-
archs and generals have relied upon the information hidden by the
fragile security of a cipher or a hidden message—awkward attempts to
circumvent the dangers of information transfer.

Codemaking goes back to the dawn of Western civilization. In 480
BC, ancient Greece was nearly conquered by the much stronger Per-
sian Empire, but a secret message, hidden under the wax of a writing
tablet, warned of an impending invasion. Alarmed at the message, the
Greeks immediately began preparing for war. The forewarned Greeks
roundly defeated the Persians at the battle of Salamis, ending the Per-
sian threat and ushering in the golden age of Greece. But for that hid-
den message, the fragile collection of Greek city-states would not have
been able to resist the much more powerful Persian navy; Greece
would likely have become a Persian conquest, and Western civilization
would have turned out quite differently.

Sometimes, a failed attempt to transfer information changes his-
tory, too. Heads have literally rolled because a secret message or a



8 DECODING THE UNIVERSE

cipher has been discovered and decrypted. In 1587, Mary, Queen of
Scots, went to the executioner’s block because of a bad code. Mary, in
prison, was forming a conspiracy to murder Queen Elizabeth and
seize the English throne. But since all objects that went in and out of
the prison were inspected, Mary had to resort to cryptography to keep
in touch with her supporters. She and her coconspirators devised a
code and traded little enciphered messages hidden in the bungs of
beer barrels. Unfortunately for Mary, Sir Francis Walsingham, En-
gland’s spymaster, discovered the messages and had them deciphered.
He even planted a fake message from Mary to the conspirators, induc-
ing the traitors to reveal the names of all the men in their cabal. When
Queen Mary stood trial for treason, the messages were the prime
exhibit. A broken code—and two strokes of an axe—sealed her fate.

Codes and ciphers have many different forms, but they all have the
same purpose: to transfer information from one person to another. At
the same time, they must be secure; they must prevent an eavesdrop-
per from getting that information if the message is intercepted..

Through most of history, codes weren’t terribly secure. A smart
codebreaker could unravel even the most sophisticated code with just
alittle bit of concentration; even so, monarchs and generals had to rely
upon these rickety codes. Often, an intercepted and decrypted mes-
sage meant death or defeat. Sending sensitive messages was always
dangerous, but it was a necessary risk to take and a fundamental part
of the business of diplomacy and war.

No matter how. cryptographers fiddle with words or ssymbols or
numbers or codebooks, no matter how cleverly they hide the messages
in bungholes or pumpkins or within poems, there is an umavoidable
risk of discovery as crucial information moves from place to place.
Just as generals must move troops and arms and supplies from home
to the front and back again, so too must they transfer itmformation.
And, in its way, information is every bit as palpable as the weight of a
bullet, every bit as tangible as the heft of an artillery shelL—and every

bit as vulnerable as a freighter full of ammunition.
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This fundamental property is the hardest thing to accept about
information: information is as real and concrete as mass, energy, or
temperature. You cannot see any of these properties directly, but you
accept them as real. Information is just as real. It can be measured and
manipulated just as the weight of an apple can be gauged with a scale
or redistributed with a knife. This is why leaders, generals, and diplo-
mats always took such risks with rickety ciphers. Information must
travel from the sender to the receiver just as a hunk of gold bullion
would have to travel from Fort Knox to the Mint. There’s no magical
way of transmitting the information instantly, just as there’s no way to
teleport the gold directly from vault to vault. Even the most advanced
computers must find a way to transfer information from place to
place—it can go over a telephone line or through a coaxial cable or
even through the air via a wireless connection—but if you want to
transfer information from computer to computer, it must travel phys-
ically somehow from one computer to another.

Because the information in an object is a concrete, measurable
property like mass, this means that information can be misplaced or
stolen in the same way mass can be. Just as someone who wishes to
move gold from one place to another must brave the risks of highway-
men or thieves, a leader who wants to exchange information must
brave the risks of interception and decryption. Information, like gold,
must be moved around in order to have any value to humans.

Underneath all the cloak-and-dagger frillery, good codemakers
and codebreakers are experts in manipulating information. A cryp-
tographer designing a cipher is trying to ensure that information gets
from a sender to a receiver without allowing anyone else to access that
information; the information must not “leak” out of the encrypted
message. Conversely, a codebreaker who intercepts an enemy’s mes-
sage is trying to extract information from a seemingly meaningless jum-
ble of letters or symbols. This can only work if the cipher is imperfect—
if information leaks out despite the codemaker’s best efforts. But not
even the best codemaker can make a message miraculously appear at
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the place it is needed; it must be transported. That’s where it is most at
risk of discovery.

This idea that something as seemingly abstract as information is
actually measurable—and tangible—is one of the central tenets of
information theory. This theory was born in the years right after
World War II, when mathematicians laid out a set of rules that defined
information and described its behavior. This theory has a mathemati-
cal certainty that is seldom seen in the sloppy, experimental world of
science; its tenets are as inviolable as the laws of thermodynamics that
prevent inventors from building a perpetual motion machine. Even
though information had been around for centuries, it was only during
World War I that cryptographers began to feel around the edges of
information theory.

The science of cryptography holds the first clues to the nature of in-
formation. It will not yield the full story, but it will give an idea of how
information is real and measurable and must be carried from place
to place like a brick of gold. For one of the banes of a cryptogra pher—
redundancy—is closely related to the concept of information, and
understanding redundancy can help explain why information can be as
palpable as an atom in a chunk of matter.

Whenever you receive a message, even something as simp le as “the
sky is blue,” you must take the series of words and process them to
understand the meaning of the message. You receive a series of marks
on paper (or sounds in the air) and extract the meaning emcoded in
those marks. Your brain takes the raw set of lines and curves that spell

-out “the sky is blue” and manipulates those symbols unti it under-
stands that the message is a statement about the color of t"he heavens
outside. This process, this extraction of meaning from a set of sym-
bols, is an unconscious one. It’s just something a humam brain has
been training to do from the very moment that parents make goo-goo
noises at a baby in the cradle; the process of becoming flument in a lan-

guage is, in a sense, nothing more than learning how to pull meaning
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from symbols. However, this unconscious process—taking a stream of
symbols and extracting meaning from it—is crucial to our ability to
use language. And so is the concept of redundancy, because it is redun-
dancy that makes a message easy to understand.

Redundancy is the extra clues in a sentence or a message that allow
the meaning to be understood even when the message is somewhat
garbled. As it turns out, every sentence in any language is highly
redundant. A sentence of English—or of any other language—always
has more information than you need to decipher it. This redundancy
is easy to see. J-st tr- t- r--d th-s s-nt-nc-. The previous sentence was
extremely garbled; all the vowels in the message were removed.2 How-
ever, it was still easy to decipher it and extract its meaning. The mean-
ing of a message can remain unchanged even though parts of it are
removed. This is the essence of redundancy.

To humans, redundancy is a good thing, because it makes a mes-
sage easier to comprehend, even when the message is partially scram-
bled by the environment. You can still understand a friend speaking in
a crowded restaurant or talking on a staticky cell phone because of
redundancy. Redundancy is a safety mechanism; it makes sure that a
message gets through even if it gets slightly damaged in transit. All
languages have these built-in safety nets composed of patterns and
structures and sets of rules that make them redundant. You aren’t usu-
ally aware of those rules, but your brain unconsciously uses them as
you read, speak, listen, and write—anytime you are receiving a mes-
sage from somebody in a natural language. Even though these rules
aren’t obvious, they are there nonetheless, and you can feel their influ-
ence if you play around with language a little bit.”

Consider, for example, the nonsense word fingry. Fingry sounds as
if it could be an English word. In fact, it sounds like an adjective.
(“Gee, Bob, your boss looks like he’s mighty fingry today.”) But what if

2. This is also why shorthand schools could advertise their courses with signs that said,
“If ucnrd thad ucn gt btr jb & mo pa.”
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I create another nonsense word: trzeci? Unlike fingry, trzeci doesn’t
sound like a valid English word at all. This is because of these implicit
rules—in this case, rules specific to the English language. The letter zis
fairly rare in English and never follows the letters ¢. Furthermore, it’s
pretty uncommon to end a word with i, so trzeci doesn’t feel like a real
English word—it breaks the unwritten rules about the attributes of
valid English words. Fingry, on the other hand, has the right pattern of
letters (and sounds) to make it seem like a real English word, and the
ending -gry tends to signal that the word is an adjective.

The human brain automatically learns these rules and uses them
to do a validity check on all the messages that it receives. This is how
we distinguish a message with meaning from a meaningless string of
symbols or syllables.

Alllanguages have rules within rules within rules. The trzeci versus
fingry rules operate on the level of letters and sounds; they determine
what letters and sounds are likely to follow others. But lots of other
rules operate on different levels as well. Though they all function
unconsciously, you can sense them when something is wromg with a
message, because they automatically raise an alarm. For example,
there are rules that determine what words are likely to follow other
words and phrases; your brain, continuously monitoring the: language
rules, lets you know if words order are wrong used in the. There are
also rules that check on the meaning of a message as you process it.
Even a perfectly valid sentence will sound strange if it is not precisely
what your brain expects. When this happens, an ill-chosexa word can
stick out like a sore earlobe.*

These rules are everywhere. They tell you the differenc e between a
meaningless grunt and a meaningful consonant, betweerm a nonsense

word and a real one, or a silly sentence and one full of i nformation.

3. Though it’s a perfectly valid word under the rules of Polish. It mean. s “third”

4. A clich¢ is nothing more than an overused—and highly redundant——turn of phrase.
Just as you can replace the vowels in a sentence where they’ve been r<emoved, you can
often reinsert a missing word if it’s just what the doctor ...
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Some rules are valid across many human languages; there are only a
handful of sounds that are allowed to carry meaning in human
speech. Some rules are more specific to individual languages; Polish
words look and sound very different from English ones because the
corresponding “valid word” rules are very different. But all languages
have a vast set of these rules, and it is this set of rules that gives a lan-
guage its structure—and its redundancy.

When your brain raises an alarm about a broken rule, a word that
does not sound English or a sentence that has the wrong word, it is
telling you that the stream of letters (or sounds) you are receiving
doesn’t meet its expectation for a valid message. Something is out of
place; something is garbled. By using these rules and working back-
ward, your brain can often correct the problem, such as when a word is
missspeledd. Without missing a beat, your brain applied the proper
rules of spelling and corrected the garbled stream of symbols. You
extracted the meaning of the sentence despite an error. This is nothing
more than redundancy in action.

These rules are also what allowed you to read the no-vowels sen-
tence. The implicit rules of the English language instantly told you
that “th-s” was probably this rather than thms or even thes. Thanks to
the rules, you can still extract the meaning of a message even if I pare
away bits of sentences . . . so long as I haven’t removed too much. But
there is a point beyond which a sentence can no longer be garbled or
compressed without losing comprehensibility. Pare away too many
letters and you begin to lose the meaning in the message. When you
get rid of all the redundancy in a string of letters, what is left is a con-
crete, measurable, incompressible nucleus. That is information: the
central, irreducible something that sits at the heart of every sentence.

This is a rough definition, and it’s not a complete one, but it’s accu-
rate. Information and redundancy are complementary; when you
remove the redundancy from a string of letters, or symbols for that mat-
ter, what's left is information. Computer scientists are well aware of this
irreducible nub in every message. It is important when writing, say, a
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program for compressing computer files. Compression programs
squash files—such as the ones that contain the text of this book—so
that they take less room on a hard drive or similar storage devices. These
programs are extremely good, but there is little mystery about how they
do their job: they work by removing (almost) all of the redundancy
from a file, leaving the nub of a file behind. A standard commercial com-
pression program might take a text file and squash it by more than 60
percent. But what’s left over is incompressible. Run that compression
program again and the file won’t squash down any further. (Try it your-
self!) It can’t be made any smaller unless you are willing to lose some of
the meaning of the message, some of the information in the text file. If
someone tries to sell you a program that can make such incompressible
nubs even smaller, call the FBI to report a case of fraud.

Computer scientists aren’t the only people concerned with redun-
dancy. A key challenge of cryptography is to remove or mask the
redundancy in a message while retaining that essential information at
its heart. No matter how the cryptographers or computer scientists try
to mask or shrink a message, though, there’s still an incomp ressible
chunk that must travel from the sender to the recipient, whether the
message is transmitted by radio or by wax tablet or by lights in the
steeple of the Old North Church. This realization would revolutionize
the ficld of physics. But first, information and redundancy revolution-
ized the field of cryptography and changed the course of worl d history.

Modern cryptographers think of their craft in terms of information
and redundancy. The goal of a cryptographer, after all, is to generate a
stream of symbols that is meaningful to the intended recipient—in a
sensc, the cryptographer is creating an artificial language. Unlike ordi-
nary human languages, which are intended to share imaformation
freely, the cryptographer’s cipher is intended to be meani ngless to an
cavesdropper. The information in the original message is  still there in
the encrypted version; however, it is hidden to those who don’t know
how to decipher the message. A good cipher shields infor mation from



Redundancy 15

those not authorized to understand it. A bad cipher lets the informa-
tion leak through. Often, when a cipher fails, it fails because of clumsy
redundancy.

You already know this if you are an amateur codebreaker. On the
comics pages of many newspapers, you will find a little puzzle known
asa cryptogram. It’s usually a famous quotation that has been encrypted
ina very straightforward way: each letter is substituted for another let-
ter of the alphabet, yielding a string of nonsense. For example, you
might see something like FUDK DK V NTPVFDOTPM KDIAPT
GSHDJX KGUTIT. DF KUSYPH JSF FVWT IYGU FDIT ES ZNTVW
DF. With a little practice, you can quickly decipher this sort of puzzle
and extract the information it contains.

There are several ways to decode a cryptogram, and they all exploit
the unwritten rules of English. Even though the information is gar-
bled, these rules allow you to figure out what the message is. One of
the rules is that if you have a letter standing alone, it’s either an A or an
I; no other single letter forms a valid word. Therefore, in the above
cryptogram, the symbol V must represent either the letter A or the let-
ter I. Another rule is that E tends to be the most frequent letter in the
English language, so in the above sentence, the most frequent symbol—
T—probably represents the letter E. Some other letters, such as S, and
combinations of letters, such as TH, are relatively common, so they
are almost certain to appear in a given message, while others such as X
or KL are quite rare and may well be missing from a typical cryp-
togram. Stare at the cryptogram and play around with it for a little
while and you will soon be able to decipher the message. The rules of
Eﬁglish allow you to extract the information from the message even
though it’s been hidden. In other words, these rules give the message
redundancy and allow you to break the cipher.?

Redundancy, the collection of those patterns and rules, is the enemy

5. The above cryptogram translates to: This is a relatively simple coding scheme. It
should not take much time to break it.
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of a secure code; it helps information leak through, and codemakers go
through a great deal of effort to try to hide the redundancy in a mes-
sage. This is the only way that a codemaker can have hope that a new
cipher might be secure. Understanding this relationship among redun-
dancy, information, and security is a cornerstone of cryptography, but
before information theory was born, nobody-really had a deep under-
standing of what lay beneath that relationship. Nobody understood the
nature of information or redundancy. Nobody had a formal method to
define them or measure them or manipulate them. As a result, even the
most sophisticated coding schemes of the early twentieth century
tended to be insecure. Even those that were thought to be uncrackable.

In February 1918, the German inventor Arthur Scherbius filed a
patent for an “unbreakable” cipher machine that would soon become
infamous the world over: Enigma.

Enigma was an ingenious way of
encrypting a message. It was so
complex that most contemporary

cryptographers and mathemati-
cians thought that it was h.opeless
to even attempt to break it.

Typiyp
kc;rgoafd

An Enigma machine
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Scherbius’s machine looked somewhat like a sexed-up typewriter.
However, a keystroke wouldn’t make a mark on a paper; it would cause
a light on the machine to turn on. If you pressed the letter key “A,” for
example, the light for the letter “F” might illuminate; the letter A was
encrypted as an F. But if you pressed “A” again, it might show up as an
“S”oran “O” or a “P”; each time you hit the letter “A,” it would wind up
encoded in a different way. This is because the heart of Scherbius’s
machine was a series of mechanical rotors. Every time you pressed a
key, the rotors would turn, clicking forward one step. When the rotors
changed position, the encryption changed, too. Every time you
pressed a key it was encrypted in a different way. It was as if the
Enigma machine changed ciphers with every keystroke.

Most models of Enigma used three rotors (though some had four),
each of which would click forward twenty-six times before returning
to its original orientation. These rotors could be wired in a number of
different ways and placed in each of the three (or four) rotor slots.
There were also wires and plugs that could be changed and some other
features that could be altered, too. All told, a standard three-rotor
Enigma machine could be configured in more than 300 million billion
googol ways. If you were handed an encrypted Enigma message, you
would have to figure out which one of those 3 x 10! configurations
the encrypter’s machine was in when he started typing the message.

Brute force is out of the question; there’s no way you could try each
one of those 3 X 1014 configurations by hand. If every atom in the uni-
verse were an Enigma machine, and each one were trying a million bil-
lion combinations per second from the beginning of the universe
until now, they still would only have been able to try 1 percent of all
the possible configurations. No wonder Enigma had a reputation for
being uncrackable. Luckily for Western civilization, it wasn’t.

One of the best-kept secrets of the war was a small cadre of code-
breakers at a Victorian estate: Bletchley Park in Buckinghamshire,
England. Winston Churchill would later call the group the geese that
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laid golden eggs but never cackled. And Alan Turing was the most
famous goose of them all.

Born in 1912 in London, Turing was to become one of the
founders of the discipline of computer science—the field that deals
with, in the abstract, objects that manipulate information. To mathe-
maticians and computer scientists, Turing’s most important contri-
butions had to do with an idealized computer now known as a Turing
machine, a mindless automaton that reads its instructions from a tape.
This tape is divided into squares that either are blank or have a mark
written on them. A Turing machine is extremely simple. It can only
perform a handful of basic functions: read what’s on the tape at a
given position, advance ’
the tape or rewind it, and
write or erase a mark on
the tape. In the 1930s,
Turing and his colleague
at Princeton University,
Alonzo Church, proved
that this simple robot is a
universal computer: it can
do any computation that

a computer can conceiv- R E—
ably do, even the most A Turing machine @)
modern  supercomput-
ers. This means that you
can, in theory, do the

most complicated algo-

rithms, the most intri-
cate computerized tasks, if you are able to read, write, or erase a mark
on a tape and move the tape around. This idea of a univers al computer
would be crucial to the development of computing and of information
theory, but it is not for this that Turing is best known.
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Turing is famous for cracking the Enigma cipher. Building upon
work of Polish mathematicians, Turing and his colleagues at Bletchley
Park exploited the redundancy in the coded Enigma messages to extract
the information that the messages hid. Several flaws in the Enigma
cipher inserted redundancy into the encoded message and helped
weaken the cipher. Some of these flaws were due to its design. (For
example, the Enigma machine would never leave a letter unchanged: an
encrypted E could be any letter except an E, and this yielded a tiny bit of
information about what the message was.) Some of these flaws were due
to the Germans’ method of communicating. (Bletchley Park codebreak-
ers were able to exploit the predictability of encrypted weather reports
to crack the code that hid those reports. And, like the predictability of
language, this was a form of redundancy.) All together, the flaws allowed
Turing and his colleagues to decrypt Enigma-enciphered messages with
a series of primitive, specially built computing machines known as
“bombes.”® Turing -and his fellow Bletchley Park geese eventually
could crack an Enigma message in a matter of hours—a far cry from
the billions and billions of years that a simple-minded analysis of the
Enigma cipher’s security would imply. Information leaked through
the cipher; the Bletchley Park codebreakers were able to read that
information even though it was hidden by the Enigma machine.

Just as cracking JN-25 changed the course of the Pacific war, crack-
ing Enigma turned the tide of the Atlantic war. In the early stages of
World War II, Germany’s U-boat fleet nearly strangled the island
fortress of Great Britain. Prime Minister Winston Churchill later
wrote that “the only thing that ever really frightened me during the
war was the U-boat peril” In the second half of 1940, the Nazi navy’s
“happy time,” U-boats sent about half a million tons of shipping per
month to the bottom of the Atlantic, nearly bringing Great Britain to
her knees. The Enigma codebreakers changed that trend. Since U-boat

6. They got this name because they made an ominous ticking noise as they chugged away.
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communications were encrypted with the naval version of Enigma,
the Bletchley Park codebreakers helped British antisubmarine forces
hunt down the U-boats that had caused their nation so much trouble,
and helped win the war.”

The cryptanalysis of Enigma was the last great codebreaking effort
before scientists learned how to define information, manipulate it,
and analyze it. The Bletchley Park codebreakers, without really know-
ing it, were exploiting the irreducible, palpable nature of information.
They were using redundancies, computer algorithms, and mathemat-
ical manipulations to burn through the cipher and extract the infor-
mation that had to lie underneath it. In a sense, the cracking of
Enigma was the shining star that heralded the birth of both computer
science and information theory—and Turing’s ideas would be an
important part of both.

Sadly, Turing himself would not play a major role in the newborn
science of information theory. In 1952, Turing, a homosexual, pleaded
guilty to charges of “gross indecency” for his dalliance with a nineteen-
year-old boy. To avoid imprisonment, he consented to undergo “treat-
ment”—a set of hormone injections that were supposed to end his
sexual proclivities. They didn’t, and his “moral turpitude” was a stain
that he never recovered from. Two years later, the tortured Turing
apparently killed himself with cyanide.

Turing’s tragedy came at the very moment when physicists and
computer scientists would learn to deal with the entity of informa-
tion, at a time when scientists would see that this hard-to-d efine con-
cept of information holds the key to understanding the na ture of the
physical world. It was not the only suicide that cast its shaclow on the
science of information. In fact, tragedy lingered at the very roots of
information theory, around the early work in physics hat set the
groundwork for the revolution to come.

7. Ironically, the U-boats had been helped as well as hurt by codebrezaking. German
codebreakers had cracked the Allied convoy code, allowing the Germ an navy to send
wolfpacks of U-boats to intercept Allied convoys.



CHAPTER 2

DEMONS

A hostile Demon are you, that I well perceive,
And fear your work is ever turning good to ill.

—Johann Wolfgang von Goethe,
Faust

O n the afternoon of September 5, 1906, Ludwig Boltzmann found a
small cord and wrapped one end around a crossbar in the wooden
casement of a window. As his wife and daughter paddled happily
about the bay of the resort town of Duino, in what was then Austria-
Hungary, Boltzmann fashioned a crude noose with the other end of
the cord and hanged himself. His daughter found the body.

“Inscribed on Boltzmann’s grave is a very simple equation: S = k log W.
This expression would revolutionize two seemingly unrelated fields of
physics. The first, thermodynamics, deals with the laws that govern
heat, energy, and work—and is the source of the most powerful law of
physics. Boltzmann would not survive to see the second, information
theory, come to life.

At first glance, thermodynamics and information theory might
seem as if they have nothing in common. One deals with the extremely
concrete ideas that any nineteenth-century engineer could appreciate.
Heat. Energy. Work. These are the things that make factories run,
steam engines chug, and foundries glow. Information, on the other

21
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hand, is seemingly evanescent and abstract; you can’t put information
ina vat and have it melt steel, or stick it in a mill and make it spin wool.
Nevertheless, the roots of information theory lie in thermodynamics.
And both disciplines are rife with demons.

In the late eighteenth century, Europe was a continent full of demons,
and France was no exception. The French Revolution in 1789 deposed
Louis XVI and eventually toppled the head from his shoulders, and in
the despotic fervor in the years afterward, a great many citizens fol-
lowed their monarch to the grave. Among them was the great French
scientist Antoine-Laurent Lavoisier.

Lavoisier was partially responsible for the birth of the discipline
now known as chemistry. His experiments showedthat chemical reac-
tions neither destroyed mass nor created it—when you burn some-
thing, for example, the mass of the products always equals the mass of
the reactants—a principle now known as the conservation of rmass. He
also proved that the process of combustion was due to a substance in
air: oxygen. In his Elementary Treatise of Chemistry, which vwas pub-
lished the same year as the French Revolution, he set the groundwork
for the new scientific field of chemistry, in part by listing a set of “ele-
ments,” fundamental substances that could not be further divided.
Oxygen was among them, as were hydrogen, nitrogen, mercury, and a
number of others whose existence is now second nature to chemists.
But one of Lavoisier’s “elements” is unfamiliar to modern scientists:
caloric. o

Lavoisier, along with most of the scientists of his day. was con-
vinced that caloric, an invisible fluid that could flow from object to
object, was responsible for how hot or cold something was . A hot bar
of iron, argued Lavoisier, was dripping with caloric, wkaile a cool
chunk of marble didn’t have very much at all. If you put the iron in
contact with the marble, the caloric fluid would, in theory, flow from
the iron to the marble, cooling down the former and heasting up the
latter.
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This idea is wrong, though Lavoisier himself didn’t live to see the
overthrow of caloric theory. An aristocrat, he was viewed with suspi-
cion by the officials in the Reign of Terror, and they looked for a way to
get rid of him. In 1794, he was arrested, charged, and convicted of
watering down tobacco to cheat the people. On May 8, an appoint-
ment with the guillotine cut Lavoisier’s promising career (and his
neck) short.

His beautiful widow, Marie Anne, would remarry—and her new
husband would eventually prove that Lavoisier’s caloric was a fiction.
Benjamin Thompson was born in Massachusetts in 1753, but had to
flee the country because he was a spy for Britain, reporting on the
goings-on of his revolutionary Colonial colleagues. He bounced around
Europe, married (and divorced) Marie Anne Lavoisier, and wound up
as a military engineer in Bavaria.

There was a great demand in turbulent Europe for artillery, and
part of Thompson’s job was to oversee the building of cannons. Work-
ers would take a chunk of metal and bore out a hole in the barrel
with a drill. Thompson noticed that a dull drill bit wouldn’t bite into
the metal and would continue grinding away without cutting—but it
would generate heat. As the drill turned and turned, the cannon metal
got hotter and hotter, and it would stay hot as long as the drill kept
turning.

This didn’t make any sense with caloric theory. If heat were caused
by some sort of fluid flowing from the drill bit to the cannon barrel,
then at some point the supply of fluid should be used up. Instead, the
heating continues so long as the drill bit turns: it is as if the turning
drill has an endless amount of caloric. How could a tiny drill bit con-
tain an infinite amount of fluid?

Thompson’s cannons showed that heat wasn’t, in fact, caused by an
invisible fluid. Instead, the drill bit was doing work by rubbing against
the metal of the cannon, and that work was being converted into heat.
(You do the same thing when you rub your hands together, and less
obviously, when you shiver on a cold winter day. You are converting
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the work done by movement into warmth.) It would be a number of
years before scientists fully realized that the phenomenon of heat and
the work done by physical motion were intimately connected, but it
was this realization that helped build a new scientific discipline
known as thermodynamics.

Not all the revolutions in Europe were political. Just as kings were
overthrown, so were ancient lifestyles and old ideas. The science of
thermodynamics was born in a revolution that swept away the last ves-
tiges of the feudal system: the Industrial Revolution. All over Europe,
inventors and entrepreneurs were trying to automate labor-intensive
tasks and create machines that were stronger and faster than humans
and pack animals. The cotton gin, the power loom, the locomotive—
all of these inventions didn’t need wages and allowed industrialists to
make ever-greater profits. But at the same time, these inventions
needed power to make them work.

Before industrialization, human power, animals, and the flow of
water were sufficient power sources for the machines of the day. But
the machines of the Industrial Revolution required much mor e power
than the machines of old, so the “engine” was born.! The most famous
was patented in 1769 by the Scottish inventor James Watt: a sophisti-
cated version of the steam engine.

In principle, the steam engine is very simple. First, you need a fire.
This fire causes water to boil into steam, which takes up m«ore room
than the equivalent amount of water—it expands. The expransion of
the steam does work: it moves a piston which then, in turn, can move
a wheel or lift a rock or pump water. The steam then either- flies away
into the sky or moves into a cool chamber exposed to the air and then
condenses, flowing back toward the fire to begin the cycle again.

Even more abstractly, the steam engine sits in betwesen a high-
temperature object (the fire) and a cold-temperature objesct (the air).

1. A century carlier, the word engine meant nothing more specific th zin “mechanical
thingy.” Industrialization gave us the specific meaning of an object that —provides power.
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It allows heat to flow from the high-temperature reservoir to the cold-
temperature one through the motion of the steam. At the end of the
cycle, the hot object is a little cooler (you have to keep stoking the fire
to keep it going), and the cool object is a little warmer (the steam has
heated the surrounding air a bit). But in allowing that heat to flow, the
engine extracts some of the energy and performs useful work.2 And so
long as there is a temperature difference between the hot reservoir and
the cold reservoir, an ideal engine like this—a heat engine—will con-
tinue to putter away. '

A heat engine

(Q = heat)

2. Lots of engines work in this way. The modern four-cycle gasoline engine, for exam-
ple, is really a heat engine like this. The hot reservoir is the gasoline-air mixture right
after it’s ignited. The expansion of that mixture drives a piston and releases the hot gases
into the cold reservoir (the air). From the physicist’s point of view, it’s little different
from a steam engine.
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Benjamin Thompson, the English physicist James Joule, and other
scientists would show that there is a relationship between work and
heat—that both work and heat are ways of transferring energy. There is
energy stored in a lump of coal or a drop of gasoline. By burning them,
you can release that energy and transfer it into the engine itself. The
engine then uses some of that energy in doing useful work—lifting a con-
crete block a few meters, for example. But some of that energy is released
into the environment. And unless you keep adding enérgy to the hot
reservoir to keep it warm (or continuously remove energy from the cool
reservoir to keep it cool—more on this shortly), the two reservoirs will
soon reach the same temperature and the engine will sputter to a halt.

Obviously, engineers would like to use as much of that energy as pos-
sible in doing useful work, and waste as little of that energy as they can by
minimizing the heat released into the environment. In other words, they
want to make their engines as efficient as possible. This became a major
effort; in the early 1800s, one of the big problems was figuring out how to
make steam engines ever more efficient. It was a child of the French Rev-
olution who discovered the ultimate limit to the power of an engine.

Sadi Carnot was born in Paris in 1796, two years after Lavoisier lost
his head to the guillotine. His father, Lazare, was a general and a mem-
ber of the pre-Napoleonic French government. The young Carnot
became, like Benjamin Thompson, a military engincer, but his inter-
ests soon turned to the problem of steam engines. And he was more
scientifically minded than Thompson: he wanted to find out the gen-
eral principles that limited the engines of the engineers.

In the 1820s, scientists still had little understanding about the
interconnections between heat, work, and energy in an engine, so
Carnot began calculating, setting up careful analyses to figure out how
the ideas interrelated. For example, in 1822 he tried to determine how
much work can be done by a given amount of steam. But Carnot is
most famous for figuring out how much work a steam engine can’t do.

Carnot’s brilliant idea was to examine an enginc that is, in theory,

totally reversible. Each of the steps in this (imaginary) engine’s cycle
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can, the instant after completion, be reversed without any loss. For
example, a quick and violent compression of a cylinder full of gas is
reversible; if allowed to do so, the gas could expand to its original vol-
ume, pressure, and temperature, completely reversing the compres-
sion. It turns out that the efficiency of a reversible, Carnot, engine
depends only on the temperatures of the heat reservoirs. Nothing else
matters. For example, a Carnot engine that uses just-evaporated steam
at 100 degrees Celsius and ejects the steam into the air on a freezing
day at 0 degrees Celsius can only be about 27 percent efficient. Only
about 27 percent of the energy stored in the steam can be turned into
useful work; the rest flows as heat into the air.

That doesn’t seem like a very efficient process. Three-quarters of
the energy is wasted by a Carnot engine operating between 0 and 100
degrees Celsius. But it turns out that this is the most efficient heat
engine you can get. Here’s where the reversibility comes in.

A heat engine straddles a hot reservoir and a cold reservoir. By
cycling through several steps, the engine allows heat to flow from the
hot reservoir to the cold reservoir and, in the process, extracts useful
work, say, by turning a crank. In a Carnot engine, though, every step is
reversible. In fact, you can run the entire cycle backward. You can take
a Carnot engine and put work into it. Turn the crank. This makes the
cycle run in reverse. The engine pumps heat from the cold reservoir to
the hot reservoir: the hot side gets hotter and the cool side gets cooler.
A heat engine, in reverse, is a heat pump: put work in and you cool
down a cold reservoir and heat up a warm reservoir.

Refrigerators and air conditioners are heat pumps like this. In
refrigerators, the cold reservoir is inside the fridge, and after you add
work with an electric motor, the pump takes heat from inside the
fridge and releases it into the hot reservoir, the room-temperature air
in your kitchen. With air conditioners, the cold reservoir is the room
you are cooling; the hot reservoir is the summer’s day outdoors, which
is why you always must have a component of your air-conditioning
system sticking out of the room you’re cooling.
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Now, imagine a Carnot heat engine and a Carnot heat pump strad-
dling the same reservoirs. The Carnot engine allows a certain amount
of heat, Q, to flow from the hot reservoir to the cold reservoir. In the
process, it produces a certain amount of useful work. The Carnot heat
pump consumes that work and, in so doing, pumps Q heat from the
cold reservoir to the hot reservoir. Hook the heat engine and the pump
together and they exactly cancel out each other. Looking at the engine-
pump system as a whole, no net heat flows from reservoir to reservoir,
and no net work is performed.

In 1824, Carnot realized that something very odd happens if you
change the picture slightly. Imagine that you've got a superengine; it’s
more efficient than the Carnot engine operating under the same con-
ditions. While allowing the same amount of heat, Q, to flow from the
hot reservoir to the cold reservoir, it performs a little more work than
the Carnot engine does. Pull the Carnot engine out of the engine-
pump system and replace it with the superengine. Since the super-
engine produces more work than the Carnot engine did—and what
the Carnot heat pump consumes—you can divert a little bit of work
away from the engine and still keep the heat pump running. T he heat
pump consumes the same work as before and pumps Q heat from the
cold reservoir to the hot reservoir. All told, no net heat flows from the
cold reservoir to the hot reservoir, but since the superengine produces
a little more work than the Carnot engine did, some usable work is
left over that isn’t needed to run the Carnot heat pump. That is,
you've created a heat engine that does work for free. It doesn’t allow
any net heat to flow from the hot reservoir to the cold reserwoir, yet it
still can lift rocks or move a locomotive. You’ve created a perpetual
motion machine, since the engine does work without c onsuming
anything (you don’t need fuel to keep the hot reservoir hotD or chang-
ing the environment (the cool reservoir doesn’t warm up, &nd the hot
reservoir doesn’t cool down).

But nothing comes for free. It’s the law.
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A perpetual motion machine

When Carnot formulated his argument about the efficiency of steam
engines, it was the beginning of the science of thermodynamics. In the
1820s, scientists knew verylittle about heat, work, energy, and temper-
ature; they were beginning to develop a sense about the interrelation-
ship of all these ideas, but at the time they were ignorant of the most
basic facts that physicists take for granted today. In Carnot’s time, for
example, nobody knew one of the most fundamental laws of our uni-
verse: energy cannot be created or destroyed. Energy is conserved. The
amount of energy in the universe is a constant.

The first clue to this came not from steam engines, but from elec-
tric ones. In 1821, the British scientist Michael Faraday invented an
electric motor. In the modern incarnation of such a motor, an electric
current passes through a coiled wire that is surrounded by magnets.
The magnetic field exerts a force on the current-carrying wire and
causes it to spin—and you can use that spinning motion to drive a
crank or do other useful work.
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James Prescott ]oulg, son of a Manchester brewer, was experiment-
ing with electric motors when he realized that current passing through
amotor heats up the motor itself. But a motor that’s doing useful work
will generate less heat than a motor that’s jammed and not spinning.
Do more work, make less heat. Do less work, make more heat. Like
Benjamin Thompson, Joule had found a connection between physical
work—lifting rocks, turning drill bits—and the generation of heat.
But unlike Thompson, Joule was a careful experimenter and set to
work measuring precisely how much heat and how much work were
generated under different conditions.

Joule did a large number of experiments with different systems,
not only electric motors but also physical systems like waterwheels,
and figured out how work is converted to heat is converted to electric-
ity, and back again. For example, he dropped a weight and used the
physical motion of the weight to turn a generator and create an elec-
tric current in a wire, showing the relationship between physical work
and electrical energy. In his most famous experiment, he used the
motion of a paddle wheel to warm up a container full of water,
demonstrating, once and for all, that work can be converted in to heat.
Because they are interconvertible, work, heat, and electrical e nergy—
in fact, all forms of energy—can be measured in the same units. -

Just as the fundamental unit of time is the second and th e funda-
mental unit of distance is the meter, the fundamental unit of energy is
the joule. Onejoule will allow you to lift a one-kilogram rocke by about
one-tenth of a meter; it will heat a gram of water by about a <quarter of
adegree Celsius; it will light a one-hundred-watt electric lig htbulb for
one-hundredth of a second.

By his basement experiments, James Joule showed thaw work and
heat were means of transferring energy from one body to another. If
you lift a one-kilogram weight by one-tenth of a meter, the weight has
onc joule more energy than when you started; similarly, if you heat up
a gram of water by a quarter of a degrec, the water has onee more joule
of energy than when you began. He also showed that if y-ou are really
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clever, you can convert from one form of energy to another; dropping
aone-kilogram weight by one-tenth of a meter can, in theory, heat up
a gram of water by a quarter of a degree. (In reality, you can never con-
vert the full amount, as will become abundantly clear shortly.) But in
all of these experiments, Joule realized that you never get more energy
out of a system than you put in. A kilogram weight dropping a tenth of
a meter will never, ever heat up a gram of water by more than a quarter
of a degree. The energy doesn’t appear out of nowhere. In the experi-
ments, Joule was converting energy from one form to another, but he
never was able to create energy.

Joule—and a number of other contemporary scientists—had dis-
covered what is now known as the first law of thermodynamics.? Energy
cannot be created. In fact, it cannot be destroyed, either. It can change
forms; it can be transferred in the form of work or heat; it can dissi-
pate; it can speed out of the room that you are experimenting in. But
-energy never simply pops into existence or is annihilated into noth-
ingness.

This is an extremely powerful law. It tells you that the amount of
energy in the universe is a fixed constant, that all the energy we will
ever be-able to use is already here, stored somewhere in another form.
Whenever we use energy—to heat something or to do physical work—
we are simply converting preexisting energy (the chemical energy
stored in coal)4 into a different form that is more useful to us. A steam

3. When physicists of the seventeenth and eighteenth centuries found a fundamental
rule that the universe seemed to obey, they dubbed it a law. Many of these laws are pro-
found and important, such as the laws of motion, the law of universal gravitation, and
the laws of thermodynamics. Some laws are less deep—such as Hooke’s law (which talks
about how springs behave) or Snell’s law (which describes how light bends when it
moves from one medium to another). Modern physicists tend not to use the word law,
as it implies an infallibility that isn’t truly there when you examine the laws closely.
That’s why quantum mechanics and general relativity tend to be referred to as theories
rather than laws, though the two terms can be used (more or less) interchangeably.
(Theories also tend to refer to a framework, while a law is usually a single equation.)

4, So where does the energy in coal come from? Coal is highly compressed organic
material, such as wood; the chemical energy is stored in carbon-based molecules. Wood
is full of stored energy because the tree it came from took sunlight—a form of energy—
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engine, for example, cannot create energy; it is extracting energy from
its fuel. It’s one of the most fundamental rules in physics: energy can
be neither created nor destroyed. But there was an even more powerful
law to come.

In the 1860s, the German physicist Rudolf Clausius noticed a sub-
tle pattern to what energy transformations do to their environment. A
heat engine relies upon a temperature difference—a hot reservoir and
a cold reservoir—to work; it allows heat to flow from the hot side to
the cold side and extracts work in the process. When the engine is
done running, the hot side has cooled down and the cold side has
heated up; the two reservoirs are closer in temperature than they were
when the engine started running. The two sides started off very differ-
ent, and the engine brought them closer to equilibrium with each
other. In a sense, the equilibrium of the universe as a whole inc reases
when you run an engine.

Can you get the two reservoirs further away from equilibrium
instead of closer? Sure. All you need is a heat pump straddling the two
sides. Add energy in the form of work, and the hot side gets hotter and
the cold side gets colder; the two are brought ever further out of equi-
librium. But Clausius realized that there was a hitch. How cara you do
the work to run the heat pump? Perhaps you run another engi ne—but
that engine increases the equilibrium of the universe as it runs, cancel-
ing (in fact, more than canceling) the decrease in equilibriuxm caused
by the heat pump. The equilibrium of the universe increases, despite
your best efforts.

What if you don’t use an engine? What if you turn a crank by hand?

and used it to convert water and carbon dioxide into energy-storing carbo n-based mol-
ccules. So where did the sunlight come from? The sun is taking hydrog<n atoms and
fusing them together. The fusion of the two atoms releases energy that is sstored in them
(in the form of mass, as described by Einstein’s theory of relativity). So - where did the
mass of the atoms come from? It came with our universe—from the big I>ang. So where
did the big bang come from? Good question . .. and nobody’s really surez, though there
are some possible explanations. But all the energy (including Einsteiniawa mass-cenergy)
currently in our universe was created with the big bang, and the amount. hasn’t changed
since the universe’s birth.
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Well, in actuality your muscles are acting as an engine, too. They are
exploiting the chemical energy stored in molecules in your blood-
stream, breaking them apart, and releasing the energy into the envi-
ronment in the form of work. This increases the “equilibriumness” of
the universe just as severely as a heat engine does.

In fact, there’s no way to get around the ever-growing equilibrium-
ness of the universe. Whenever someone uses an engine or does ther-
modynamic work, the process automatically brings the universe closer
to equilibrium. You can’t counteract the increase in equilibriumness
with a heat pump or another device, because the work needed to run
the device would have to come from an engine or a muscle or some
other source that cancels out the heat pump’s efforts.

This is the second law of thermodynamics. It is impossible to reduce
the equilibriumness of the universe; in fact, every time you do work,
you drive the universe closer to equilibrium. Where the first law says
you can’t win—you can’t create energy out of nothing—the second
law says you can’t break even. Anytime you do useful work, you are
irreversibly increasing the equilibriumness of the universe. The sec-
ond law is also why there is no such thing as a superengine that works
better than a Carnot engine. A superengine hooked up to a Carnot heat
pump is doing useful work without changing its environment; in fact,
you can isolate that engine-pump system in a box, yet it will still be
able to keep doing useful work indefinitely. The equilibriumness of the
universe wouldn’t change at all, even though your machine can do
useful work. But the second law of thermodynamics says that an engine
or other device must feed on the nonequilibriumness of the universe—
and you can’t create work out of nothing, thanks to the first law of
thermodynamics. Therefore, the superengine cannot exist. It would
lead to a device that does work indefinitely without reducing the equi-
librium of the universe. It would lead to a perpetual motion machine.

5. Those of you with a physics background might recognize that equilibriumness is
really a way of saying entropy. More on this later in the chapter.



34 DECODING THE UNIVERSE

Inventors and hucksters have been trying to build perpetual
motion machines for centuries, and even today there are lots of people
who will try to sell you one. (Since “perpetual motion machine” is a
sure way to scare off investors, the current term of the art is above-
unity device.) Some of the designs are based upon magnetic fields;
others are based upon various “quantum” technologies. The U.S.
Patent Office has been so deluged with applications for perpetual
motion machines that the office has a special rule for such devices: an
inventor must submit a working model with his application. (Never-
theless, some slip through the cracks and actually attain a patent.) But
the second law of thermodynamics—now considered to be the most
unassailable law in physics—absolutely forbids the creation of a per-
petual motion machine. Save your money for better investments, like
ownership of the Brooklyn Bridge.

The second law of thermodynamics was a great victory for scien-
tists of the mid-nineteenth century, but it marked a change in the tone
of physics. Since Newton’s time, physicists had been discovering laws
about the universe that made humans more powerful. They learned
how to predict the motions of the planets and of physical bodies, they
were learning how matter behaved—and each discovery increased the
number of things that clever scientists and engineers could do. The
first and especially the second law of thermodynamics told them what
they couldn’t do. You can’t create energy out of nothing. You can’t do
work without disturbing the universe. You can’t build a perpetual
motion machine. These were the first real, indisputable restrictions on
human endeavor handed down by Nature. Despite its restric tive char-
acter, the second law is crucial for modern physics. Indeed, the physicist
Arthur Eddington said that “The law that entropy always irxcreases—
the second law of thermodynamics—holds, I think, the supx-eme posi-
tion among the laws of Nature” Physics was beginning to learn the
limits of its own power, and these limits would become an  important
theme in the twentieth century.

In the 1860s, though, this change in tone only caused a vague
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unease as scientists hammered out the rules of thermodynamics, the
physical principles that govern the interrelationship of energy, work,
heat, temperature, and the nature of reversibility and irreversibility.
But it would take the depressive Ludwig Boltzmann to solve the full
mystery of the new branch of physics. With a new set of mathematical
tools, Boltzmann figured out the reasons for the most fundamental
laws known to physics. Boltzmann’s work would change the way sci-
entists looked at matter, temperature, and energy—and it would lay
the foundations for the way they analyze information. He, too, would
struggle with demons.

Ludwig Boltzmann was born in 1844 in Vienna, the son of a bureau-
crat. Though socially clueless, the young man was an excellent student
and in his early twenties began to tackle important problems at the
forefront of physics. At the time, the forefront was atomic theory.

In the seventeenth century, scientists had figured out some general
properties of gases. If you have a tube full of gas and use a piston to
reduce the volume of the chamber to half its original size, the pressure
of the gas inside doubles. That’s a law discovered by the English
chemist Robert Boyle. If, instead of squashing the gas, you double its
temperature, it will push out the piston so that the volume of the
chamber doubles. Heat a gas and it expands; cool it and it contracts:
that is the essence of Charles’s law, named after the French chemist
Jacques Charles.

Thanks to generations of clever experiments, scientists had a
pretty good sense about the interrelationship of the pressure, temper-
ature, and volume of a gas in a container. But empirical knowledge
doesn’t always mean deep understanding. It was only in the mid-1800s
that physicists started to understand why gases behaved in this way.

Modern physicists know that a gas, like helium, is made of tiny
particles—atoms. These atoms are constantly in motion, flying about
the container at different speeds. When an atom collides with the con-
tainer, it ricochets away like a racquetball off a wall. But the collision
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gives the container wall a tiny knock. One collision has little effect on the
walls of the container, but zillions upon zillions of these tiny ricochets
collectively take their toll. They exert a strong pushing force on the con-
tainer walls, forcing them outward. This is the source of a gas’s pressure.
If you squash the container, then the same number of atoms are in
a smaller space, and because the container is more crowded, more of
these racquetball atoms slam against the walls per second. The num-
ber of ricochets goes up, the collective force that the ricochets exert
increases, and the pressure rises. This is what causes Boyle’s law:
because decreases in volume increase the frequency of collisions and
vice versa, volume and pressure are inversely proportional. Similarly,
physicists now know that a gas’s temperature is a measure of how
much energy the atoms have. This, in turn, is related to how fast the
atoms are skittering around. The hotter the gas is, the more energy it
has and the faster the atoms move, on average. (This is the true nature
of temperature. It is a measure of how energetically, and by extension
how fast, an atom is moving. A hot atom of helium is moving faster
than a cold atom of helium; conversely, a fast-moving atom is hotter
than a slow-moving atom of the same species.) The more energetic an
object is and the faster it moves, whether it be a racquetball or an atom
or an SUV barreling down the highway, the more kick it imparts to the
object it slams into. So, increase a gas’s temperature and the atoms
move faster and ricochet off the walls harder, giving the walls of the
container an even firmer push—the pressure of the gas increases. If
the walls of the container are allowed to move, the container will
expand to equalize the pressure. This is what causes Charles’s law.
Atomic theory ties pressure, temperature, volume, and energy—all
the concerns of thermodynamics and the steam engines of the Indus-
trial Revolution—into a nice, neat package. However, what is obvious
to modern scientists was difficult to accept for nineteenth-century
physicists. After all, nobody had the means to detect an individual
atom; as late as the early twentieth century, some eminent scientists
refused to believe that atoms existed at all. But in the mid- nineteenth
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century, physicists were beginning to realize that atomic theory—the
idea that matter was composed of constantly moving, billiard-ball-
like particles—did an excellent job of explaining the properties of
gases and other types of matter. In 1859, Rudolf Clausius published a
paper that set the groundwork for what became known as the kinetic
theory of gases—but he ran into trouble. He couldn’t get the numbers
to work out quite right.

The trouble was with temperature. Clausius knew that tempera-
ture was a measure of the energy of the atoms in the gas: the hotter the
gas was, the more energy the atoms had and the faster they were mov-
ing. Indeed, if you know how hot a gas is and how heavy the atoms are,
then you can easily work out the speed of an average atom. Clausius
did this and then worked out what would happen if you had a con-
tainer full of tiny atomic billiard balls all moving at this particular
speed. While the results were encouraging, Clausius’s analysis wasn’t
quite correct; the relationship of pressure, temperature, volume, and
energy wasn’t quite what was observed in nature.

In 1866, the Scottish physicist James Clerk Maxwell figured out the
flaw in Clausius’s argument. While Clausius assumed that all the
atoms in the gas were moving at the same speed, Maxwell realized that
when the billiard balls collided with the walls and with each other,
they exchanged energy. Some would wind up moving faster than aver-
age and others would wind up moving slower than average. Maxwell
realized that by assuming that the speeds of the molecules had a par-
ticular distribution, he could fix the inaccuracies in Clausius’s theory.

A distribution is an expression that appears often in a branch of
mathematics, probability theory, that deals with uncertainty. It is a
measure of how common something is. Imagine someone asks you
how tall the average American adult male is. That’s not too tough a
question. You can say that the average height is around 5 feet 9 inches
tall. But what happens if the person asks you to describe how tall
American males are, in general? You can’t just give the average,
because that doesn’t provide very much information. An average
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height of 5'9" could mean that every male is exactly 5'9" tall, or it could
mean that there are two groups in the population: 50 percent are 4'9"
and 50 percent are 6'9". Or maybe 10 percent are 3'9", 25 percent are
4'9", 30 percent are 5'9", 25 percent are 6'9", and 10 percent are 7'9".
The average height in each of these cases is 5'9", but a roomful of men
from one of these populations would look very, very different from a
roomful of another because the distribution of their heights is different.
In a distribution where every male is 5'9" tall, there is zero probability
that if you pull a male randomly off the street, he will be taller than

100%

@

30%
" 25%

Different height distributions
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6 feet. He must be 5 feet 9 inches exactly. But in the five-group distri-
bution cited above, there’s a 35 percent chance that if you pull some-
one off the street, he will be more than 6 feet tall (25 percent at 6'9"
plus 10 percent at 7'9").

Of course, those examples don’t really represent the true distribu-
tion of heights. In reality, the distribution of heights is very close to
what is known as a bell curve distribution. In a bell curve, the “extreme”
events are much, much rarer than “average” ones. For example, if you
walk down the street, most adult men are within a few inches of 5'9"
tall. It is rarer, but not uncommon, to see someone who is 5 inches taller
at 6'2". You probably see dozens of them every day. But add another 5
inches and you will realize that it’s pretty seldom that you run into
someone who is 6'7"; depending on how many people you encounter,
you might see one person like that in any given week. Add another 5
inches—7 feet tall—and you’re in the stratosphere. You are not likely to
run into very many seven-footers in a'lifetime unless you're a basketball
fan, and even in the NBA, seven-footers are worthy of note. This is a
typical bell curve distribution; the probability of encountering a given
event drops very rapidly as the event gets further away from the aver-
age and gets more extreme. Many everyday things—IQs, prices, shoe
sizes—tend to follow a bell curve distribution.

The bell curve
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Maxwell’s distribution had to do with atomic speeds. If you mea-
sured a random atom in a container of gas, what is the probability that
it will have a given speed? It turns out that the resulting distribution is
not quite a bell curve, though the two have some mathematics in com-
mon; it’s more like a squashed and distorted bell curve, now known as
the Maxwell-Boltzmann distribution.

Boltzmann got his name attached to the distribution because he
proved, mathematically, that this was the distribution that gas atoms
in equilibrium had to have. Maxwell showed that this particular dis-
tribution of speeds would fit the data, but Boltzmann proved that
a set of billiard-ball-like atoms in a chamber—under certain basic
assumptions—rmust have a Maxwell-Boltzmann distribution of speeds.
Boltzmann’s proof helped launch a stellar career in physics, but it led
him into areas that made his ideas very unpopular with many physi-
cists of the day.

For one thing, Boltzmann’s proof wasn’t based in experiment. It
was based in pure mathematics. Instead of playing around with con-
tainers of gas and fitting his data to a mathematical function that
seemed to explain the data, Boltzmann made a few simple assump-
tions, rearranged formulae, and proved, with 100 percent certainty,
that if those assumptions are correct, the Maxwell-Boltzmann distri-
bution was the only probability distribution that the gas atoms in
equilibrium could take. Even more important, in 1872 Boltzmann
proved, again mathematically, that in a container of gas who se mole-
cules were not in a Maxwell-Boltzmann distribution (say, for exam-
ple, you artificially filled a chamber with atoms that had precisely the
same speed), the collisions of the atoms would make some atoms lose
speed and some gain it, inevitably leading to a gas with a Maxwell-
Boltzmann distribution. That is, start with a gas whose atoms are
moving in any which way and let it settle for a little winile; it will
quickly and irreversibly come to equilibrium where the sp>eeds of the
atoms are in the Maxwell-Boltzmann distribution. This important
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scientific result wasn’t based upon experiment or observation; it was
based on pure deduction and was therefore considered a mathemati-
cal theorem rather than a physical law.6

But the mathematical nature of his work wasn’t the biggest prob-
lem with Boltzmann’s methods; after all, Newton’s work was mathe-
matical as well. What made Boltzmann different from Newton and all
his predecessors was that Boltzmann’s work dealt with probabilities
and statistics—with distributions and random events and other unpre-
dictable physical processes—whereas physics, from its very beginning,
dealt only with certainties. If you knew a planet’s position and its
velocity, you knew precisely where it would be anytime in the next bil-
lion years. If you dropped a sphere off the Leaning Tower of Pisa, you
knew, to within a fraction of a second, precisely when it would strike
the ground. The immutable, firm laws of physics seemed to be the
only certain things in the universe. By injecting probability and statis-
tics into physics, it seemed as if Boltzmann was destroying the cer-
tainty of the beautiful, incontrovertible laws that governed Nature.
Even the second law of thermodynamics. A

In fact, Boltzmann didn’t tear down the second law—he explained it
and showed why the second law must be. But it didn’t seem like it at the
time. Boltzmann’s work, which relied upon probability and random-
ness rather than certainty, seemed to undermine the very foundations
of physical law; it seemed as if laws could only apply some of the time
in Boltzmann’s probabilistic and statistical universe. And at the center
of this problem is a concept known as entropy.

You've probably already heard of entropy. In fact, it has already
appeared in this chapter in disguise.” Most people think of entropy as

6. It came to be known as the H theorem, apparently because an English physicist mis-
took an ornate German capital letter E for an H.

7. “Equilibriumness” was a way of talking about entropy without having to formally
introduce it.



42 DECODING THE UNIVERSE

a measure of disorder. If you ask high school physics teachers what
entropy is, nine out of ten will describe it as a way of expressing how
messy your bedroom is or how poorly you’ve arranged your books on
a shelf. This is a valid definition, but it is deeply unsatisfying and
somewhat misleading. After all, with a neat room or an alphabetized
bookshelf, a human is arbitrarily deciding what ordered and disordered
mean, when, in fact, entropy doesn’t require anyone to judge what is
neat and what is messy. Entropy is a fundamental property of a collec-
tion of objects; it comes from the laws of probability and from Boltz-
mann’s statistical approach to physics. So, forget for the rmoment
about order or disorder, messiness and neatness.

Imagine, instead, that in the middle of my living room I have a big
box lying on the floor, its top gaping open. (This is true more often
than I care to admit.) Imagine, too, that someone has painted a thin
red stripe inside, dividing the box into two equal parts. Now, being the
sort of person who has nothing better to do on weekends, I can amuse
myself by tossing marbles randomly into the box. When T throw a
marble, it has an equal chance of landing on either side. For any given
marble that I throw, 50 percent of the time it will wind up ir1 the right
half of the box, and 50 percent of the time it will wind up in the left
half. It’s a pretty pathetic way to kill time—it’s only slightly better than
watching reality TV—but this simple setup is all we will need to
understand the concept of entropy.

Let’s start out with two different marbles. Plunk, plunlx. And now
let’s look inside the box and see what happened.

When I peer into the box, 'm grected by one of four p ossible out-
comes. Case 1: The first marble I threw landed on the lef® side of the
box, as did the second marble. Case 2: The first marble landed on the
left, but the second landed on the right. Case 3: The first marble wound
up on the right and the second settled on the left. Case 4: Both marbles
landed on the right side of the box. Each one of these p ossibilities is
equally probable; that is, there’s a 25 percent chance for eamch case.



Demons 43

However, things change slightly if the marbles look exactly the
same. In this case, you can’t tell which one you tossed first, so when
you look in the box, there are only three possibilities: both marbles are
on the right; both marbles are on the left; or there’s one on each side.
In other words, case 2 and case 3 become indistinguishable (or degen-
erate, in physics-speak). This degeneracy means that the possibilities
are no longer equally probable. As before, there’s a 25 percent chance
that both marbles are on the left side of the box and a 25 percent
chance that both marbles are on the right side of the box. But the third
possibility—that there’s one marble on the right and one marble on
the left—happens 50 percent of the time, because there are two ways it
can come about. That means that having one marble on each side of
the box is twice as probable as, say, having both on the left side of
the box.

257% 30 % 25 %

Two indistinguishable marbles in a box

Now let’s scoop out the two marbles, and toss four in. Plunk,
plunk, plunk, plunk. This time there are sixteen possible outcomes if
we can keep track of each marble, but if the marbles are identical, we
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can only distinguish five different cases: (1) four marbles on the left
and zero on the right, (2) three on the left and one on the right, (3) two on
the left and two on the right, (4) one on the left and three on the right,
and (5) zero on the left and four on the right. Don’t worry too much
about the probability calculations (you can see the details in the table
below), but notice that the most probable outcome is six times as likely
as the least probable outcomes. When you graph the probabilities—
when you look at the probability distribution—you might notice
that the probabilities are following that distribution so familiar to
statisticians: a bell curve.

N e | Mo e? | Pecbabitity
Probabilities for 4 o Yae
four indistinguishable 3 1 Yo =Y4
marbles in a box 5 9 Sho= s
1 3 %ae=24%
0 4 e
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marbles in a box
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In fact, the more marbles we toss into the box, the clearer the bell
curve becomes. No matter how many marbles we throw, on average
half the marbles will fall into the left half of the box and half will fall
into the right half, and this is always the most probable outcome of
any given trial. The most extreme events are when all the marbles are
on the right half, or all on the left half, and these extremes are much,
much less probable than the average, or mean, event. All the other
events lie in between the mean and the extreme and become dramati-
cally less probable as they move from the mean to the extreme. And
the more marbles we toss into the box, the less probable the extreme
events become. For instance, let’s throw a nice large sample of 1024
marbles into the box. On average, 512 will wind up on the left-hand
side and 512 will wind up on the right. An extreme case, such as 1024
on the left and 0 on the right, is unimaginably improbable.

512, balls

1024 indistinguishable
marbles in a box

How improbable? Toss 1024 marbles randomly into a box. Look

inside. Take out the marbles and toss them in again. Look inside. Take
the marbles out and toss them in. Look again. Repeat and repeat and
repeat. If you did this once a second from the beginning of the uni-
verse to now, the odds of ever seeing a 1024-on-one-side case are about
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1020 to 1 against. Indeed, if every atom in the universe were one of these
1024-marble boxes, filling up randomly with marbles over and over
again every second from the very beginning of the universe, not one of
those boxes would ever have a 1024-on-one-side trial. (It’s not even close.
There are only about 1080 atoms in the visible universe.) While it is not
impossible to randomly get all 1024 marbles on one side, it is so improb-
able that it’s functionally impossible. It won’t happen in this universe.

So what? Why waste our time playing around with boxes and mar-
bles? Because it leads directly to a simple definition of entropy. In fact,
entropy in this box-and-ball system is just a measure of the probabil-
ity of any given configuration of marbles inside the box.

If you take a chunk of coal and weigh it, the number on the dial of
the scale is a measure of how much stuff there is in that lump; given
the weight and composition of any piece of matter, you can estimate
how many atoms are in that lump, and of what sort they are. If you
take a cup of coffee and stick a thermometer in it, the reading on the
thermometer is a measure of how fast the molecules inside the coffee
are moving. If you know the temperature of a chunk of matter, you
know, roughiy speaking, how those molecules are moving. Like mass
and temperature, entropy is a measure of a property of a bunch of mat-
ter. If you know the entropy of a container full of atoms, you know,
roughly speaking, how those atoms are distributed. And though entropy
seems as if it is more abstract than temperature and mass, it is actually
as concrete and as fundamental a property as temperature o T mass.

Part of the reason entropy is harder to wrap your head around than
mass or temperature is that what it’s measuring is a bit harder to quan-
tify than a table’s mass or a bicycle’s speed. Entropy captures the config-
uration of the entire collection of matter in terms of proloabilities—
in terms of the most probable configurations of a collection ©f atoms or,
in our box-and-marble example, the most likely outcomv.es when we
dump marbles into the box. The higher the probability of a configura-
tion of matter (or the more likely an outcome of a box—and-marble
experiment), the higher the entropy of that configuration (_ or outcome).
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In the 1024-marble case the most likely outcomes—roughly 512
marbles on each side—have a high probability and a high entropy.
The least likely outcomes—most of the marbles on one side or the
other—have a low probability and a low entropy. In mathematical
terms, if p is the probability of a given configuration, such as 512 mar-
bles on each side, the entropy of that configuration, which physicists
denote with the letter S, is just a function of k log p, where k is a con-
stantand “log” is a logarithm.® (The expression on Boltzmann’s grave,
S =klogW, is equivalent.) If you shake up a container full of marbles
and peer inside, the marbles will almost certainly be in a high-entropy
configuration. That’s it. That’s entropy.

Seems simple enough. In fact, it even seems like a tautology. Toss
marbles in a box; when you look inside, the marbles will probably be
in a probable configuration. Well, duh. That’s why we say that config-
uration is probable. But to physicists this observation is profound.
The idea of entropy has deep and far-reaching consequences, and not
just with marbles and boxes. Entropy is an unavoidable and troubling
element of Boltzmann’s statistical mechanics—and it is woven into
the very nature of the universe.

A box full of marbles is very similar to a container full of gas, so
let’s lose our marbles. If we put 1024 atoms of helium, say, in an empty
container and randomize it by shaking it up (in fact, the container
shakes itself up because of the random motion of the atoms), when-
ever we peek in about half of the helium will be on the left side of the
container and half will be on the right. The entropy will be high, and
the atoms will be, more or less, uniformly distributed throughout the
container. In fact, no matter what property of the atoms we look at,
the highest-entropy state corresponds to a uniform distribution of
that property. For example, whenever we peek into the container, the
high-temperature, fast-moving atoms will tend to be evenly distrib-

8. Don’t worry too much about this equation. I mention it so that you’re familiar with
its form, as it will crop up again later. See appendix A for a brief refresher on logarithms
if you'd like to examine the equation in more detail.
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uted throughout it; so will the low-temperature, slow-moving atoms.
It is extremely unlikely that all the high-temperature atoms will cluster
on the left side of the container and all the low-temperature atoms will
clump together on the right. Instead, the gas will almost certainly be a
uniform temperature throughout. That’s the highest-entropy state,
and it’s a virtual certainty that the helium will be in that state when we
peek in. Under conditions where an isolated container of gas is allowed
to randomize—where it is allowed to evolve to equilibrium—we are
almost guaranteed never to see the left side cold and the right side hot.

But what about a drafty room? It’s cold near the window, while it’s
toasty near the radiator. At first glance, this might seem to contradict
the concept of entropy. However, this is a system that is not isolated;
the radiator keeps pumping warm air into the container, while the
window lets it escape. If we were to seal off the window and turn off
the radiator, the room would quickly reach an equilibrium where
every place is the same temperature. Similarly, we can inject a bunch of
helium atoms on one side of a container, knocking it out of equilib-
rium, but left alone, the container will rapidly revert from its low-
entropy state (with lots of atoms on one side and few on the other) to
its high-entropy state (a roughly equal number on each side). It’s as if
the system isattracted to its high-entropy state—and, in a sense, it is.
Just as a ball “wants” to roll down a hill, a box full of gas “-wants” to
maximize its entropy. You can do work—put in energy—to reverse
the trend toward high entropy in a system such as using an air condi-
tioner or a heat pump to keep one side of the container h«ot and the
other side cold, but left to its own devices, a container full of gas will
revert to its maximum-entropy state, with hot and cold atoms evenly
distributed throughout.?

Atoms’ “desire” to maximize their entropy leads to an irreversible

9. Boltzmann’s H theorem was, in fact, a theorem about entropy. Wh_en it comes to
speed, the atoms maximize their entropy by assuming a somewhat distoorted bell curve
distribution of speeds: the Maxwell-Boltzmann distribution. But for clzrity’s sake, I'm
going to ignore this distribution and just talk about “hot” and “cold” atzoms, just as if 1
were talking about a billiard ball that was painted red or blue.
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change in a container full of gas. If you start off with all the atoms in
one corner of a box, then after a little while the atoms will spread out,
maximizing their entropy. Since it’s so improbable that all the atoms
will move back to the corner they came from, the gas is essentially per-
manently in a state of high entropy: once it reaches equilibrium, the
gas will always be in a high-probability state and will never revert to
the low-probability state whence it came. Similarly, if you start off
with a bunch of hot atoms on the right side of the box and cool atoms
on the left side of the box, then after a while the hot atoms and the cool
atoms will jostle around randomly and will move into the most prob-
able configurations: the hot atoms and cold atoms will be equally dis-
tributed on the right and left sides of the box. And once the box is in
equilibrium, you can watch it for centuries and you will never see the
evenly distributed hot and cold atoms suddenly separate themselves
and wind up on opposite ends of the box. If left to itself—if you don’t
use a heat pump or add any energy to the system—the increase in
entropy is irreversible. '

This irreversibility is a key feature of entropy. On the microscopic
scale, the atoms are smacking into one another like billiard balls, rico-
cheting off one another and slamming into walls. If someone showed
you a short film of two moving billiard balls bouncing off each other,
you might have a difficult time telling whether the film was being
played forward or backward. In both cases, the balls slam into each
other and fly away; in neither case does the perceived motion violate a
law of physics. The collision of the atoms is reversible; the reversed col-
lision is just as valid and likely as the forward collision. But even though
each individual action of those atoms is reversible, the collective motion
of the atoms is irreversible. If you saw a movie where all the atoms in a
container gathered themselves into one corner, you would know that it
was being played backward. You would realize instantly that the origi-
nal film showed the gas being released from one corner and spreading
out from there; in real life, gaseé always behave in this way, but not in
the reverse direction. Because of entropy, one direction is allowed by
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the laws of physics and the other is (essentially) forbidden. Entropy
makes the behavior of the gas irreversible; because of entropy, the film
only makes sense when played forward, not backward. You can’t reverse
the direction of the movie. For this reason, scientists often refer to
entropy as “the arrow of time.” The irreversibility of entropy-changing
reactions is a signpost that tells you which way time flows. Time goes
forward as entropy increases; it never goes backward because, in a sys-
tem left to its own devices, entropy doesn’t decrease.

Entropy is also the key to understanding thermodynamics. In a
sense, heat engines are simply machines that increase the entropy of the
universe. When they pump heat from a hot reservoir to a cold reservoir,
they are increasing the entropy of the system as a whole. The separa-
tion of the hot reservoir from the cold reservoir is, inherently, a low-
entropy configuration, just as a box with hot atoms on one side and
cold atoms on the other is low entropy as well. By allowing hreat from
the hot reservoir to flow into the cold reservoir, you're gettin g the sys-
tem closer to equilibrium; you’re increasing the system’s entropy. And
the system’s “desire” to increase its entropy is so great that yo u can put
a device in between the two reservoirs and make it do work for you.

Conversely, you cannot reverse the increase in entropy without
doing work; you have to add energy to the system to revers e its trend
toward equilibrium, and in doing so, you have got to in crease the
entropy of the universe outside your system even more than you are
reducing the entropy of the gas inside your system. This is the essence
of the second law of thermodynamics: entropy is supreme. The uni-
verse is slouching toward a state of higher entropy, and there is noth-
ing you can do to reverse it. You can impose order on a littBe corner of
your universe—you can set up a refrigerator that separate s heat from
cold in your kitchen—but you must consume energy to do so, and
that consumption of energy increases the entropy of the Earth more
than the refrigerator decreases the entropy of your kitchesn. It’s a dis-
turbing idea: you are bringing the Earth infinitesimally~ closer to a
state of chaos when you chill down a bottle of beer in you- r fridge.
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Boltzmann’s statistical and probabilistic view of the motion of
atoms in matter was incredibly powerful. By looking at a gas as a col-
lection of randomly moving particles, he was able to explain the phys-
ical principles that drove engines, that were responsible for heat flow,
for temperature, for work—and for entropy. Most of all, for entropy.
Through simple probability and statistics, Boltzmann’s work led to
the understanding that systems naturally “try” to increase their entropy;,
and that the universe as a whole is constantly, irreversibly, getting
more entropic. But hidden in his logic was a time bomb.

The probabilistic nature of Boltzmann’s work made it appear as if
it undermined the absolute truth of the very laws it explained. The
second law of thermodynamics was based upon the fact that gases
probably wind up in their most probable configurations. Sounds
redundant . .. but probably isn’t absolutely. Once in a while, perhaps,
the gas randomly winds up in an improbable configuration—it can
happen. That means that the entropy of the system, without any energy
being added, can spontaneously decrease. The second law, to all
appearances, is suddenly violated. Worse yet, James Clerk Maxwell, the
man who embraced the statistical nature of gases and came up with
the distribution of speeds of the atoms in a gas, devised a clever
method that seemed to separate hot atoms from cold atoms without
any work at all—an even more profound violation of the second law.

Boltzmann proved that the second law must be true. But at the
same time, his methods apparently undermined the law and showed
that it need not be true all the time. This was a demon that followed
Boltzmann throughout his career.

In 2002, a group of Australian scientists published an article in the
journal Physical Review Letters that caused a minor ruckus. No won-
der, as its title was very provocative: “Experimental Demonstration of
Violations of the Second Law of Thermodynamics for Small Systems
and Short Time Scales.”

The scientists—who were from the Australian National University
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in Canberra and Griffith University in Brisbane—performed a clever
measurement of the entropy of tiny latex beads in water. Like atoms in
a box, these beads—about one hundred at a time—floated around
randomly in a container of water. Using a laser, the researchers
trapped the minuscule spheres and released them, and then measured
how the entropy of the system evolved.

Most of the time, the beads behaved exactly as you'd expect: the
order that the laser imposed quickly disappeared, and the system’s
entropy increased. But once in a while the entropy decreased slightly
for a short time before it increased again. For a small time, in a small
system, entropy spontaneously decreased rather than increased. Hence
the “violations” of the second law. If even for a small time, the second
law seemed to fail. Entropy was going down, not up.

As you would expect, the news media played up the apparent
breach of the most fundamental law in physics. But though the 2002
experiment (and a more carefully done follow-up in 2004) showed that
entropy did, in fact, decrease for a short time in a small system, it wasn’t
aviolation of the second law. It was exactly what the statistical nature of
the law allows. So it wasn’t nearly as big a deal as the media portrayedit.

When Boltzmann formulated his picture of gases in boxes, he
knew that a large group of particles, even though they individually
move in a random manner, collectively are predictable. The more par-
ticles there are in a system—the bigger it is—the firmer thve predic-
tions become.!® But conversely, the smaller the system is, the more
susceptible the prediction is to a random fluctuation.

Boltzmann painted the second law of thermodynamics as a proba-
bilistic law. It holds true with statistical certainty. In reasorably large
systems, you won’t see a violation of the law at any point ira the entire
lifetime of the universe. (Remember, in the 1024-marble case, you would
never see all 1024 marbles on one side of a box even if every atom in

10. This is a mathematical principle known as the law of large numberss. In essence, it
says that the size of a deviation from expected behavior gets smaller anA® smaller as the
number of random events gets larger and larger.
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the universe were a box full of marbles, each box randomly refilling
over and over again every second from the birth of the universe until
now.) But in small systems, such as the one with four marbles, you
will occasionally see all four wind up on one side of the box or the
other. (In fact, it happens one-eighth of the time.) So, if you have a
box with four marbles in it in a maximum state of entropy—two on
each side—and you shake it, there’s a one in eight chance that it will
spontaneously decrease its entropy to the minimum possible.
Though this reduction in entropy seems like a violation of the second
law, it really isn’t. This sort of thing is simply a consequence of the sta-
tistical nature of the law.

Modern physicists realize that even the most solid laws—even the
second law—nhave a statistical element to them. For example, for a
short time and on very small distance scales, particles can wink in and
out of existence, owing to what are known as vacuum fluctuations. No
physicist sees that as a true violation of the law of conservation of
mass and energy. These fluctuations are something that modern
physicists have come to terms with. Butin Boltzmann’s day, the lack of
the absolute, cast-iron requirement for entropy to always increase was
a major strike against his theory. But an even more serious challenge
to Boltzmann came from the man who inspired him: Maxwell.

Boltzmann loved Maxwell’s work, and Maxwell’s 1866 paper on
gases led to Boltzmann’s work on the speed of atoms. Boltzmann
likened the 1866 paper to a symphony:

First, the variations in velocity develop majestically, then the equa-
tions of state enter on one side, the equations of motion on the
other; ever higher surges the chaos of formulas. Suddenly, four
words sound out: “Put N = 5.” The evil demon V vanishes, just as
in music a disruptive figure in the bass abruptly falls silent.!!

11. Quoted in Lindley, Boltzmann’s Atom, 71.
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Maxwell would soon summon a demon rather than dispel one. In
1871, he published Theory of Heat, in which he attempted to poke a
hole in the second law of thermodynamics. Maxwell came up with
an ingenious way to exploit the random motion of atoms to reverse
the ravages of entropy and create a perpetual motion machine—he
thought he had found a major flaw in the second law.

The scheme involved a tiny intelligent “being” in a box full of gas.
The box has a wall, dividing the container into two equal halves.
Embedded in the wall is a frictionless shutter. By opening and closing
this shutter—an act that, thanks to the lack of friction, requires no
work to perform—the tiny being can either let an atom pass from one
side of the box or refuse it passage. Maxwell realized that this tiny
being—which the physicist William Thomson, Lord Kelvin, would
soon dub “Maxwell’s demon”—could systematically reverse enitropy
without seeming to consume any energy or do any work.!2

Maxwell’s demon

12. Ever the Englishman, Thomson replaced the single demon and slidiang shutter with
alegion of demons wiclding cricket bats.
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For example, the demon could start off with a box in a state of high
entropy—the hot and cold atoms evenly mixed throughout the box—
and end up with all the hot atoms on the left and the cold atoms on the
right. All the demon would have to do is open and close the shutter at
the appropriate times. If a cold atom on the left side of the box ap-
proaches the shutter, the demon would let it through, but it wouldn’t
let any hot atoms pass from left to right. Conversely, it would open
the shutter if a hot atom was moving from right to left but slam it shut
if a cold atom was about to escape from its confinement on the right.

After time, with seemingly no work expended, the demon could
segregate the box into a hot zone and a cold zone—a state with much,
much less entropy than the original equilibrium of the box. The
demon simply exploited the random motion of the molecules and let
them sort themselves.

This was a much more serious challenge to Boltzmann’s work than
the mere objections to the statistical nature of his laws. It seemed that
a properly designed piece of machinery might spontaneously reverse
the entropy in a box, creating a hot reservoir and a cold reservoir with-
out expending any energy. If this were possible, then you could hook
up a Maxwell’s demon to a heat engine; the engine would produce
work while the demon kept the hot reservoir hot and the cold reser-
voir cool. You would get work for free—a perpetual motion machine.

Sadly, Boltzmann didn’t live to help overcome Maxwell’s demon;
he succumbed to the struggle with his own. Boltzmann was often
prickly and antisocial, and his novel ideas made him powerful ene-
mies. On top of that, he was prone to bouts of depression and exhaus-
tion. He hanged himself never knowing the secret that would lead
physics to victory over Maxwell’s demon. Ironically, the formula at the
center of that victory was inscribed on Boltzmann’s grave: S = k logW,
the formula for the entropy of a container full of gas. But it wasn’t
entropy that defeated Maxwell’s demon. It was information.



CHAPTER 3

INFORMATION

—What do you want?
—Information.

—You won’t get it.

—By hook or by crook, we will.

—The Prisoner (television series)

The concept of information itself was not new. But in 1948, when an
engineer-mathematician realized that information could be m easured
and quantified—and that it was intimately linked to thermodynamics—
he sparked a revolution and killed a demon.

The theory of information did not seem all that importart at first.
True, it changed the way cryptographers and engineers thougght about
their work; true, it set the groundwork for building the comp-uters that
would soon become part of everyday life. But even the foun der of in-
formation theory, Claude Shannon, had no idea just how fax-reaching
his idea would become.

Information is much more than the redundancy in a gem eral’s code
or, later, the ons and offs of computer switches. Though it <an be rep-
resented in many ways—by the pattern of ink on paper, by the flow of
electrons through a circuit board, by the orientations of atoms in a
piece of magnetic tape, or by lights that are flipped on or off—there is
something about information that transcends the mediurm it is stored
in. It is a physical entity, a property of objects akin to energy or work

56
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or mass. Indeed, it would become so important that scientists would
soon learn to recast other theories in terms of the exchange or manipu-
lation of information. Some of the most fundamental rules in physics—
the laws of thermodynamics, for example, and the laws that tell how
collections of atoms move in a chunk of matter—are, deep down,
actually laws about information. It is by looking at Maxwell’s demon
in information-theoretic terms that scientists were able to dispel it at
long last.

Information theory would take the equation from Boltzmann’s
grave and use it to slay the demon that threatened to tear down the
edifice of thermodynamics. Nature seems to speak in the language of
information, and when scientists started to understand that language,
they began to tap into a power that even Shannon never imagined.

The hero of information theory is Claude Elwood Shannon, who was
born in 1916 in Michigan; as a boy, he was always something of a tin-
kerer, so it was natural that he wound up studying engineering and
mathematics. These two disciplines intertwined throughout his life—
and wound up converging in the theory of information that he would
later create. In the 1930s, Shannon was bridging the two disciplines by
working on a machine to solve a specific type of mathematical con-
struct called a differential equation.

A run-of-the-mill equation, like 5x = 10, is really a question of a
sort: What number, when plugged into the place of x, will satisfy the
expression? Differential equations are similar, but the questions are
a bit more intricate, and the answers are themselves equations, not
numbers. For example, a physics student might plug in the dimen-
sions and other properties of a metal bar, as well as the temperature of
a flame at one end, into a differential equation; out would pop an
equation that explains how hot any given part of the bar is at a given
time. These equations are fundamental to physics, and scientists at the
time were desperately trying to find ways of solving them quickly with
‘primitive computers. Shortly after graduating college, Shannon got a
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part-time job at the Massachusetts Institute of Technology (MIT),
where he worked on a mechanical differential-equation solver that
had been developed by Vannevar Bush, a scientist who, within a
decade, would become one of the important people behind the devel-
opment of the atomic bomb. Shannon helped translate differential
equations into a form that the computer could understand, and even-
tually he started thinking about the designs of the electrical relays and
flip-flop switches that sat at the core of the differential-equation com-
puter. His master’s thesis, written while he was working part-time at
MIT, showed how engineers could use Boolean logic—the mathemat-
ics of manipulating Is and Os—to design better switches for electrical
equipment (including computers).

After he finished his PhD, Shannon landed at Bell Laboratories. As
the name wouldimply, Bell Labs was the research arm of the American
Telephone and Telegraph Company (AT&T), the corporation that had
a monopolistic hold on the United States’ telephone system. The lab,
founded in the 1920s, was intended to do basic research that was rele-
vant to communications. The scientists and engineers there helped
pave the way for high-quality sound recordings, television transmis-
sions, advanced telephony, fiber optics, and other mainstays of the
way our society communicates. At its core, communication is simply
the transmission of information from one person to another, so it
should come as no surprise that the lab’s work wound up in areas that
youwd think of as “information technology.” The first binary digital
computer and the transistor, for example, were developed at the lab.

Shannon was perfectly suited for work at Bell Labs, and he soon
embarked on a project that would change the world of scierace. At first
glance, it wouldn’t seem as if his research could be so revoluttionary. It
dealt with how much capacity a given telephone line (or radio connec-
tion or any other communications “channel”) can have. It’s a very
nuts-and-bolts question; the engineers at Bell Labs wanted to know
how to pack as many different telephone conversations as possible on
the same line at the same time without having the calls i terfere with



Information 59

one another. In other words, how can you pack the most information
possible on a single copper cable?

Communications scientists were in uncharted territory. Engineers
from Roman times knew basic principles for building bridges and
roads; even the science of thermodynamics was about a century old.
But telephony was something entirely new. A bridge builder who
wants to find out how much traffic a bridge can carry can calculate
how much each car will likely weigh and how strong the steel beams
that support the traffic need to be. He can use the concept of mass to
figure out the capacity of any given bridge. But doing the same thing
for a telephone line left engineers totally in the dark. There was no
obvious way to calculate how many calls a company could cram on a
single telephone line at the same time. Just as bridge builders needed
to be able to understand and measure mass to figure out the capacity
of a bridge, engineers had to learn to understand and measure infor-
mation to figure out the capacity of a telephone line. Shannon was the
one who provided this basic understanding, and it had much greater
repercussions than merely helping Ma Bell.

When Shannon set out to answer the question of telephone
line capacity, he put together all the elements of mathematics and
engineering—the knowledge about the nature of questions and answers,
about machines, about Boolean logic, and about electrical circuits.
When he did, he created the third great revolution in physics in the
twentieth century: as did relativity and quantum theory, information
theory radically changed the way scientists look at the universe. But
Shannon’s information theory started off small and in familiar terri-
tory: in the realm of questions and answers.

Shannon’s first great insight came when he started thinking about
information as something that helps you answer a question: What is
the solution to this differential equation? What is the capital of Bur-
kina Faso? What are the component particles that make up the atom?
Without the proper information, you are unable to answer these ques-
tions. Perhaps, based on the limited knowledge—information—in
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your head, you can make a few uncertain guesses. But even if you don’t
know the answer right now, you can figure it out with great confidence
if someone sends you the proper information.

So far, this is quite abstract, so let’s take a concrete example. On
April 18, 1775, just before the outbreak of the American Revolution,
the Americans knew that British troops were about to make a move.
They knew that the British army, which was gathered in Bostox, was
likely to march north to Lexington, but there were two possible routes
that the army could take. The first way was simple but lengthy: the
army could march southwest from Boston through a narrow strip of
land and then veer north toward their target. The second route was
more logistically difficult, but quicker: the army could ferry across the
mouth of the Charles River and march immediately northward to
Lexington. The question was, Which route would the British take?

There were two possible answers to this question: by land ox by sea.
Patriots waiting on the north bank of the Charles River had n o infor-
mation about the British strategy, so they had no idea where to orga-
nize their defense. As soon as the British started to move, everybody in
Boston would immediately know the route that the redcoats would
take, but thatinformation would not be available to the minu-temen in
Lexington. Until somebody sent them the answer to the question—
the information about which way the British were march.ing—the
Americans couldn’t begin their defense.

Luckily, about a week earlier Paul Revere and a numbew of other
American patriots had set up a scheme for gathering and tra nsmitting
that information to the defending troops. As soon as the British would
begin to move, the sexton of the Old North Church in Bosto n—like all
other Boston citizens—could see which route the British were going
to take. The sexton would then climb the steeple of the church and
hang lamps to communicate the route to the Americans o the other
shore. One lamp would mean that the British were takineg the long,
landbound route; two lamps would mean that the British were ferry-
ing across in boats. One if by land, two if by sea.
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When two lamps appeared in the steeple that evening, the patriots
instantly knew the answer to the question. The information in that
message took away any uncertainty about the British plan; the patriots
‘knew, for certain, that the British were coming by ferry and that they
would arrive soon. (Of course, any lingering doubt was soon dispelled
by the clatter of Paul Revere riding through town, broadcasting it
directly.)

From Shannon’s point of view, this is a classic example of the
transmission of information. Before the message—before the lamps
were hung in the steeple—the recipients of the message, the American
patriots, could only guess, and any guess had a 50 percent chance of
being wrong. But once the lamps were hung, the message was broad-
cast, and information was transferred from the church’s sexton to the
American patriots. Two lamps answered the patriots’ question; there
was no longer any uncertainty about the route the British were taking.
Now they were 100 percent certain about which route the British army
would use. The message reduced the Americans’ uncertainty—in this
case, to zero—about the answer to the question, and that, to Shannon,
is the essence of information.

But the real power of Shannon’s view of information is that it gives
ameasure of how much information is transmitted in a given message.
He realized that a simple question like this—which has two possible
answers—was essentially a yes/no question. Are the British coming by
land or by sea? Are you male or female? Is the coin flip heads or tails? Is
a light on or off? All of these can be rephrased in simple yes/no terms.
Are the British coming by sea? Are you female? Is the coin flip heads? Is
the light on? In each case, a no answer still leaves no uncertainty about
the answer to the question. If the British aren’t coming by sea, they’re
coming by land. If you’re not female, you're male. If the coin isn’t
heads, it’s tails. If the light isn’t on, it’s off. Thus a yes/no question suf-
fices for each of these queries. And mathematics has a great way of
dealing with yes/no questions: Boolean logic.

Boolean logic deals in trues and falses, yeses and nos, ons and offs.
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The answer to any of these simple yes/no questions can be represented
by a single symbol from a matched set of two: Tvs. F; Yvs. N; 1 vs. 0. Take
your pick. (For the sake of consistency in this book, I will use 1 for a
“true/yes/on” answer and 0 for a “false/no/off” one.) Question: Are the
British coming by sea? Answer: 1. Question: Is Tony Blair female?
Answer: 0. A yes/no question can always be answered by a single sym-
bol that can take one of two values. This symbol is a binary digit, or bit.

The term bit first appeared in Shannon’s 1948 paper “A Mathemat-
ical Theory of Communication,” which set out the foundation of
what is now known as information theory.! In Shannon’s theory;, a bit
became the fundamental unit of information.

Answering a yes/no question requires one bit of information. You
need to set up abinary digit in the steeple of the Old North Church to
distinguish whether the redcoated Brits are coming by land or by sea;
a 0 meanslandand a 1 means sea. Transmit that digit in a message and
you answer the question. But it doesn’t matter at all what form this
message takes. It could be one lamp versus two lamps in the steeple, or
perhaps a red light versus a green light. It could be a flag on the left side
of the church versus a flag on the right side, or a rumble of a cannon
shot into the air versus the lighter crack of a volley of musketry fire.
Even though the media are all different, the information in the mes-
sage is the same. No matter what form the message takes, it ca_rries one
bit of information, allowing the American patriots to di stinguish
between the two possibilitie§ and answering the question of which
route the redcoats would take.

But what happens if the question is more complicated amd cannot
be answered with a simple yes or no? For example, what if tche British
could also take a train from Boston and wind up at the Lexi_ngton sta-

1. Shannon credits his Bell Labs colleague John Tukey with coining the word; thank-
fully, bit replaced the much uglier bigit, which was beginning to circulatze at the time.
Later wags would coin the terms byte for eight bits and nibble for four bites—half a byte.
(‘Tukey, incidentally, would be known for codeveloping one of the most inmportant algo-
rithms in computer science, the fast Fourier transform, but that’s anotlher story alto-
gether.)
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tion? Or if they could fly in, parachuting from eighteenth-century
hot-air balloons directly into the Massachusetts town? With four pos-
sibilities, no longer can a single bit of information completely answer
the question of how the redcoats are coming.

In this case, before the message is transmitted, the American patriots
have four possibilities to choose from, each of which is presumably
equally probable. The patriots could make a guess, but absent any infor-
mation they would only guess right 25 percent of the time. And the one-
bit message answering the question, “Are the British coming by sea?” will
only reveal the answer one-fourth of the time; a 0 answer to that
question—one light in the Old North Church—still leaves it ambiguous
whether the British are coming by land, train, or air. The message “not
sea” does not completely answer the question; one bit is not enough.

Paul Revere would have had to come up with a different scheme
to answer the question completely; he would have had to come up
with a way of transmitting more than one bit of information. For
example, he might hang up to four lamps in the steeple: one if by
land, two if by sea, three if by train, and four if by parachute. If there
were eight possibilities, he might hang up to eight lamps in the
church: one if by land, two if by sea, three if by train, four if by air,
five if by hovercraft, six if by spaceship, seven if by teleportation, and
eight if on the backs of a band of evil angels. That’s a lot of lamps to
cram into a steeple.

But if Revere were really smart, he could alter his scheme slightly to
reduce the number of lamps required. Instead of having up to four
lamps to distinguish among four possibilities, the message sender can
use only two. Attach a filter to each so that it glows either red or green
in the steeple and you can use them to tell you which way the British
are coming: red-red means by land; red—green means by sea;
green—red means by train; and green—green means by air. Two lights
that can be either red or green—two bits—completely answer a ques-
tion if there are four possible answers. You need two bits of informa-
tion to distinguish among four scenarios. Similarly, three red/green
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lights, three bits, can answer a question if there are eight possible
answers. You need three bits of information to distinguish among
eight possibilities.

The Old North
Church with one,
two, or three lamps

Red + Red <Greey
Red <Greepe Red
Red +Greep «Greevp

Greep « Red - Red

Greeps Red -Greep

Greep-Greep+ Red

GreepeGreey *Greeyp

1. RR (Bylapd) - RRR (Bylapd)
2. RG (By sea) . RRG (By sea)
3. GR (By train) . RGR (By traiy)
4.

1
2
3
. GG (By air) 4. RGG (By air)
k)
G
7
8

1. R (Bylapd)
G

2. (By sea)

. GRR (By povercsraft)
. GRG (By spacestoip)
. GGR (By teleportatiop)
. GGG (Oythebacksofa
band of evil aggols)
No matter how complicated a question is, no matter hhow many
(finite) possible answers a question might have, you can =nswer the
question with a series of bits, a series of answers to yes/no» questions.
For example, if T tell you that I am thinking of a number betcween 1 and
1000, you can figure it out by asking me only ten yes/no qu estions. Is it

bigger than 5002 No? Is it bigger than 250? No .. . and so £orth. By the
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tenth question, if you've asked your questions right, you’re guaranteed
to know the answer with 100 percent certainty.

If, at the beginning of the game, you simply guessed what number
I was thinking of, you would only have a 1/1000 shot—a 0.1 percent
chance—of being correct. But each yes/no question that I answer
about the number is giving you one bit of information, reducing your
uncertainty further. Is it bigger than 5002 No. This means that the
number must be somewhere in the range of 1 to 500; there are only
500 possibilities, not 1000. If you now were to guess at the number,
you would have a 1/500 chance of being right. Still not good odds, but
twice as good as before. Is it bigger than 2502 No. Now you know that
the number is in the range of 1 to 250; there are now only 250 possibil-
ities, and you have a 1/250 shot of being right if you guess. After three
questions, you have a 1/125 shot of guessing correctly; after seven
questions, about a 1 in 8 shot—about a 12 percent chance—of being
right. After ten questions, you know the answer with 100 percent cer-
tainty. Each yes/no question reduces your uncertainty about the answer
to the question of what number I am thinking of; each response to one
of your yes/no queries gives you one bit of information. Distinguish-
ing among 1000 possibilities requires only ten bits; with ten bits of
information, a string of ten 1s and Os, you can, with 100 percent cer-
tainty, answer a question with 1000 possible outcomes.

Shannon realized that a question with N possible outcomes can be
answered with a string of log N bits—you need only log N bits of
information to distinguish among N possibilities.2 So, to distinguish
between two outcomes, you need one bit; four outcomes, two bits;
eight outcomes, three bits; and so forth. This principle has enormous
power. I could tell you that I have picked out an atom somewhere in
the universe. Since there are only 1080 atoms in the universe, and
log 1080 is about 266, it would only take 266 properly chosen yes/no

2. In this case, the log symbol represents the logarithm base 2. That is, x = log N is the
solution to the equation N = 2x. Mathematicians often ignore the base of the loga-
rithm; see appendix A on logarithms to find out why.
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questions and 266 bits of information to figure out which atom I am
thinking of! :

However, information isn’t only about guessing numbers and
answering yes/no queries; it wouldn’t be terribly helpful if it were just
useful for winning games of twenty questions. Information—encoded
in 1s and Os and measured in bits—can be used to convey the answer
to any question, so long as that question has a finite answer. This is
true even for more open-ended questions, those that aren’t obviously
answerable by a set of yes/no questions, such as, What is the capital of
Burkina Faso? If you asked me that question, I would have to commu-
nicate the answer to you somehow, and it’s hard to imagine coming up
with a string of yes/no questions, a stream of bits, that yields the
answer, Ouagadougou. In fact, though, this is precisely how I'm
answering this question as I type this manuscript into my computer.
My word processor has encoded the stream of English letters that spell
out “Ouagadougou” into a series of bits, a set of 1s and 0s on my hard
drive. It does this by changing the symbols that make up the English
alphabet into 1s and Os—in essence, a series of answers of yes/no
questions that spell out “Ouagadougou” on my computer screen.
Since the English alphabet has only twenty-six characters, you theo-
retically need (a little less than) five bits to encode each letter. Since
“Ouagadougou” has eleven letters, then eleven strings of five bits each
would suffice to spell out the name—fifty-five bits completely answer
the question, What is the capital of Burkina Faso?* These bits are
stored on my hard drive, then transmitted to my editor in an c¢-mail.
My editor’s e-mail reader and word processor translate those bits
back into written language and print them in a format that you and
I can understand. It’s a tortuous journey, but fundamentally I have

3. Inactuality, computers tend to represent letters with more than five bits. One very
common scheme, ASCII, encodes each letter with a byte of informatio n—cight bits.
This is more than you need to encode the English alphabet, but it gives you room for
lowercase and capital letters, punctuation marks, foreign letters, and a nuxmber of other
useful symbols.
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answered the question, What is the capital of Burkina Faso? with a
stream of bits—answers to a set of yes/no questions—that, taken
together, give the correct answer.

Written language is just a stream of symbols, and symbols can be
written as a stream of bits. So any question that has an answer that can
be written in a language, any question that has a finite answer of any
sort, can be written as a stream of 1s and 0s. What’s more, Shannon
realized that any question whose solution can be expressed in a finite
way could be answered with a string of bits. In other words, any infor-
mation, any answer to any finite question, can be expressed in a series
of 1s and Os. Bits are the universal medium of information.

This is a stunning realization. If any information, any answer to
one of these questions, can be encoded as a string of bits, then it gives
you a way to measure how much information there is in a message.
What’s the minimum number of bits you need to encode the message?
Fifty bits? One hundred bits? One thousand bits? Well, that’s precisely
how much information the message contains. That’s the measure of
information in a message: how many bits you need to transmit it from
a sender to a receiver.

Shannon also saw that the reverse logic held as well. If you inter-
cept a message, if you grab a stream of symbols, such as letters of an
alphabet, you can estimate the maximum amount of information that
the stream can contain—even if you don’t know the nature of that
information. This leads to some rather creepy analyses. A typical
70,000-word book, such as this one, contains about 350,000 letters.
Each of these can be encoded in five bits, so all told, a book like this can
contain less than two million bits of information, and it usually con-
tains a lot less than that. (More on this shortly.) Two million bits is
about 0.25 percent of the capacity of a typical CD disk, or 0.04 percent
of the capacity of a DVD. So, in information-theoretic terms, this
book can carry as much information as about eleven seconds of the
latest Britney Spears album or two and a half seconds of the movie
Dumb and Dumber.
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Of course, this analysis doesn’t tell you how much information
these media actually carry—it tells you the maximum amount that
they can. It also doesn’t tell you the nature of that information. It takes
alot more information to tell a TV screen how to paint tens of pictures
per second or make a speaker warble in just the right way than it does
to arrange a string of squiggles on a piece of paper. Not all of the infor-
mation on a CD or a DVD is answering questions that are noticeable
by humans, but it is information nonetheless. Is pixel number 3140
black or deep, deep brown in frame number 12,331 of Dumb and
Dumber? Does Britney screech an E-flat for 3.214 or 3.215 seconds?
We might not notice, or care about, the answers to these questions, but
the CDs and DVDs answer them all the time, and that requires a lot of
information. That’s why a CD is required to store so much informa-
tion, and why a DVD can carry even more. By comparison, a book is
an information desert. Making matters even more depressing for a
book author, a stream of written characters in a human language car-
ries much less information than the maximum that a stream of
twenty-six symbols can.

Before exploring the information content of language, let”s return
to a very simple case: a string of binary digits. As we saw, each digit in
the stream can, potentially, carry one bit of information. But this isn’t
always the case. Imagine that someone sends you a string of 1000
bits—a message that could contain 1000 bits of information—perhaps
a paragraph’s worth of text encoded in binary. But when you get the
message, you are surprised to see: 1111111111. .. . Intuitivel-y, you can
see that this string doesn’t contain very much information at all, and
in fact, in information-theoretic terms it probably doesn’t, either.

I didn’t give you the whole string. In fact, I just gave yow ten of the
1s and you were able to deduce that the rest of this 1000-bit. string was
also made up of 1s. I gave you a mere 1 percent of the digits, and
you could, without thinking very hard at all, generate the remaining
99 percent. So, in a mere 10 bits, I was able to send youa the entire
message—and I could probably do it in fewer. If I said thee string was
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1111...0or11...oreven1...,you would have been able to figure out
what the entire message was. In other words, I’ve compressed a 1000-
digit message into a single binary digit; one bit was enough to tell you
what the whole message was. But if the message can be compressed
into a single bit, it must only be able to carry a single bit of informa-
tion or less.

Similarly, the message 010101 . . . can be compressed into about
two bits; it probably has at most two bits of information in it. And the
message 0110011001100110.. . has only about four bits, even though
the full string of 1000 digits can, in theory, contain much, much more
information. These strings are compressible if they are predictable.
You can come up with a few simple rules that will generate the entire
string of digits. And if a digit gets messed up in transmission—maybe
the 750th digit in the string 11111 .. . is a 0 rather than a 1—those
rules let you know that the 0 is probably an error. The rules that allow
you to generate the entire message from just a few bits allow you to
correct the string if someone makes a typo. The rules make the string
redundant.

So we’ve come full circle. The first chapter introduced information
as what is left when you remove all the redundancy from a string of
symbols. This chapter started with a formal definition of information
and redundancy followed from it—and though we haven’t formally
defined information-theoretic redundancy, it is precisely what the first
chapter was referring to. Redundancy is the extra stuff in a string of
symbols, the predictable part that allows you to fill in missing infor-
mation. Because of unwritten rules, patterns in the string of symbols,
we can ignore much of the message and even remove parts of it. In the
string 11111 . . ., we can get rid of nearly all of the digits and still
reconstruct the entire message. That’s because the message is simple
and highly redundant.

Computer scientists are well aware of the redundancy in a stream
of bits and bytes for two main reasons. The first is error correction.
Humans make mistakes when entering long strings of numbers, so
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credit cards, serial numbers, bar codes, and numerous other numbers
are padded with redundancy so that a computer will be able to detect
whether someone has made a data-entry error.4 But even more impor-
tant, like humans, computers aren’t infallible. CPUs (central process-
ing units) make errors when multiplying or adding; memory addresses
accidentally flip bits or fail completely; hard drives lose data. Comput-
ers need to be accurate despite these errors, so there is some redun-
dancy built in to computer protocols. A computer can use them to
detect and correct any errors that it makes. (Error correction is
absolutely crucial to the operation of computers.)

The second reason that computer scientists are aware of redun-
dancy is that computer files are nothing more than 1s and 0s written
in the magnetic coating on a hard drive or inscribed upon a similar
storage device, so by removing the redundancy and leaving the infor-
mation, engineers can compress a computer file to make it take up less
space on your disk. A text file on my hard drive—the initial chapter of
my first book, Zero—contains 581 words and takes up about 27,500
bits of space. After squashing it with a commercial compression pro-
gram, it takes up only about 14,000 bits and still contains thie same
amount of information.

It should come as no surprise that a text file can be drastically
squashed without losing information. We already looked at know En-
glish and other human languages have a great deal of redundancy
built into them. The unwritten rules behind grammar and spelling
and proper English usage all impart a great deal of redundancy into

4. In fact, look at the beginning of this book. On the page with the copyrigght informa-
tion, there is an ISBN, a code that has built-in redundancy; the last digit/letter is a check
to make sure that the others have been entered correctly. For the really curious and
geeky, here’s how the ISBN code works: ignore the check digit for the mon=ent—the last
one sct off by a dash—and then multiply the first digit by 10, the second Jigit by 9, and
so forth, until you’ve multiplied the ninth digit by 2. Add them all togeth er, divide that
sum by 11, and take the remainder. Subtract that remainder from 11 a=nd that’s your
check digit; in the case that your answer is 10, the check digit is the symbowsl X. Of course,
there’s also a bar code on the back, which also has a built-in check, but  that’s another
story.
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English; given an incomplete stream of English letters, we can often
complete the stream without too much effort. English letters are sym-
bols like any other, so written English—a stream of these symbols—is
no different in principle from a stream of 1s and Os. Like any highly
redundant string of symbols, English can be severely compressed
without losing any information.>

This compression is actually pretty severe. Even though you need
five bits to specify a character in a stream of text—more if you make
the distinction between uppercase and lowercase letters—it turns out
that each English letter carries only, on average, between one and two
bits of information.

One of the great victories of Shannon’s information theory is in
formally defining redundancy and figuring out precisely how much
information can be carried in a stream of symbols—redundant or
otherwise. This became Shannon’s famous channel capacity theorem.
It was originally intended to help engineers figure out how much stuff
could be sent over a communications channel (such as how many
phone calls a given telephone line can handle), but it wound up
changing forever the way scientists looked at information. This theo-
rem gets its power because Shannon analyzed information sources
with a surprising tool: entropy.

The central idea in Shannon’s information theory is entropy. Entropy
and information are closely tied to each other; entropy is, in fact, a
measure of information.

One of the central ideas that led to the channel capacity theorem was
Shannon’s derivation of a mathematical method for measuring infor-
mation. In 1948, he came up with a function that allowed him to analyze

5. It’s not only written language that’s redundant. Spoken language is also a stream of
symbols, though the symbols are auditory rather than written. The basic symbol of spo-
ken language is the phoneme rather than the letter, but once you take that into account,
the same analysis applies. One of the great strengths of Shannon’s theory is that it really
doesn’t matter how the information is conveyed; the mathematics stays the same.
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the information in a message or sent over a communications line in
terms of bits. In fact, Shannon’s function looked exactly the same as the
one Boltzmann used to analyze the entropy of a container full of gas.

At first, Shannon was uncertain what to call this function. “Infor-
mation,” he felt, was confusing because it already had too many con-
notations in English. So what should he name it? As Shannon told one
of his colleagues at Bell Labs:

I thought of calling it “information,” but the word was overly
used, so I decided to call it “uncertainty.” When I discussed it with
John von Neumann, he had a better idea. Von Neumann told me,
“You should call it entropy, for two reasons. In the first place your
uncertainty function has been used in statistical mechanics
under that name, so it already has a name. In the second place,
and more important, no one knows what entropy really is, so in a
debate you will always have the advantage.”

Indeed, the terms entropy and information are terribly confusing and
seemingly unrelated. How can information, the answer to a question, be
tied to entropy, the measure of the improbability of the arrangement of
stuff in a container? As it turns out, the two are much more tightly
bound than even Shannon suspected in 1948. Information is irxtimately
related to entropy and energy—the stuff of thermodynamics. L a sense,
thermodynamics is just a special case of information theory.

The function Shannon derived was, roughly speaking, a measure
of how unpredictable a string of bits is. The less predictabl ¢ it is, the
less able you are to generate the entire message from a smaller string of
bits—in other words, the less redundant it is. The less redundancy a
message has, the more information it can contain, so by measuring
this unpredictability, Shannon hoped to be able to get at thw e informa-
tion stored in a message.

6. Tribus and McIrvine, “Energy and Information,” 180.
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What’s the most unpredictable string of Os and 1s possible? In my
pocket, I've got a great unpredictable-bit-stream generator—a coin.
The flip of a coin is a completely random event, and random simply
means “unpredictable.” You've only got a 50 percent chance of guess-
ing what any given coin toss will be. Moreover, you can’t come up with
rules that find a pattern in the string of coin tosses because there is
no pattern. Here’s a random string of sixteen bits; I just flipped a
coin sixteen times and wrote down a 0 for heads and a 1 for tails:
1011000100001001. This is a random, patternless stream of bits.
There are no underlying rules that tell you what any given flip will
be—or that will even give you a better than 50 percent chance of
guessing what any given digit is. This is incompressible, and a
random-looking stream like this therefore tends to carry sixteen bits
of information; each symbol in the stream tends to carry one bit of
information.

At the other extreme, imagine that my coin is biased: it always, 100
percent of the time, comes up tails. If I were to generate a stream of
sixteen bits with it, it would look like 1111111111111111. This s eas-
ily predictable; you have a 100 percent chance of guessing what any
given flip of the coin or digit in the stream is. It is entirely redundant,
so it doesn’t carry any information; each symbol in this stream carries
no bits of information.

What about something in between? What if my coin is weighted so
that it comes up tails 75 percent of the time and heads 25 percent of
the time? Sixteen flips of such a coin might yield something like
0101011111111111. This is not entirely predictable, but since the
coin is biased, if someone asked you to guess what any given digit was,
you would be right roughly 75 percent of the time if you always
guessed 1. There is thus an underlying rule that helps you guess the
outcome of any given flip; therefore, a stream like this is somewhat
redundant, but not completely so—it can carry some information,
but probably not a full bit per digit.

The more random—the less predictable—a stream of symbols is,
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the less redundant it is, and the more information it tends to carry per
symbol. This is a seemingly paradoxical statement. How can some-
thing that is inherently random carry a message? Isn’t randomness the
opposite of purposeful information? Yes. But Shannon’s point is that
streams that look random—the ones that are the least predictable—
are the ones that are likely to carry the most information per symbol.
The nonrandom-looking ones, the predictable streams, are redundant
and therefore probably carry less information per symbol than the
random-looking ones do.

The reason I put weasel words like “tends to” and “probably” in the
above analyses of the information content of a stream of digits is that
I have been oversimplifying a little. This is a subtle point, but it is
important. Shannon’s analysis really is performed on the source of the
message—a computer sending out electronic signals or a cell phone
sending out voice data—rather than on an individual message itself. A
source of data, such as an idling computer, that uses the rule “All digits
you produce are 1s” to generate messages will always yield the message
“11111111 ... ” Every message from this source looks the sarne and
will contain no information whatsoever. But a source of data that has
no rules—in which 0Os and 1s are equally likely and indeperadent of
cach other—is inclined to produce “random-seeming” strings like
“10110001 ... Unlike the “always 1” source, which always produces
the same message with no bits of information per digit, this “xandom-
seeming” source can produce many, many different kinds of rmessages,
each of which has one bit of information per digit. But—and here’s
the tricky part—the “random-seeming” source may well produce the
message “11111111 .. ”; it’s very, very improbable, but it’s p» ossible.”

7. How can one message of “11111111 .. ” contain no information and @nother mes-
sage of 11111111, " contain lots of it? If the streams of digits are infinitezly long, then
there is absolutely no chance of a “random-seeming” source producing a xmessage of all
15, thanks to a mathematical law known as the law of large numbers. So i the infinitely
long message case, you can always distinguish a “random-seeming” so urce from an
“always 1” source by looking at a single message. In other words, there is- no difference
between the entropy/information content of a message and the entrop ~y/information
content of a message source. In the real world, though, messages are firmite, There is a
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That caveat aside, it makes perfect sense to talk about the informa-
tion content in a stream of digits, but if you are going to do so—if
you are going to measure the possible information stored in a set of
symbols—you have to come up with some gauge of the predictability,
the “random-seemingness” of that stream. Shannon came up with
one. If p is the probability of a 1 in a stream of Os and 1s, then the ran-
domness is related to logp. Logp should seem familiar—it featured
prominently in our analysis of the entropy of a container full of gas,
and it’s no coincidence that Shannon’s measure of randomness is pre-
cisely the same function as Boltzmann entropy.®

Remember that we derived Boltzmann entropy by tossing marbles
in a box. We then counted whether the marble wound up on the left
side or the right side. This is equivalent to a coin flip; each marble
landing in the box can land on the left or the right, just as a coin can
land as a heads or a tails. Boltzmann entropy is a measure of the prob-
ability of each outcome in the marble-tossing experiment. The most
probable ones, where about half the marbles land on the left and half
land on the right, have the highest entropy; the least probable ones,
where 100 percent of the marbles land on the left or 100 percent land
on the right, have the lowest entropy. And the ones between these
extremes, where, say, 75 percent of the marbles land on the left and 25
percent land on the right, have an intermediate entropy.

small probability that a “random-seeming” high-information source will produce a
message that looks nonrandom. It can even look like one produced by an “always 1” no-
information source. This probability is extremely small—in an eight-bit message, the
chance is less than 0.1 percent; in a sixteen-bit message, less than 0.0016 percent. In fact,
it’s just like tossing marbles in boxes. The probability of getting a message from a
“random-seeming” source that looks like it comes from a nonrandom source is similar
to the probability of having all or almost all of the marbles land on one side of the box.
It’s a possibility, but in reasonably large systems it’s so improbable that it can be ig-
nored. Therefore, in most cases—especially those where messages are sufficiently
large or where a stream represents a sufficiently large collection of messages—
the entropy/information content of a stream of digits is precisely the same as the
entropy/information capacity of the source of that message. The equivalence is statisti-
cal, just as the second law of thermodynamics is statistical.

8. For a full examination of the different entropy functions, and a deeper explanation
of the relationship between entropy and information, see appendix B.
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This is exactly the same thing that we have seen in streams of digits.
The case where 50 percent are 1s and 50 percent are Os seem the most
random, can carry the most information, and have the highest Shan-
non entropy. The case where 100 percent of the digits are 1s seems the
least random, can carry the least information, and has the lowest
Shannon entropy. An intermediate case, where 75 percent are 1s and
25 percent are Os, is somewhat random, carries some information, and
has a moderate Shannon entropy. (In fact, such a stream can carry
about 0.8 bits per symbol.) Entropy and information are twins.

When Shannon realized that the entropy of a stream of symbols
was related to the amount of information the stream tends to carry, he
suddenly had a tool to quantify the information and redundancy in a
message, which is, after all, what he set out to determine. He was able
to prove, mathematically, how much information can be transmitted
in any medium, via semaphore flags or smoke signals, by lamps in a
belfry or by telegraph. Or how much information can be carried upon
a copper telephone line. This is a surprising result: there is a funda-
mental limit to how much information you can transmit with a given
piece of equipment. He also figured out how to deal with noisy con-
nections between a sender and a receiver (noisy “channels”), and with
methods of transmission that were not made up of discrete symbols
but of continuous ones. His work led to the error-correcting codes
that allow computers to operate. Shannon also figured out how much
energy was required to transmit a bit from place to place under certain
conditions.

Shannon’s work opened up an entirely new field of scientific
knowledge: the theory of communications and of information. For
years, cryptographers had been trying to hide information and reduce
redundancy without knowing how to measure them; engineers had
been trying to design efficient ways of transmitting messages without
knowing the limits that Nature puts upon their efficiency. Shannon’s
information theory revolutionized cryptography, signals emgineering,
computer science, and a number of other fields. But if that were all
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that information theory did, it would scarcely be a revolution on the
scale of relativity and quantum mechanics. What gives information
theory its true power is its close tie to the physical world. Nature seems
to talk in terms of information, and only through information theory
could scientists understand the message it was sending.

Shannon himself didn’t concentrate on the tie between the abstract
world of information and the concrete world of thermodynamics.
Besides his work on information theory, Shannon did a mathematical
analysis of juggling and got interested in cybernetics, artificial intelli-
gence, and teaching computers to play games. Based upon discussions
with the artificial-intelligence guru Marvin Minsky, he actually built
what he called the “ultimate machine,” which perhaps represents what
will happen when machines learn to think.?

But other scientists were consumed by a question. Was Shannon
entropy truly related to thermodynamic entropy, or was the similarity
cosmetic? Just because Shannon entropy—the measure of information—
looks, mathematically, exactly the same as Boltzmann entropy—the
measure of disorder—it doesn’t necessarily mean that the two are
physically related. Lots of equations look the same and have little to do
with each other; mathematical coincidences abound in science. But in
fact, Shannon entropy is a thermodynamic entropy as well as an infor-
mation entropy. Information theory, the science of the manipula-
tion and transmission of bits, is very closely tied to thermodynamics,
the science of the manipulation and transfer of energy and entropy.

9. Arthur C. Clarke described Shannon’s “ultimate machine”: “Nothing could be sim-
pler. It is merely a small wooden casket, the size and shape of a cigar box, with a single
switch on one face. When you throw the switch, there is an angry, purposeful buzzing.
The lid slowly rises, and from beneath it emerges a hand. The hand reaches down, turns
the switch off and retreats into the box. With the finality of a closing coffin, the lid snaps
shut, the buzzing ceases and peace reigns once more. The psychological effect, if you do
not know what to expect, is devastating. There is something unspeakably sinister about
a machine that does nothing—absolutely nothing—except switch itself off.” Quoted in
Sloane and Wyner, “Biography of Claude Elwood Shannon.”
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In fact, information theory banished the most enduring paradox in
thermodynamics—Maxwell’s demon—once and for all.

Maxwell’s demon was such trouble because it seemed to punch a
hole in the second law of thermodynamics. The tiny, intelligent
demon-being—whether it be man or machine—seemed as if it could
exploit the random, statistical element in matter to decrease entropy
without any expenditure of energy. If this were true, even in principle,
the second law of thermodynamics had a loophole. As soon as some-
one figured out how to manufacture a demon, the world would be
supplied with endless amounts of energy, and the entropy of the uni-
verse wouldn’t change at all. Of course, the demon had to be stopped.

The first step to dispelling the demon came before Shannon for-
malized information theory, but it was related to information nonethe-
less. In 1929, the Hungarian-born physicist Leo Szilard analyzed a
modified version of Maxwell’s demon—instead of opening or closing
a shutter, the demon simply had to decide which side of a partition an
atom is on—but the physics underlying Szilard’s demon was precisely
the same as Maxwell’s. Through his detailed analysis, Szilard realized
that the act of measuring the position of the atom (or in the Maxwell
case, the speed of an incoming atom) must, in some way, increase the
entropy of the universe, counteracting the demon’s reduction of the
universe’s entropy. When a demon performs a measurement, he is get-
ting an answer to a question: Is the atom on the right side of the box or
the left side of the box? Is the atom hot or cold? Should I open a shut-
ter or not? So a measurement is an extraction of information from
the particle. That information does not come for free. S omething
about that information—ecither extracting it or processing it—would
increasc the entropy of the universe. In fact, Szilard calculated that the
“cost” of that information was a certain amount of useful energy—
more precisely, kT log 2 joules for every bit of information., where T'is
the temperature of the room that the demon is in and k 3s the same
constant that Boltzmann used in his entropy equation. Using that
uscful energy increases the entropy of the box. So the process of
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obtaining and acting upon that information increases the universe’s
entropy, counteracting the demon’s efforts to decrease the entropy of
the box by kT log 2 joules for every bit of information it obtains and
actsupon. .

In 1951, another physicist, Léon Brillouin, took the next step.
Inspired by Shannon’s theorems, he tried to figure out, more specifi-
cally, what the demon was doing that increased the entropy of the box.
Brillouin realized that a major obstacle was that the demon was blind.
The box is dark, and the demon wouldn’t be able to see the atoms, so
Brillouin gave the demon a flashlight to help illuminate the skittering
particles. The demon would shine the flashlight at an incoming par-
ticle, and when the beam reflected off the atom, the demon would act
upon the information it received and decide whether to open or close
the shutter. Brillouin calculated that the act of bouncing light off an
atom, detecting the reflected light, and acting upon that information
would increase the entropy of the box at least as much as the demon
could decrease it. More important, because the process.of extracting
and acting upon Shannon-like information to answer a question
about an incoming atom—Is it hot or cold?—increased the thermo-
dynamic entropy of the box, Brillouin concluded that thermody-
namic entropy and Shannon entropy were directly related. You could
use the language of information theory instead of the language of
thermodynamics to analyze the behavior of a box full of gas.

The laws of information theory provide a slightly different perspec-
tive from that of the laws of thermodynamics. For example, take a box
full of gas. In thermodynamics language, we can apply energy (by run-
ning that same air conditioner or employing Maxwell’s demon) to sepa-
rate the hot molecules from the cold molecules, reducing the box’s
entropy and making one side of the box hot and the other side cold. After
we stop applying energy, though, the box quickly returns to equilibrium.
The entropy of the box increases again until the system is in equilibrium.

Using the language of information instead of that of thermody-
namics, the exchange seems a little different. At the beginning, the box
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is in a state of equilibrium. We can apply energy (again, by running the
air conditioner or employing Maxwell’s demon) to gather and process
information about the molecules in the box. That processing changes
the information stored within that box. Maxwell’s demon, according
to Brillouin, was transferring information to the container, separating
hot from cold molecules.!® Once you stop applying energy, though,
that stored information leaks out into the environment—for Nature,
it seemis, attempts to dissipate stored information just as it attempts to
increase entropy; the two ideas are exactly the same.

It seems obvious, but not everyone agreed at the time. A number of
scientists and philosophers of science objected to Brillouin’s argu-
ment and the link between information and thermodynamic entropy.
They argued that the similarity between the two entropy formulas was
coincidental and that the two weren’t related, and those obj ections
continue to this day. And in fact, with clever measurement schemes,
you can detect an atom with arbitrarily little entropy production and
energy consumption. However, a powerful argument forged an even
tighter link between thermodynamics and information theory, and
putan end to Maxwell’s demon.

The insight came from an unexpected quarter: computer science.
Recall that in the 1930s, Alan Turing, the soon-to-be Enigrma code-
breaker, proved that a simple machine that could make a mark on a
tape, erase a mark on a tape, and move the tape around was able to do
anything that any computer could conceivably do.!" If you think of a
mark on a tape as a 1 and an erased portion of a tape as a O, you can
recast Turing’s proof in another way: you can do anything any com-
puter can do by storing, manipulating, and erasing bits. Si.nce Shan-
non proved that bits are the fundamental units of information,

10. Brillouin’s notation—that the higher a system’s entropy, the lower the & nformation it
contains—seems to be the reverse of what 1 implied in the marbles-in-a-b ox derivation.
In truth, the two are the same; see appendix B for an explanation.

11. Aswe shall see in a later chapter, we're talking about “classical” comp -uters here, not
quantum computers.



Information 81

processing information was nothing more than manipulating bits,
something that the Turing machine was designed to do. Conversely, a
computer was nothing more than an information-processing machine,
and in processing information it became subject to the laws that Shan-
non set out. Manipulating, processing, and transmitting information
was linked to the consumption and production of energy and entropy;
manipulating energy and entropy was the essential function of an
information-processing machine, such as a Turing machine, a com-
puter, or a brain. The ideas were intimately linked—understand the
relationship among entropy, energy, and information and you might
begin to understand how computers and humans think. So, in the
wake of Shannon’s discoveries, scientists set out to determine how
much energy and entropy a computer consumed or produced when
carrying out its manipulation, as a first step to understanding how
computers and brains worked.

In 1961, the physicist Rolf Landauer came up with a surprising
answer to how a computer (or a brain) uses energy to do its informa-
tion processing (or thinking). It turns out that you can add bits with-
out consuming energy or increasing the energy of the universe. You
can multiply bits. You can negate them. But one action in a computer
generates heat, which then dissipates into the environment, increasing
the entropy of the universe. That action is erasing a bit. Erasure is the
action in a computer’s memory that costs energy.

Landauer’s principle, as it came to be known, is rather counterin-
tuitive, but it comes from solid physical principles. Instead of a silicon
chip, let’s use a two-meter-long pool table as our computer’s memory.
A half-kilogram billiard ball will be our bit; if it’s at the left cushion of
the table, the ball represents a 0; if it’s at the right, it’sa 1. We cando a
simple operation on this bit in memory. The only rule is that there can
be only a single recipe for an operation, and this single recipe must
work no matter whether the ball is on the left or on the right. The
instruction set must be symmetric: we can’t give a 0 ball a different
recipe to follow than we give to a 1 ball.
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Storinga 1 and a 0 on a pool table

As an example, let’s take the operation “negate”: if the memory has
a 0 in it, change it to a 1; if it has a 1, then change it to a 0. This is a
pretty easy thing to do with our pool table memory. Here’s the recipe:
give the billiard ball one joule of energy so that it moves to the right at
two meters per second. One second later, stop the ball and recl aim that
one joule of energy. This is a single set of instructions, and it wrorks for
both of our billiard balls.

If our memory starts out as a 0, the pool ball at the left cushion
moves to the right at two meters a second. Exactly one secon d later, it
hits the cushion—and at that very moment we stop the ball, tal<ing away
its energy. The 0 has become a 1. On the other hand, if our 1nemofy
starts out as a 1, the ball starts off at the right cushion. It startzs moving
right at two meters a second but is immediately reflected off th- e cushion
and moves left at two meters a second. Precisely one second laater, when
we remove its energy, it has moved across the table and is tocaching the
left cushion. The 1 has become a 0. ldeally, with a perfect_ table, no
energy is lost. In both cases, we reclaim the joule that we have putin; we
have negated our memory without consuming or dissipating . energy.
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Negating a 1 and a 0 on the pool table (reclaiming the energy by hand)

Now let’s come up with a recipe for erasing our pool table memory.
No matter whether we start off with a 1 or a 0 stored in memory, we
want to end up with a 0, the billiard ball sitting at the left cushion. This
is not so easy. We can’t use the negate trick we used before; it works if
we start off with a 1 in memory, but it fails if we start off with a 0. And
since we’re only allowed to write a single set of instructions that
applies for both balls, we can’t say, “negate if the ball is on the right but
do nothing if the ball is on the left”—that would be giving a different
instruction to each ball.

But there is a way to do it with a single instruction. We have to
modify the pool table slightly. Let’s put a piece of energy-absorbing
plush velvet on the left cushion; when- a ball smacks into it, the velvet
absorbs all the energy and brings the ball to a halt. Now, let’s do the
negate trick as before, but leave off the last instruction to reabsorb the
energy one second later; all we do is give the ball a knock, putting one
joule of energy into it and making it roll to the right.

If the ball starts off at the right cushion, if the memoryisa 1, it will
hit the right cushion immediately and roll to the left. One second later,
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it hits the piece of velvet on the left cushion, dissipating the ball’s
energy and bringing it to a halt at the left cushion. After two seconds,
the ball hasn’t moved; it is still a 0. Our recipe has turned a 1 into a 0,
so we know it works when we start off with a 1. But what about when
we start off with a 0, with a ball at the left cushion? Well, a ball on the
left will immediately start rolling to the right because of the energy we
put in. One second later, it hits the right cushion, bounces off, and
starts rolling to the left again. One second later, it hits the piece of vel-
vet. The energy dissipates, and the ball comes to a halt at the left cush-
ion. The 0 flips back and forth but winds up as a 0 two seconds
later—and stays that way. Our recipe works for a 0 as well as for a 1.
But it comes with a cost. Energy.

Erasinga 1 and a 0 on the pool table

With the negate command, we put in a joule of energy atx the begin-
ning of the recipe and we retrieved a joule of energy at the end; no
energy was spent in changing a 0 to a 1 and vice versa. ( The negate
recipe even works with the modified, vélveted pool tal>le. We can
retrieve the energy at the very moment a ball begins to to-wich the vel-



Information 85

vet, before any energy is lost.) But with the “erase” command, setting
everything to 0, we have to let the velvet bring the balls to a halt. The
velvet acts as a brake; it takes the joule of energy from the ball—
whether it started off on the left or on the right—and dissipates that
joule of energy into the environment in the form of heat. That’s what
brakes do. We have no choice but to use a mechanism like this; we can’t
put a “retrieve energy” into our instruction set for erasure, because
that energy retrieval makes us unable to have both balls wind up at the
left cushion at the end of the recipe. Only by adding the strip of velvet,
only by giving up on retrieving the energy we put in, can we execute an
erase command that is valid when our memory starts out with either a
0 or a 1. Erasing memory causes heat to flow into the environment.
This is Landauer’s principle.

The act of erasing a bit in memory releases heat, which dissipates
into the environment. As soon as that energy dissipates, it increases
the universe’s entropy just as surely as if a small gobbet of helium were
to dissipate throughout a container. The processing of information is
a thermodynamic process—and vice versa. Deeper still, the crux of
Landauer’s principle, the idea that erasure increases the entropy of the
universe, is that erasure is an irreversible operation. If you take a bit in
memory and erase it, letting the heat dissipate away, there is no way to
recover that bit. This is different from an operation like negation,
which can easily be reversed by a second negation, or like addition,
which can be reversed by subtraction. Reversible operations don’t
increase the entropy of the universe; irreversible ones do. The entropic
arrow of time applies to the manipulation of bits just as it does to the
motion of atoms. You are unable to reverse a film of an irreversible
process—informational or physical—when the entropy of the uni-
verse has changed.

In 1982, the IBM physicist Charles Bennett took the final step that
would dispel Maxwell’s demon forever. If you put a demon inside a
box and gave it instructions to make one side of the box hot and the
other cold, the demon would be making decisions about whether or
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not to open or close a shutter; it would be making binary decisions
that help it achieve the goal of reversing entropy in the box. The
demon would be, at heart, an information-processing machine—a
computer—programmed with the instructions you gave it. And since
a Turing machine can do whatever any computer can do, you can have
a Turing machine act as the demon. The Turing machine will have to
measure the speed of an atom somehow, write a bit on tape that
records the result of that measurement, and then execute a program
that uses that bit in memory to decide whether or not to open or close
the shutter. But the act of writing that bit implicitly requires that you
erase the memory position where you are writing to get rid of the data
from the previous measurement. Even if you have lots of memory
available—and you can switch to a fresh, unused section of memory
for each new atom—you will run out of memory sometime unless
you've got an infinite amount of it. Since there are a finite number of
particles in the universe, you can’t have infinite memory; the demon
will run out of tape sometime and will eventually have to erase mem-
ory to clear up room for new measurements. For a while, the demon
can run, filling up its memory with information, but as soon as it runs
out of tape, it produces more entropy by liberating heat into the uni-
verse than it removes by separating hot atoms from cold atoms in its
box. Bennett proved that the demon always has to reduce entropy in
the container at a cost: a cost of memory, and then at the cost of rais-
ing the entropy of the universe. There was no free ride, no perpetual
motion machine. Maxwell’s demon was dead at the age of 111.

The greatest thermodynamic paradox was, in truth, a paradox
about the manipulation of bits of information. Shannon didn’t set out
to solve the paradox of Maxwell’s demon or to figure out the power
consumption of a Turing machine, but the connections among ther-
modynamics, computers, and information were much stronger than
Shannon imagined when he founded the discipline of information
theory.

It was much deeper than even Brillouin, who vociferously argued
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that the Shannon and Boltzmann entropies were closely related, could
know. As Landauer wrote in 1996,

Information is not a disembodied abstract entity; it is always tied
to a physical representation. It is represented by an engraving on
a stone tablet, a spin, a charge, a hole in a punched card, a mark
on paper, or some other equivalent. This ties the handling of
information to all the possibilities and restrictions of our real
physical world, its laws of physics and its storehouse of available
parts.?

The laws of information had already solved the paradoxes of thermo-
dynamics; in fact, information theory consumed thermodynamics.
The problems in thermodynamics can be solved by recognizing that
thermodynamics is, in truth, a special case of information theory.
Now that we see that information is physical, by studying the laws of
information we can figure out the laws of the universe. And just as all
matter and energy is subject to the laws of thermodynamics, all matter
and energy is subject to the laws of information. Including us.

Though living beings seem as if they are inherently different from
computers and boxes of gas, the laws of information theory still apply.
We human beings store information in our brains and our genes just
as a computers store information in their hard drives, and in fact, it
seems that the act of living can be seen as the act of replicating and
preserving information despite Nature’s attempts to dissipate and
destroy it. Information theory is revealing the answer to the age-old
question, What is life? That answer is quite disturbing.

12. Quoted in Leff and Rex, eds., Maxwell’s Demon 2, 335.
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LIFE

Instead of asking which came first, the chicken or the egg, it suddenly
seemed that a chicken was an egg’s idea for getting more eggs.

—Marshall McLuhan,
Understanding Media

I n 1943, in the midst of World War II, an eminent physicist, Erwin
Schrodinger, presented a series of lectures at Trinity College in
Dublin. Schrédinger was famous for deriving the fundamental laws of
the quantum realm. You've probably heard of Schrédinger’s cat, which
is a seeming paradox based upon the difference between the quantum
laws of the subatomic realm and the classical laws of the every-
day world. However, the subject of Schrodinger’s lectures wasn’t the
weirdness of quantum mechanics, nor was it the behavior <of nuclear
matter, a topic already of great interest to scientists at Los Alamos,
New Mexico. Schrodinger, the physicist, lectured upon a swibject that
seemed far removed from the quantum physics that made his name.
He talked about answering the fundamental question of biology:
What is life?

What makes a rat or a bacterium different from a rock &r a drop of
water? Despite millennia of trying, philosophers and sciermtists failed,
over and over again, to come up with a satisfying answem. In his lec-
tures, Schrodinger tried to tackle the question because he saw a deep

88



Life 89

connection between the seemingly unrelated fields of quantum the-
ory and the philosophy of the nature of life. The terminology hadn’t
been invented yet—Shannon’s theory was half a decade away—but
Schrédinger sensed that this connection had to do with what would be
known as information.

Looking -at it from a physicist’s perspective, a living organism,
Schrédinger noticed, is continuously fighting off decay. It maintains
its internal order despite a universe that is always increasing in
entropy. By eating food, by consuming energy that ultimately comes
from the sun, the organism is able to keep itself far from equilibrium:
from death. And though Schrédinger didn’t use the phrasing that
information theorists use—he was speaking before information the-
ory was born, after all—he explained that life was a delicate dance of
energy, entropy, and information. He, like all other scientists of the
day, didn’t know what this information was or where it resided, but he
sensed that the essential function of living beings is the consumption,
processing, preservation, and duplication of information.

This information of life is much more than what is responsible for
consciousness and the information that is being crunched in our
brains. Information is responsible for all life on Earth. The laws of
information guide every living creature, down to the lowliest bacteria
and to the smallest living particles in the world. Every cell in our bod-
ies is packed with information. We eat so that we can process that
information. And our whole being is co-opted to transmit informa-
tion from generation to generation. We are slaves to the information
inside us.

If we are to understand what life is and how it came to be, we must
understand what that information is telling us. Shannon’s theory
tells us how to measure and manipulate that information—and what
laws that information must obey when stored within a living body.
Shannon’s information theory made the question of life a ques-
tion for. physicists as much as it is for biologists, philosophers, and
theologians.
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When Schrodinger gave his lectures in Dublin in 1943, scientists
didn’t know all that much about the genetic code. It was a full decade
before James Watson and Francis Crick discovered the double-helix
structure of DNA. Biologists knew that traits were passed down from
generation to generation. They knew that traits were somehow encoded
in units known as genes, and that something in the cells, some sort of
molecule, was somehow responsible for these genes. Biologists and
physicists knew roughly where these molecules were, and roughly how
big they were.

Most scientists of the day—Schrodinger included—thought that
proteins were the molecules in question, the carriers of genetic infor-
mation. They were wrong. Biologists and physicists now know that
DNA, deoxyribonucleic acid, is the once-mysterious molecule that
carries the genetic code. It is a molecule whose purpose is to store
information, protect it from dissipation, and duplicate it when neces-
sary. But Schrodinger’s talks were about the message, not the rmedium,
and about that he was correct. And though Schrédinger was forced to
talk about the genetic code in terms of the dots and dashes ©of Morse
code, we can talk of it in terms of information.

Even though Schrédinger was confused about what molecule
stores the information in our cells, and even though he didn’t have
information-theoretic language with which to couch his tallx, the core
of his message—bafflement—is still valid. For Schrodinger- was hav-
ing difficulty understanding the amazing permanence and resilience
of the information stored in our cells. Even though it is duplicated
over and over, passed down from generation to generation, this infor-
mation changes very little over time. The information is preserved,
kept safe from dissipation.

This is not the way Nature usually behaves. Entropw naturally
increases in a system that is left to its own devices. A box of gas quickly

settles into equilibrium. Information tends to dissipate; st .ored infor-
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mation eventually diffuses throughout the universe. Information
spreads out, especially in big, complex, warm systems like living crea-
tures. And once a creature dies, it immediately begins to decay; its
flesh falls apart and so do the molecules that make up that flesh. With
them, the creature’s genetic code is, over time, scattered to the winds.
Somehow, being alive allows living beings to preserve their informa-
tion, seemingly flouting entropy for a short time. Once a creature dies,
though, that ability is lost forever, and entropy wins as the creature’s
information is scattered.

Scientists now know a lot more than Schrédinger did. In 1953,
Watson and Crick showed that our genetic code is inscribed upon
long, stringy, double-stranded DNA molecules. The most important
part of the molecule, information-wise, is where the two strands join
together in the middle. It is there that each strand contains its mes-
sage. This message is not written in binary code; it is not a code of Os
and 1s or Ts and Fs. It is a quaternary code, a code that has four sym-
bols. Each symbol is one of four chemicals, or bases: adenine, thymine,
cytosine, and guanine. If you were a molecular-size creature and you
rappelled down one strand of DNA, you would see a sequence of these
chemicals in a well-defined order, say, ATGGCGGAG. Attached to this
strand, base touching base, you would see another strand equal and
opposite to the first.

Adenine and thymine are chemicals that complement and bind to
each other; cytosine and guanine are also complementary and bind
together. The other strand, which, in fact, runs in the opposite direc-
tion to the first, replaces each chemical in the first strand with its com-
plement. So, in our example, the complimentary, antisense strand
has the sequence TACCGCCTC, which binds nicely to the sequence
ATGGCGGAG like so:
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Since the two strands can be separated from each other, the DNA mol-
ecule effectively has two copies of the same information. Information
is the proper word to use, because, in fact, DNA is storing information
in the Shannon sense. Shannon’s theory applies to any string of sym-
bols, and like any other symbols, DNA’s quaternary code can be
reduced to a string of bits, of Os and 1s—two bits for each chemical.
(For example, we can represent A, T, C, and G by 00, 11, 01, and 10
respectively.) As important as it is for life, from an information theo-
rist’s point of view DNA is no different from any other medium that
can store information. If you can figure out how to manipulate the
information on a strand of DNA, you can use it as the “tape” in a Tur-
ing machine; if you have the ability to read and write to DNA strands,
you can turn it into a computer. In fact, this has been dorie many
times.

For example, in 2000, Laura Landweber, a biologist at Princeton,
created a “DNA computer” that solved a famous computex-science
puzzle known as the knight problem. Given a chessboard of a certain
size—in Landweber’s case three squares by three squares—what are
all the possible ways you can put chess knights (which move in an
L-shaped pattern) on the board and yet have them unable to attack
cach other?

Landweber exploited a number of tools that biologists had cre-
ated over the years to manipulate DNA and a related information-
containing molecule known as RNA (ribonucleic acid). Scientists had
developed procedures—using enzymes and chemicals—for reading
the code inscribed on DNA molecules, for writing any desired set of
symbols on a given strand of DNA, and for duplicating tha t informa-
tion manyfold. They also had the ability to cleave and des troy mole-
cules that contained an unwanted sequence of symbols. T hese are all
operations that manipulate information. In fact, these operations are
enough to create a primitive computer out of DNA.

Landweber did it with a “brute force” approach. First, she synthe-
sized eighteen different stretches of DNA, each consistirmg of fifteen
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base pairs. Each stretch represented a bit for a particular space—a
“knight” or a “blank,” a 1 or a 0, for each of the nine positions on the
board. (For instance, CTCTTACTCAATTCT meant that the upper-left
corner is blank.) She then created a “library” of millions of DNA
strands representing all possible configurations of the board—that is,
every possible permutation of knights and blanks. Landweber then
methodically eliminated the permutations in which one knight could
capture another, mincing all the non-solution-bearing molecules
with cleavage enzymes.!

The procedure was equivalent to a series of logical operations on a
computer. After taking clumps of DNA goop, writing information
onto them, and manipulating the information on the molecules in
such a way that the DNA executed a logical program, Landweber had a
beakerful of DNA strands that held solutions to the knight problem,
just as surely as a computer that had executed the logic would have
held an answer in its memory bank. When she read out and deci-
phered the code of forty-three of those strands—the equivalent of
asking the computer to print the contents of its memory bank—she
discovered that forty-two held valid solutions to the problem. (One
had an incorrect solution: a mutation.) Landweber had executed a
computer algorithm on a strand of DNA.

By Nature’s standards, though, Landweber’s methods were very crude

1. The enzymatic algorithm was easy to perform because the knight problem can be
reduced to a set of simple logical statements. One statement might be: “Either the
upper-left corner is blank, or the two squares that a knight threatens from that position
must be blank.” To satisfy that statement, Landweber split the library into two. Into one
jug she poured an enzyme that targeted the sequence that meant “there is a knight in the
upper-left corner.” To the other jug she added two enzymes that targeted the sequence
that signaled the presence of a knight in the two threatened positions. After the broken
fragments were all weeded out, neither jug contained a strand that included sequences
that had both a knight in the upper-left corner and a knight in one of the two squares
threatened from that position. And then Landweber combined the jugs; there was no
sequence in the library that had a knight in the upper-left corner and a knight in one of
the positions that the knight threatened. She then repeated the procedure for all the
squares—either there’s no knight in square 1 or there’s no knight in squares 6 and 8;
either there’s no knight in square 2 or there’s no knight in squares 7 and 9; and so forth.
After all the splitting, cleaving, and combining, no strands were left where one knight
threatened another.
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and clumsy; her toolbox only had a small number of ways she could
manipulate the information on DNA. She could force information-
containing molecules to reproduce; she could cleave them in two and
destroy them; she could write a particular code onto a strand of DNA
from scratch. But she couldn’t do other basic functions that a Turing
machine should be able to do. For example, while she could build a
code from scratch, once it was written she couldn’t edit it—she
couldn’t pull out, say, a C from a strand and replace it with an A. She
could not correct informational errors—mutations—that occurred
during processing.

Nature has tools to do all of these things. Enzymes—proteins in
the cell—continually monitor DNA molecules, looking for mutations
and editing them out. Each cell in our body is home to thousands of
these proteins, which manipulate the information in our DNA—
duplicating it, writing to it, reading from it, editing it, transfer ring it to
other media, and executing instructions written upon it. And the
instructions for making and regulating these proteins is enncoded in
DNA as well. In a sense, at the heart of each of our cells is a computer
that runs off of the instructions contained on the DNA molecule. Yet,
if a computer is ticking away in each of our cells, running om the pro-
gram stored in our DNA, what does that program do?

There’s a huge effort to decipher genetic code of all sorts of
organisms—to read out the details of these computer proggrams. But
even without knowing the exact details of all of these programs, many
evolutionary biologists already suspect that all the program s are doing
precisely the same thing. They are executing one simple cornmand.

Reproduce. Duplicate your information.

Sure, the programs go about this task in very differen_t ways, but
the goal is always the same. Reproduction. All else is descoration—
decoration that helps the program achieve its ultimate goal. Bodies—
and their arms and legs and heads and brains and eyes an .d fangs and
wings and leaves and cilia—are just packaging for the information

contained in an organism’s genes, packaging that makes itz more likely
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that the information contained in the packaging will get a chance to
replicate itself.

This is an incredibly reductivist way of viewing living creatures. It
is probably different from what you learned in biology class, where
evolution is portrayed as individuals trying to reproduce—where the
fittest organisms survive, and the genes’ function is to make their
organisms fitter. Not all scientists view genetics in quite this way, but
many biologists argue that an organism’s genes, the information in its
cells, are not “trying” to make a fitter organism: they are simply trying
to duplicate themselves.

It’s a subtle point. It is not the individual that is driving reproduc-
tion; it is the information in the individual. The information in an
organism has a goal of replicating itself. While the organism’s bodyis a
by-product, a tool for attaining that goal, it is just the vehicle for car-
rying the information around, sheltering it, and helping the informa-
tion reproduce. That the organism reproduces is just a by-product of
the information’s duplicating itself . . . sometimes.

An organism’s information can sometimes reproduce itself with-
out having its vehicle organism reproduce. Consider ants, for exam-
ple. In a typical ant colony, only one organism is fertile—the queen.
Only she is reproducing; only she is laying eggs. All the other thou-
sands upon thousands of ants in the colony are (more or less) sterile
and unable to reproduce. Yet these sterile ants tend the queen’s eggs
and rear them to adulthood. Even though they are not the parents of
the eggs, they care for the queen’s brood.

Almost none of the organisms in this colony will ever produce
young. They give up their reproductive ability and are completely
subjugated to rear another individual’s young. Yet the information
inscribed on their genes instructs them to obey the queen and forfeit
their hopes of reproduction. If, in fact, the individual is in control, if the
individual is what’s trying to reproduce, this strategy makes no sense.
But if the information in the organism is in control and is the entity try-
ing to reproduce, the sterile ant’s behavior begins to look rational.
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If you are a worker ant in the colony, your mother is the queen, and
your mother’s genes contain almost all of your genetic material—
including the “obey the queen” gene.2 All of her brood—your sisters—
also have the “obey the queen” gene in their DNA. So, by following the
instructions in the program, by obeying the queen and tending the
brood, a sterile worker ant is helping the “obey the queen” gene flour-
ish. From the individual’s point of view, the individual has failed to
reproduce, but from the “obey the queen” gene’s point of view, the gene
has succeeded: it gets to reproduce itself, even though most of the indi-
viduals that carry it don’t. So, sterility makes perfect sense for the
information in the ant’s genes, even if it doesn’t make sense for each
individual ant.

This is an example of how effects that the genes have on theeir vehi-
cle organisms aren’t “intended” to make the organism fitter. A sterile
ant is less fit,in a Darwinian sense, than one that isn’t. However, genes
often do have that effect. Genes for poison and fangs probably help the
rattlesnake pass on the genes for poison and fangs; by having a benefi-
cial effect on their hosts, these genes increase the likelihood that the
host organism—and the information it contains—reproduces. But
not all genes have a beneficial effect on their host organism. Some
genes are downright harmful—more harmful even than ster ility—yet
they, like other genes, are trying to replicate themselves.

There is a gene that sometimes shows up in mice known as the ¢
gene. The t gene has no apparent beneficial effect; in fact, it is often
fatal. If a mouse happens to have two copies of ¢ in its ge netic pro-
gramming, the mouse dies or is unable to reproduce. But if a mouse
has a single copy of t, nothing happens—well, not quite nothing.

2. The “obey the queen” gene is a convenient fiction. With many traits axad behaviors,
such as “obey the queen,” no single, individual gene can be pinpointed as the cause.
They are the products of complex interactions of instructions in the genetic code
together with cues from the environment. Nevertheless, the overall argunaent I'm mak-
ing remains the same, whether the program is a simple, single gene or s mething con-
siderably more complex. Thus, I will refer to things like an “obey the que en” gene, even
though the behaviors and traits I talk about are seldom controlled by som.ething so sim-
ple as a single gene.
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The t gene has a peculiar property: it is really good at getting itself
replicated. Somehow, during the cell divisions that lead to the produc-
tion of sperm, the ¢ gene pushes to the front of the line and gets itself
into almost all of the mouse’s sperm. Ordinary mouse genes tend to
wind up in 50 percent of mouse sperm cells, but the # gene manages to
make it into 95 percent of the sperm. The  gene is a chunk of infor-
mation that is particularly good at reproducing itself, and it does it
with abandon.

If a mutation creates a f gene in a male mouse, the ¢ gene replicates
itself over and over as the mouse and his progeny reproduce. It winds
up in the mouse’s children. And his children’s children. And his chil-
dren’s children’s children. The ¢ gene quickly runs rampant through
the mouse’s family and then through the entire mouse population.
But as the ¢ gene executes its program over and over again, it begins to
destroy the mouse population that carries its information. The gene
rapidly becomes ubiquitous in a mouse population, so after a few gen-
erations two mouse parents are probably going to have the gene. This
means that it is very likely that their offspring will have two copies of
the r gene and die. According to the biologist Richard Dawkins, there is
evidence that the ¢ gene has even caused populations of mice to go
extinct.?

All the ¢ gene “cared about” was replicating itself, even though exe-
cuting its “replicate yourself!” program was harmful to the organisms
that carried that information. In the long run, the ¢ gene wipes out the
population of mice—and itself—but the gene is unable to stop run-
ning its program or to temper its inexorable drive to reproduce, repro-
duce, reproduce. The t gene is truly selfish; it replicates itself despite
the great peril it causes for its host organism.

In a sense, the genes are constantly battling with one another, try-
ing to get themselves reproduced. But this battle is a complex one;

3. Dawkins tells the story of the ¢ gene (as well asa number of other reasons for believing
that organisms should be considered the vehicles for the information inside them) in
his famous book The Selfish Gene.
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often collaboration has better results than competition. Many genes
have adopted a “strategy” of cooperating with one another. Genes for
fangs and poison tend to be associated with genes that allow the
organism to digest another animal; you seldom see an herbivore
armed with an offensive weapon like a poison bite. Though the infor--
mation for fangs and the information for a carnivore’s digestion are
unaware of each other’s presence, they each enhance the other’s
chance of reproduction if they are present together. Hence, the two
genes “cooperate” with each other. (Of course, genes aren’t conscious
entities, so they can’t really “cooperate” or “fight” or “intennd.” But
since these programs do have a “goal” of sorts—reproduction—and
various different means of attaining the program’s goal—by giving a
host organism poison fangs or by ensuring its transmission in sperm—
anthropomorphizing a gene is a shorthand way of describing the
types of interactions that different genes can have with each other
when executing their programs.)

But not all genes cooperate. The ¢ gene, for example, recluces the
viability of the host organism, the mouse, reducing the chances for all
the genes in the mouse to reproduce. Inside every organism there’s a
complex battle between genes as they each try to get themsel ves repli-
cated, and from the gene’s point of view an organism is just: a vehicle
that allows the gene to achieve its goal. Indeed, to the information
inside us, the vehicles might be disposable; many genes eventually
abandon their original vehicle for another, more converaient one.
Many genes in modern-day creatures are merely hitchh ikers that
organisms have picked up along the way.

Nestled in one of our chromosomes—one of the tw<enty-three
pairs of genetic-information packages in the nuclei of our cells—is a
sequence of genetic code that was planted there by just suech a hitch-
hiker. Sometime in the distant past, this hitchhiker infectecl us, forced
its way into our cells, snipped apart our genetic code, and —inserted its
own instructions. In 1999, biologists discovered the trauces of this

ancient infection. It was a foreign code—the instructior set for an
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entire fossil virus—which forces our bodies to produce proteins that
the virus desires, rather than what our cells themselves need.

In fact, the information in each of our cells is riddled with fossil,
hitchhiking genes. Our bodies produce these human endogenous retro-
viruses, HERVs, because the code has been inserted in our genome,
not because it has any beneficial effect on the organism itself. Millen-
nia ago, the virus genes procured themselves a free ride; as humans
reproduce, the virus genes reproduce as well. The human organism is
merely a tool to this viral invader. We get no apparent benefit from the
hitchhiker, and there is some evidence that it can do harm.

Luckily, some of these hitchhikers do have a beneficial effect; we
owe our high-energy existence to one ancient hitchhiker. Each of our
cells—indeed, each animal and plant cell—has a number of power
plants inside it, little features known as mitochondria. We could not
live without them. Mitochondria are responsible for extracting almost
all the energy our cells need from chemicals and converting that
energy into a usable form. There is good evidence that these mito-
chondria are actually bacterial hitchhikers that somehow injected
themselves into our single-celled progenitor organisms billions of
years ago. For one thing, mitochondria have a completely separate set
of DNA from the stuff that is stored in the center of our cells; they are
carrying a set of instructions entirely different from those in the cell
nucleus.4 Every cell in our bodies—skin cells, nerve cells, liver cells,
kidney cells—is a schizophrenic, double creature because of the mito-
chondria inside. Every time a cell divides, it passes on mitochondrial
DNA as well as its own DNA. Mitochondrial DNA is along for the ride.

The original creatures that gave us these snippets of information
and injected them into our ancestors’ cells—the virus responsible for
HERV genes and the bacterium-like creature responsible for our

4. Because the mitochondria are hitchhikers, they can dispense with creating some of
the important proteins that are responsible for cellular machinery. Human mitochon-
drial DNA contains about 33,000 bits of information, considerably less than what is
contained in the string of letters that make up this chapter.
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mitochondrial DNA—are extinct, so far as scientists know. Yet the
information they carried is still with us. The information has jumped
vehicles, and when the original organism died out, the information
survived.

This leads to perhaps the most powerful argument that the informa-
tion in our genes—not the organism that protects that information—is
the fundamental element that’s reproducing and surviving in the
game of life. That argument is immortality. The information in our
cells is essentially immortal, even though every single one of our cells,
even those not yet born, will be dead in less than a hundred years.
Much of the information in our genes is billions of years old, passed
down from organisms that floated in the primordial ooze that covered
the Earth when it was still young. Information not only can survive
the death of the individual it resides in, it can also survive even the
extinction of its host organism. This may be the answer to the eternal
question, Why must we die? We don’t. We are immortal. The catch is
that the “we”in question is not our bodies or our minds; it is the bits of
information that reside in our genes.

Though this line of argument seems to get closer to answering the
question, What is life? it does not address Schrodinger’s bafflement.
Entropy degrades a device that stores classical information: computer
hard drives get corrupted, books fade, and even stone etchings weather
away. Nature tries to take information and spread it around the uni-
verse, rendering it inaccessible and useless. Yet the information in our
genes is able to resist the ravages of time and entropy, the arrow of time.
This is what so astounded Schrédinger and made him worader about
the nature of life. Immortality requires protection from eratropy, yet
the laws of thermodynamics say that entropy is inexorable. FHow, then,
can life exist at all? ,

On a purely physical level, it is not too much of a puzzle. Just as a
refrigerator can use its engine to reverse entropy—Ilocally—by keep-
ing its insides colder than the room it is in, the cell has biological
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engines that are used to reverse entropy—Ilocally—by keeping the
information in the cells intact.

There are thousands of enzymes in each cell that manipulate the
information at the cell’s core. There are duplicators, editors, and error
checkers, performing the functions that you would expect a typical
computer to be able to do. In fact, the double-helical structure of DNA
is a particularly nice and stable storage medium for information
because there are two copies of the information, one on each strand.
Most errors can be caught by comparing the two strands; if there is a
mismatch, then an error must have occurred. Perhaps a chemical A
was accidentally swapped for a chemical C, or maybe one of these
bases was erroneously doubled. The enzymes in our cells, the little
molecular machines, continually scour the DNA strands in search of a
mismatch or some other error. When they find one, they snip out the
offending segment and replace it.5

Nature’s random probings, such as bouncing errant molecules off
the double helix or irradiating it with various types of photons, tend
to cause the information on the DNA to dissipate. Such events will
strip electrons and atoms from the DNA, cause kinks and bends and
mismatches, and wreak other sorts of havoc. Nevertheless, the error-
checking mechanisms in our cells are largely able to keep the informa-
tion intact. At a cost. An energy cost.

Just as a refrigerator needs energy to stave off the effects of
entropy—to keep part of aroom cold and part of it hot—the molecu-
lar motors need, at some point, to consume energy if they are to oper-

5. These error checkers are very, very good, but they’re not perfect. Once in a while,
they fail to catch an error, which winds up being duplicated when the cell divides. This
is a mutation. Often, mutations are harmful, causing an unwanted effect, perhaps even
killing the organism that sports the mutation. In a sense, this is the final error-checking
mechanism. Mutations to genes that are essential to the organism’s survival are unlikely
to be passed on (because they will probably mess up that essential function), but muta-
tions to nonessential information (such as hitchhikers’ stuff or extra copies of genes)
don’t have this last error check. This means that the nonessential information is less sta-
ble from generation to generation; it is more likely to contain a mutation. And in the
rare event that a mutation has a beneficial effect, it becomes more likely to be passed on,
because the host organism benefits from the gene’s expression.
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ate. For example, one enzyme, which detects a bulge in a DNA strand
caused by two neighboring thymines linking to each other rather than
to the adenines on their complementary strand, is activated by absorb-
ing a photon of ultraviolet light. Other enzymes consume energy in
different ways, but the production, maintenance, and operation of
these molecular machines requires energy, because these machines do
work. They keep the information in our cells safe from the ravages of
entropy, just as a refrigerator keeps its insides cold despite Nature’s
attempts to bring it back to room temperature. Our cells are infor mation-
preserving engines, and they perform beautifully. Our genetic informa-
tion remains virtually undisturbed after generations and gen erations
of duplications.

In 1997, scientists got a graphic example of just how good our
information-preserving machines are. A handful of biologists ana-
lyzed the mitochondrial DNA of a nine-thousand-year-old skeleton

. found in Cheddar, England. They extracted the genetic information
from one of its molars and analyzed some fairly intact stretches of
DNA. (Once the host organism dies, the information in it degrades
owing to the ravages of entropy, but the pulp at the center of the molar
had luckily stayed intact enough to yield some DNA samples.) The
biologists analyzed a mitochondrial DNA segment that doesn’t seem
to code anything essential, so it should be mutation prone <ompared
with the more essential parts of the genome. (That is, any” mutation
would not kill its host organism, so an error to that stretch o»f the DNA
would not activate the ultimate error-checking mechanis m, death.)
But cven though this was an error-prone region of mitochondrial
DNA, when the scientists analyzed mitochondrial DNA sarnples from
local Cheddar residents they found a nearly perfect matzch. Adrian
Targett, a history teacher at a nearby school, had almost the= exact same
information in his mitochondrial DNA as was stomed in the
nine-thousand-year-old skeleton. In the stretch of four Inundred As,
Ts, Gs, and Cs that the biologists analyzed, Targett’s mi-tochondrial
DNA matched the skeleton’s, symbol for symbol, except for a single
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mutation. There was only a two-bit difference in the eight hundred
bits of information in the two men’s mitochondrial DNA.

There is no way that near-perfect match can be a coincidence; the
chances against it are astronomical. Perhaps Targett was a descendant
of the skeleton’s brother or sister; perhaps they were more distant rel-
atives. But it is quite clear that even comparatively error-prone regions
of our genome are very stable as the information duplicates itself over
and over again. After nine thousand years of duplication, Targett was
carrying almost the exact same sequence that the skeleton had.

More essential stretches of DNA—which kill an organism if they are
tampered with—are conserved for even longer times. In May 2004, a
group of scientists published a paper in Science that described five thou-
sand relatively large sequences that appeared, 100 percent identical, in
humans, rats, and mice; portions of these sequences are pretty much
intact in the genomes of other mammals such as dogs, as well as other
vertebrates, such as chickens and puffer fish. If, as scientists believe, this
information was passed down from generation to generation from a
single source rather than arising independently in these organisms, then
the information must have been there before the mammal family tree
split from the other vertebrates tens of millions of years ago, and even
before fishes split from the branch that evolved into reptiles and birds
hundreds of millions years ago. Through all that time, after billions of
replications, the information remains more or less intact, surprisingly
well protected from the ravages of time and entropy.

But this does not mean that our cells are exempt from the second
law of thermodynamics. While our enzymes keep the cell’s informa-
tion safe—repairing it and reversing entropy locally—these proteins
consume energy and do work. That means that the entropy of the uni-
verse must increase, even if the entropy of the cell is constantly kept
low. (This is no different from the case of the refrigerator. Even though
it keeps its belly cold by reducing its own entropy, it must expel heat
and increase the entropy of the universe in the process.) In a sense, our
cells are eating energy, and their waste product is entropy.
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Luckily, our cells have a source of energy. The sun is the source of
(most of) the energy available to creatures on Earth; it pours more
than a million billion megawatt-hours per year on our planet in the
form of light. Some organisms use that light directly, exploiting the
energy in the photons to manufacture sugars out of carbon dioxide
and water. Some use the light indirectly—by eating the organisms that
use light directly. Or by eating the organisms that eat the organisms
that use light directly. Or by eating the organisms that eat the organ-
isms that eat the organisms.. .. you get the idea.

But what about entropy? Not only must organisms consume energy,
they must discard entropy—or more precisely, they must somehow
increase the entropy of their environment if they are to reverse the
creeping degradation that the second law of thermodynamics exerts
upon the information in their cells. Luckily for us, the Earth is a great
place to dump entropy. It is a system way out of equilibrium, like a gas
that is mostly on one side of a box.

If the Earth were a planet in equilibrium, it would look almost the
same at every place on its surface. It would be at roughly the same tem-
perature everywhere: the Sahara would be no different than the Arctic
tundra. The atmosphere would have the same pressure everywhere:
there would be no wind, no rain, no storms, no high and low pressure
systems, no ocean waves, no warm days, no cool days, no polar caps,
and no tropics. But that’s not the Earth at all. Our planet is a dynamic
place that changes day by day. The air pressure fluctuates as storm
fronts move and air sloshes around the globe. Travel around the Earth
and you will see very different environments: deserts, oceans, ice
caps—places that are humid or dry, hot or cold, or all of them at dif-
ferent times of the year. This is not equilibrium, not by a long shot.

Since the Earth is out of equilibrium, there is plenty of room for us

6. A small number of organisms are not dependent on the sun as their source of energy.
Certain creatures are able to usc heat from the Earth’s insides (which comes, nowadays,
largely from radioactive decay of elements) and the chemicals that spew forth from the
Earth’s hot interior. It doesn’t really matter where the energy comes fromm, but energy
must be there in some usable form for life to exist.
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to increase its entropy, moving it a touch closer to equilibrium.
Humans, for example, consume energy in a quite accessible, usable
form—such as Big Macs—but since energy cannot be created or
destroyed, we are simply converting it into a less usable form such as
waste heat (not to mention a brownish energy-containing product
that is somewhat less appetizing than a Big Mac). We are constantly
taking the usable energy from the sun and, directly or indirectly, mak-
ing it less usable. In so doing, we are increasing the entropy of our
environment—and our environment is the Earth. In time, if there
were no way for the Earth to get rid of this entropy, our planet would
slowly approach equilibrium. It would be harder and harder for
organisms to shed their entropy by increasing the entropy of the envi-
ronment, and life would slowly die out as Earth approached its state of
maximum entropy. But this doesn’t happen, thanks, again, to the sun.

If you observe the Earth from a distance, you will notice that it
shines—not as brightly as the sun, to be sure, but it is radiating light.
Some of that light is just a direct reflection from the sun, but some is
not. Earth, as a system, absorbs light and reradiates it in an altered
form. For example, the sun emits gamma rays, X-rays, and ultraviolet
radiation that never reach the Earth’s surface. These high-energy,
high-temperature photons strike molecules in the atmosphere—such
as ozone—and break these molecules apart. The energy of the pho-
tons breaks chemical bonds and makes atoms in the atmosphere move
faster. It heats up the air above us. And hot things radiate energy in the
form of photons.

However, the atmosphere is much cooler than the source of the
X-rays, gamma rays, and ultraviolet radiation. Instead of radiating hot,
high-temperature photons, it radiates cool, low-temperature pho-
tons, light like infrared radiation. Organisms help this process along,
too: plants convert visible light into sugars, and animals convert plants
into waste heat and infrared radiation. All in all, Earth’s organisms
convert visible light, which is created by objects that are thousands of
degrees in temperature, to infrared light, which is created by objects at
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a few tens of degrees. The Earth and its creatures have converted hot
photons into cool ones, and this cool infrared radiation streams out
into space. This is a way of shedding entropy, reducing the entropy of
the Earth at the expense of its surroundings.

Deep space is very cold. The background radiation that fills the uni-
verse is at about 3 degrees Celsius above absolute zero. If the universe as
a whole were in equilibrium, its temperature would not be far above
that. The entire cosmos would be only a few degrees from being as cold
as physically possible. Anything that is hotter than that frigid equilib-
rium temperature, anything that is tens or hundreds or thousands of
degrees above absolute zero, is not at the universe’s equilibrium level.
The hotter an object is, the more distant from the universe’s equilibrium
itis. And the more out of equilibrium an object is, the more entropy you
can dump onto it, making it cooler and bringing it closer to universal
equilibrium. That is precisely what the Earth and its inhabitants are
doing. By taking the hot sun’s energy, cooling it down, and rera diating it,
our planet and the organisms that live on it are spitting entropy out into
the solar system and beyond. It has taken a source of energy arad made it
less usable. In the thermodynamic units of entropy, the Earth is reduc-
ing its entropy by a little less than a trillion trillion joules per degree Cel-
sius per year, sending all of it into the far reaches of space.

So, all told, the information in our cells is immortal because of this
intricate exchange of energy, entropy, and information. Molecular
machines in our bodies are following the instructions that our genetic
information provides: they duplicate and maintain the info-rmation in
our cells, consuming energy and creating entropy. They <an do this
because the organism itself gets energy, directly or indirectly, from
the sun and releases entropy into the atmosphere or the se a—into the
Earth’s environment. The Earth sheds this entropy because of the sun’s
illumination. Energy flows in, entropy flows out, and the i_nformation
in our cells is preserved.

This cycle can continue so long as the sun shines amd the Earth
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exists. If the sun suddenly turned off, the Earth would quickly cool

down. The oceans would freeze, the atmosphere would settle, and the

whole planet would rapidly approach an equilibrium temperature a

mere handful of degrees above absolute zero. All life would cease. But
so long as there is a source of energy and a way to get rid of entropy,

information can duplicate itself and keep itself relatively free of
errors—and reverse the ravages of time. Information can be immor-

tal, despite entropy’s attempt to dissipate it.

Though scientists don’t have a good answer for the question, What
is life? this complex dance to duplicate and preserve information must
be a major part of the answer. Information holds a good portion of
the secret for understanding the nature of life. Not only that, it holds
clues to another unanswered question: Where did we come from?
Here, too, information is yielding surprising answers to this ancient
puzzle.

The information in our cells is passed down from generation to gener-
ation, and written in our genetic code is our history as a species—our
migrations, our battles—back to the very birth of humanity. And earlier
still. Naturally, then, scientists can use information to look backward
in time.

Deciphering a human’s genome is like reading a long book written
by all his ancestors. Each genome bears the signature of each of its
predecessors, each genetic program that came before it in the chain of
reproduction. Reading the information in each person’s genome can
reveal an interesting tale that is accessible in no other way.

One interesting example comes from Zimbabwe, where a tribe of
people—the Lemba—tell a tale that’s hard to believe. The legend, told
by parents to their children countless times, tells of a man named
Buba, who, three thousand years ago, led the Lemba southward from
the lands that make up modern-day Israel. The Lemba claim to be a
lost tribe of Judea: they claim to be Jews. After a long journey that took



108 DECODING THE UNIVERSE

them through Yemen, through Somalia, and along the eastern coast of
Africa, they finally settled in Zimbabwe.

Few believed the Lemba’s story. There was little to link the tribe
w_ith the ancient Jewish people. It was true that, like Jews, the Lemba
observe the Sabbath, refuse to eat pork, and circumcise their sons. On
the other hand, oral traditions are unreliable, and hardly a reason to
accept such an extraordinary claim of descent. Furthermore, the myth
of the lost tribes of Israel is extremely common throughout the world;
many peoples have claimed to be a lost tribe. Yet scientists found at
least a grain of truth in the three-thousand-year-old legend, thanks to
the information that the Lemba carry in their genes.

In 1998, geneticists in the United States, Israel, and England ana-
lyzed the Y chromosome of Lemba males. (The Y chromosome is the
packet of genes that gives a male child his maleness. It is passed down
from father to son to grandson. Females do not have a Y chromosome;
they have a second copy of an X chromosome instead.) The Y chro-
mosome is particularly interesting, as it can contain a strong marker
of a people’s Jewish heritage—priestly genes.

According to Jewish tradition, the priestly class, the cohar1im, were
a closely related group of people; in fact, according to legend, they all
descended from a single male, Aaron, the brother of Moses. T he title of
priest, or cohen, was passed down from father to son to grandson to
great-grandson since time immemorial. Just like the Y chromosome.
Handing the office of cohen down from generation to generation was
the same thing as handing down the Y chromosome from generation
to generation. All Jewish priests, if the legend were true, slxould have
the same Y chromosome: the one that Aaron himself had.

Reality isn’t quite as simple as that. Not all cohen Y chromosomes
are identical. But in 1997, scientists found a genetic markex of Jewish
priesthood on the Y chromosome. They discovered that nxodern-day
cohanim shared genetic characteristics that were fairly distirctive; even
noncohen Jews did not have the same sorts of genes on tlweir Y chro-
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mosomes. Because Jews hand down the priesthood along with the Y
chromosome, every member of the priesthood had similar Y chromo-
some information, even though the Jewish population had scattered
throughout the globe and mixed their genes with other peoples.
Cohens faithfully passed down their distinctive genetic information
from thousands and thousands of years ago, and all Jewish peoples that
maintained their class of cohanim had a subpopulation of people who
carried the markers of this priesthood. The Lemba were no exception.
Even though they were separated from their Jewish roots, they had a
cohen class that also shared the genetic information of the priesthood.
These genetic markers indicated that the Lemba’s priests were of the
same stock as the other Jewish priests around the world—showing that
the Lemba, too, had a Jewish heritage. It was a sure sign; the probability
that they could have developed that particular marker on their own,
through random mutation, is unspeakably tiny.

There were no written records of the Lemba’s departure from
Judea, yet their genes gave a more accurate picture of that migration
than any historian ever could. Geneticists have used the information
in our cells to reconstruct other human migrations as well. By com-
paring which populations share which distinctive genetic information—
such as the genes for blood type—geneticists have been able to map
how ancient peoples migrated, shifted, and interbred. They have also
revealed how the human species nearly was destroyed.

In the late 1990s, geneticists at the University of California at San
Diego analyzed the genetic diversity of different primates; that is, they
saw how different the DNA sequences of individuals are from one
another. Chimp and gorilla populations are genetically diverse—the
mark of a large, healthy species—but the entire race of humans has less
genetic diversity than an average group of a few score chimpanzees.
What could have caused this incredible lack of genetic diversity?

If geneticists are correct, at the dawn of humanity something
nearly wiped out our ancestors. Disease, warfare, or some other disaster
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destroyed most of the human population, dropping it down to a mere
thousand or so individuals. That little group of humans managed to
hang on, reproduce, and rebuild the species from their tiny number,
but their descendants—us—have little genetic diversity. Our ances-
tors were forced through a genetic bottleneck; all of us are sons and
daughters of this small group of primates. As a species, we humans are
terribly inbred because of this disaster tens or hundreds of thousands
of years ago.” The only witness to this near catastrophe is the informa-
tion within our genes. '

This technique applies to the information not only within humans
but within other species. By looking at how different the human
genome is from the chimpanzee genome, and the chimpanzee genome
is from the pulffer fish genome, on down to the flatworm genome to
the cyanobacterium genome, geneticists are able to reconstruct how
the information propagated through the ages in organism after organ-
ism, back to times well before the chimpanzee’s ancestors and our
human ancestors parted ways roughly six million years ago. Scientists
can trace information back through the age of the mammals, through
the age of the dinosaurs, back almost to when the very first life floated
in the primordial ooze of the ancient Earth.

The information in our genome was witness to the birth of life on
Earth. It bears all the marks of its passage through the ages, all the scars
of its evolutionary heritage.? It even may have signs of a time when the

7. Scientists are able to come up with rough dates for significant events in genetic
history—such as a genetic bottleneck or the creation of a new branch on the tree of
life—because the information in genes is equipped with a clock. Mutations. Though
there is quite a lot of inherent uncertainty in the technique, and consider-able contro-
versy about how accurate these clocks are, scientists can get a rough estimacte of how far
back these events occurred by watching how mutations propagated through humanity’s
genes. If you have a handle on how often mutations occur, you can figure out how far
back two peoples, or two species, split from cach other. By comparing a similar stretch
of information in the two groups’ genomes and seeing how different the two genomes
are—how many mutations have occurred since the two stretches were id entical—you
get a rough sense of when the split occurred.

8. Even though information is witness to evolution, creationists attemp t to use infor-
mation theory to attack evolution. Indeed, information theory is suppose dly a bulwark
of the “intelligent design” movement, but the information-theoretic argguments they
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medium for carrying information in organisms wasn’t DNA at all.
Many scientists believe that at one point, the information of life
might have been stored upon a related, but more fragile, molecule:
RNA. Some biologists even believe that information was stored in a
different medium before that. But whatever the original medium of
life’s information (and how that information first came to replicate
itself), it is clear that the information of life has a history almost as old
as our planet, and much of that history is preserved in every one of
our cells.

Scientists don’t know precisely how life began, but the near
immortality of information has preserved a story that goes back to the -
very beginnings of life.

It’s a grim picture: life might be nothing more than information’s
scheme to duplicate and preserve itself. But even if this is true, it
doesn’t provide the complete picture. Life is extremely complex, and
our existence is not entirely determined by our genes. The environ-
ment also exerts its influence upon an organism’s development—as
does sheer dumb luck. And humans, more than any other species on
the planet, have the ability to transcend the dictates of the information
inscribed in every cell. We have spectacular brains.

We are beings who are able to communicate with and learn from
one another. We can pass down knowledge from generation to gener-
ation and build upon it. With the help of centuries of work, scientists
are on the brink of being able to alter our own genetic code, changing
the information within us. How can we be slaves to information if we
might soon be able to alter it at will?

Humanity is learning to understand and manipulate our genetic

make have severe flaws. For example, they argue that it is a violation of the laws of ther-
modynamics for a genome to gather more information over time, yet it is a fact that the
sun’s energy and Earth’s entropy shedding allow organisms to preserve, duplicate, and
modify their genomes, often increasing the amount of information that the genomes
contain. Information theory doesn’t undermine evolution; the situation is quite to the
contrary.
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code, but we do it because of information, not despite it. Our brains, as
marvelous as they are, are machines for manipulating and storing
information. Even so, for millennia, humans were unable to preserve
that information against the damaging influence of time. Be fore there
was a method of transmitting the information in our heads from per-
son to person—language—and a way to preserve it against the dis-
torting and damaging hands of time—writing—that knowledge was
lost each time an individual died. The knowledge of a single human
is not nearly enough to allow him to crack the genetic code. But lan-
guage and writing allowed humanity to preserve its collective accu-
mulated knowledge and preserve it even as all the individuals who
gathered that knowledge died. And once the information was pre-
served, it was built upon by generations that followed. Only when
humans came up with a method of transmitting and preserving in-
formation could they get on the path of defeating our mindless
and implacable genetic program to transmit and preserve infor-
mation.

Of course, this seems like a paradox, but it isn’t. The information in
our genes is of a very different sort from the information we process in
our brains or the information we preserve in our language o r writing.’
But the same laws apply. Writing is a series of symbols—Ilet ters—that
are reducible to bits; spoken language, too, is a series of auditory
symbols—sounds known as phonemes—and they, too, are reducible to
bits. Shannon’s theory of information applies to writing and to lan-
guage as it does to any string of bits. In fact, studies of writinig and the
even more ancient tool of language are yielding results simil ar to those
of the geneticanalyses of humans. (Unfortunately, language oxly reaches
back tens of thousands of years instead of hundreds of millions.)

Take the Lemba, for example. The information in their language
hinted at their Jewish heritage even before scientists were able to deci-

9. Though it need not be. If someonce so desired, he could use a virus toe inscrt, say, a
passage from Gulliver’s Travels into his genome, and it would be preserved for many,
many generations.
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pher the information in their genes. Though the Lemba spoke a Bantu
languagé—a group of African languages that includes Swahili and
Zulu—some of their words smacked of a foreign land. Some of their
clans had Semitic-sounding names like “Sadiqui.” (The word sadig
means “righteous” in Hebrew, and names like Sadiqui are found in the
Jewish regions of Yemen.) Since language is a less reliable storage
medium for information than our genome, the evidence of the Lemba’s
past is less apparent in their language than it is in their genes. But the
evidence, the information about their ancestry, exists nonetheless.

There’s evidence of other historical events as well. The informa-
tion in language, like the information in our genome, shows the scars
of major events in human history—of battles and invasions and
migrations. The English language, for example, shows the marks of a
foreign occupation. Until the eleventh century, Old English was purely
a Germanic language. A word-order-preserving translation of the first
sentence of the tenth-century poem “The Battle of Maldon” might go
as follows:

Commanded he his men each his horse to leave,
fear to drive away and forth to go,
to think to their hands and to courage good.

Notice how foreign this sentence structure feels. The verbs tend to be
at the end of the sentence, rather than at the beginning. When com-
pared to modern English (“He commanded each of his men to leave
his horse, to drive away fear and to go forth”), tenth-century English
sounds like a twisted mess. In fact, it is almost identical in structure to
modern German, which often puts its verbs at the end of a sentence,!®
and is closer to modern German than it is to modern English.

10. Mark Twain offered this description in the late nineteenth century: “You observe
how far that verb is from the reader’s base of operations.. ..,” he wrote. “Well, in a Ger-
man newspaper they put their verb away over on the next page; and I have heard that
sometimes after stringing along the exciting preliminaries and parentheses for a col-
umn or two, they get in a hurry and have to go to press without getting to the verb at all.”
Mark Twain, A Tramp Abroad (New York: Penguin, 1997), 392.
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In 1066, a battle changed the evolution of the English language for-
ever. The Duke of Normandy, William, successfully invaded England. A
Frenchman, he subjugated the Anglo-Saxon kingdom, and soon his
French-speaking comrades became the new nobility of England. The
language of the court was French; the language of the peasantry was
English. This out-of-equilibrium state did not last for very long, and as
the French-speaking and English-speaking populations merged, so did
their two languages. Within three centuries, the once-Germanic En-
glish assimilated a considerable amount of French grammar, including
word order. (We tend to have the verb in the middle of the senitence, as
in French, rather than at the end, as often happens in German.) English
also adopted a great deal of French vocabulary, and a careful analysis
using the French and German vocabularies alone can tell a linguist
which side won the battle of Hastings. Look at the words for foodstuffs.
Beef comes from a French word (boeuf ), while cow comes from an Old
English one. Mutton is French (mouton), while sheep is Old English.
Pork, French (porc); pig, English. The English-speaking serfs , who lost
the battle, tended animals. The French nobility, who won the battle, ate
them. Our language is covered with thousand-year-old scars from the
battle of Hastings. The information preserved in our langua ge records
our history, just as does the information in our genes.

Language and writing are one thing; our brains are another. It seems
hard to believe that the information in our brains is similar to the infor-
mation in our genes. For one thing, unlike our genetic information,
which attempts to remain unchanged by the environment, our brains
are constantly acquiring and adapting to information that- they have
gathered from the environment. The human brain is an irformation
acquisition machine as well as an information-processing m achine.

But the difference is academic, as far as information tlheory goes.
Any information-processing machine must obey the laws ©f informa-
tion theory. If the machine has a finite amount of memory (as our
brains do), then it must expend energy in performing its calculations
or it will grind to a halt. (As ours does. Though the brain constitutes
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only a few percent of an adult human’s mass, it consumes about 20
percent of the energy we eat and the oxygen we breathe.) The infor-
mation in our heads—and any signals in our brains, no matter how
they are stored or transmitted—can be reduced to a series of bits and
analyzed with Shannon’s theory.!!

It’s a disturbing concept. From the perspective of information the-
ory, the sloppy information-carrying circuits in the brain are no dif-
ferent from transistors or vacuum tubes or signal lamps or semaphore
flags. They are the medium, not the message, and it is the message that
counts. True, the brain is much, much more complicated than any
other information-processing or storage device we know, but that
complexity does not invalidate the laws of information. These rules
apply to messages regardless of what form they are in. Though we only
know a small amount about how the brain encodes and transmits
information, and we know even less about how the brain processes it,
we do know that this information follows Shannon’s laws. And one of
these laws is that the information is expressible in bits.

In a laboratory not far from Princeton, New Jersey, the biologist
William Bialek has spent years trying to decipher the codes that ani-
mal brains use to encode information—with some success. Most of
his work has to do with flies. In experiments reminiscent of a teeny-
tiny version of A Clockwork Orange, Bialek immobilizes the flies, sticks
needles into their optic nerves, and forces them to watch movies. But
these gruesome-sounding experiments have a point. Bialek and his
colleagues have been recording the signals in each fly’s brain when the
fly sees different things, and this, in turn, reveals how information is
encoded in the brain.

Fly brains, like human brains, are made up of specialized cells
known as neurons. These neurons are connected to one another in an
enormous network. If you tickle one of these neurons just right, it will

11. There is one possible exception to this, which will be described later in the book: that
the information in our heads is quantum information rather than classical information.



116 DECODING THE UNIVERSE

“fire” Through a complicated electrochemical process, sodium and
potassium ions on opposite sides of the cell membrane switch places.
The neuron goes from 0 to 1, and then after a small fraction of a sec-
ond it switches back, reverting to a 0 again. Though neurons have
intricate systems for messaging each other, for turning up and down
the volume on their input and output ends, the firing of the neuron is
essentially all or nothing; it fires or it doesn’t. It’s pretty much a binary
decision, and you don’t even need to invoke the more advanced Shan-
non argument to imagine that neural signals can be reduced to bits
and bytes.!2 A neuron is apparently a classical channel for information.

Bialek has been trying to figure out how the fly encodes messages
on that channel. With the sensors placed in a fly’s optic nerves, Bialek
shows it movies of very primitive images: a white bar, a dark bar, a bar
moving from left to right, and so forth. He records what signals are
passing through the optic nerve to the brain. By deciphering those sig-
nals, Bialek has been figuring out the basic “alphabet” of neur al signals
that the fly’s brain uses to encode visual information. And he’s been
figuring out how much information those signals encode. Though
there is some argument about the exact numbers, a neuron in a fly’s
brain seems to be able to transmit, at its peak, about five bits of infor-
mation per millisecond. Bialek’s work is confirming that even some-
thing as complicated as a visual image on a retina is reduced to the
equivalent of bits and bytes and transmitted into the brain. When a fly
sees a tasty chunk of potato salad and decides to approach, i ts brain is
simply receiving a string of bits of information from its eyes, process-
ing those bits, and sending signals to its muscles—also quantifiable
in bits—to fly toward the food. Even though it is an extra ordinarily
complex bit-processing machine, the fly’s brain is a bit-gprocessing

12. The conversion to bits is not as straightforward as it looks on the surfa_ce, though. A
neuron’s signals are Os and 1s, but the coding scheme in the brain makes u-se of the tim-
ing of those Os and 1s rather than simply treating them as a string of bits. Nevertheless,
Shannon’s theory says that this code, as complicated as it might be, is —educible to a
string of bits.
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machine nonetheless. And, according to classical information theory,
so is ours.

This is an even grimmer picture than before. Even though we are
able to pass information from generation to generation and use our
brains to create things as sublime as the Odyssey and as fascinating as
quantum field theory, as far as scientists can tell we are pretty much
information-processing machines. Incredibly complex information-
processing machines, ones capable of tasks that no other such machine
is capable of, but information-processing machines nonetheless.

There seems to be something missing in this picture. After all, we
are intelligent, sentient, self-aware beings. We are conscious—and
other, nonliving information-processing machines, such as comput-
ers, don’t seem to be. What is it that separates us from calculators and
computers? Is it mere scale, or is there something else at play?

Some scientists and philosophers (not to mention religious lead-
ers) think that there is. However, if you concede that information is
what’s being transferred in our neurons, there’s hardly a way to escape
the dark and reductivist conclusions of classical information theory.

But there might be a way out. Information theory, as envisioned by
Shannon, is not complete. While it describes the information that can
be stored or transmitted by computers and telephones, by telephone
wires and fiber-optic cables, the laws of information theory are predi-
cated on classical physics. And in the twentieth century, two revolu-
tions ended the classical era of physics: relativity and quantum theory.

Relativity theory and quantum theory changed the way physicists
perceived the universe. They banished the naive, commonsensical,
mechanical universe and replaced it with one that is much more intri-
cate and much more disturbing, philosophically. At the same time, rel-
ativity and quantum theory altered the discipline of information
theory just as they altered the rest of physics. Relativity, which describes
mind-bending effects that happen when objects go very fast or are
subjected to intense gravitational fields, put a limit on how quickly
information can be transmitted from place to place. Quantum theory,
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which deals with the counterintuitive properties of very small objects,
showed that there is more to information—at least in the subatomic
realm—than bits and bytes. Yet, at the same time, information theory
has altered those two revolutions in ways that scientists are only just
beginning to understand. By looking at relativity and quantum theory
in information-theoretic terms, physicists are getting the keys to the
most important problems in science. But to get at those answers, we
have to delve into both quantum theory and relativity—both of which
are, fundamentally, theories of information.



CHAPTER 5

FASTER THAN LIGHT

There was a young lady named Bright,
Whose speed was far faster than light;
She set out one day;,
In a relative way,
And returned on the previous night.

—A. H. Reginald Buller,
Relativity

lust as the classical era ended with the fall of Rome in the late fifth
century, so, too, did the era of “classical” physics end with the develop-
ment of the theories of quantum mechanics and relativity in the early
twentieth century. At first glance, neither of these revolutions—each
of which involved a young scientist named Albert Einstein—involves
information. But looks are deceptive.

Even though relativity and quantum mechanics came before Shan-
non’s theory, both are actually theories of information. It is a little
tricky to see at first, but the fundamentals of information theory lie
underneath the surface of both these theories. And information the-
ory may well be the key to unraveling the mysteries of felativity and
quantum mechanics, and the troubling conflict between them. If it
does, it will be the crowning triumph of modern physics; scientists
might well have a “theory of everything,” a set of mathematical equa-
tions that describes the behavior of all objects in the universe, from
the smallest subatomic particles to the largest galaxy clusters. The rev-
olution begun in a quest to figure out how many telephone calls can fit

119
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on a copper cable may well lead to a fundamental understanding of
every object in the cosmos.

To understand how information can have such broad and deep
importance, we have to go beyond the thermodynamics and Shannon’s
“classical” theory of information. We have to explore the realms of both
relativity and quantum theory, and this will lead to scientists> current
understanding of information—and how it shapes the universe.

Both quantum theory and relativity are intimately related to entropy
and information. Albert Einstein, who sparked both the quantum and
relativity revolutions did so in part because of his earlier interest in
entropy, thermodynamics, and statistical mechanics. Indeed, the first
of Einstein’s revolutions, relativity, is a theory that is directly con-
cerned with the exchange of information: its central idea is thaat infor-
mation cannot travel faster than the speed of light. Nevertheless, this
doesn’t stop physicists from building faster-than-light devices and
time machines. Some of them actually work.

Einstein was an unlikely figure to revolutionize physics—but not quite
as unlikely as some writers make him out to be. Contrary to 1 egend, he
never failed mathematics in school; all accounts paint him as a gifted
math student. And though he was merely a lowly patent clerk, Einstein
happened to be a clerk with a degree in mathematical physsics. (His
narrow-minded physics professor gave all his other classm ates assis-
tant professorships, but thanks to a personality conflict, Eiristein was
left without a university position when he got his degree.)

After searching for a university position and working briefly as a
substitute teacher, Einstein took the job at a patent office in 1902 to
make ends meet. It was a wise thing to do, as he was marrieed within a
year, and shortly thereafter he was a father. Even as he labored in the
patent office, though, he was not merely a lowly patent clerk. He was a
trained physicist nearing the peak of his powers, and he cormpleted his
dissertation and published a large number of scientific papers in a
very short time. It would be a few years yet before he would formulate
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the theory that made him famous; from 1902 through 1905, he was
obsessed with another area of physics altogether: thermodynamics
and statistical mechanics—the stuff of Boltzmann.

In 1902, Einstein published a paper on entropy in the Annalen der
Physik, and in the next year he followed up with one about reversible
and irreversible processes. In 1904, he wrote a paper about measuring
Boltzmann’s constant, the k that appears in his entropy equation.
None of these papers was terribly influential, in part because he wasn’t
fully familiar with all of Boltzmann’s writings. Einstein also investi-
gated the implications of the statistical, random motion of matter:
he studied Brownian motion, and his doctoral thesis had to do with
using statistical methods to determine the radii of molecules. These
studies would soon come to an end, for Einstein was on the brink of
his miraculous year, 1905, when he would turn to more important
work and turn physics on its head.

Einstein’s fame comes from his theory of relativity. One of his cru-
cial papers in 1905 was a limited version of relativity. This first version
did not work under all conditions, though; it did not apply when
objects were accelerating or feeling the pull of a gravitational field, for
example. But this paper, which introduced the special theory of relativ-
ity, was simple, profound, and correct. It solved a lingering problem
that had troubled physicists for decades, one that seemed unrelated to
the problems of information and thermodynamics. Nevertheless, the
solution to this problem turns out to be information-theoretic: Ein-
stein’s theory of relativity, at its heart, is a theory of how information
can be transferred from place to place. But to get to that understand-
ing, we have to go back to the heart of the problem, which was discov-
ered long before scientists started thinking in terms of information.

The problem: light was misbehaving. This was a serious dilemma,
since physicists thought they had figured out the fundamental proper-
ties of light in the early and mid-1800s. They thought they knew what
light was, and they thought they understood the equations that gov-
erned how light behaves. Physicists were wrong on both counts.
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A heavy debate about light went back for centuries before Einstein
was born. Isaac Newton, the founder of modern physics, was con-
vinced that light was a collection of tiny particles that traveled
instantly from place to place. Other scientists, like Christiaan Huy-
gens, the inventor of the pendulum clock, argued that light was not a
particle at all; it was more like a wave of water than a single, discrete
object. The arguments rattled back and forth, with most physicists
leaning toward Newton’s idea that light was a corpuscle—a particle—
but it was really a matter of faith whether one believed light was a par-
ticle or a wave. Nobody could come up with a definitive experiment
that would distinguish which side was right. Nobody, that is, until
1801, when the British doctor and physicist Thomas Young devised an
experiment that, to all appearances, answered the question and settled
the matter once and for all.

Young’s experiment was very simple. He shined a beam of light
through a barrier that had two narrow slits. On the far side of the
barrier, the light created a pattern of fine light and dark bands—an
interference pattern. These fringes were very familiar to those who
studied waves.

Interference patterns are created by waves of all sorts. Your've prob-
ably seen them before, even if you weren’t aware of the phernomenon.
When you drop a stone into a lake, you create circular ripples in the
water. The splash of the rock as it hits the surface of the pond setsup a
series of alternating crests and troughs that spread quickly away in all
directions. The rock makes a circular pattern of waves. Now, if instead
of a single rock, you drop two stones next to each other at the same
moment, the pattern is much more complicated. Each stone sets up its
own pattern of crests and troughs. These crests and troughs spread
out and they run into each other—and interfere. When a crest runs
into a trough, or a trough runs into a crest, the two rip ples cancel
each other out, leaving a perfectly calm surface in their p Jace. If you
drop two stones into a calm lake, you might even be able t«o sce where
the rippling surface is scarred with lines of still, calm wrater. These
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lines are regions where the crests from one stone always cancel the
troughs from the other stone and vice versa. The lines are an inter-
ference pattern, precisely what Young was seeing in his experiment
with light. :

Light going through two slits in a wall is just like two stones hit-
ting the water at the same time. Just as would be the case with water
waves, light’s crests and troughs pass through the slits and then stream
rapidly away from the barrier. Just as with ripples on the surface of
a pond, each crest or trough of light that goes through the left slit
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is constantly running into crests and troughs that have gone through
the right slit. When crest meets crest or trough meets trough, the
two reinforce each other; however, when crest meets trough, the two
cancel. Viewed from above, the regions of cancellation make a pat-
tern of dark stripes—where light cancels itself out—identical to the
stripy pattern of calm water created by two stones dropped in a lake. But
with light, you’re unable to see these lines from above; you project
them on a screen at the far end of the room. Young saw that when light
hits a screen after passing through two slits, it leaves a series of light
and dark stripes. It creates an interference pattern.!

Young’s discovery—the detection of interference patterns in light—
showed that light behaved like a wave, as interference is inherently a
wavelike property. Physicists could not explain interference patterns
by means of particles that collide and bounce, but it was easy to
explain them, in great detail, via waves that pass through and interfere
with each other. Light seemed to be a wave, not a particle, and Young
performed a number of other experiments that reinforced this notion.
He saw that light does other wavelike things, such as diffracting. It
bends slightly when it hits a sharp edge—it diffracts—something that
waves tend to do and corpuscles tend not to do. The verdict seemed
pretty clear to the physicists of the time: light was a wave and not
a particle.

The light-wave case slammed shut in the 1860s when Jarnes Clerk
Maxwell—he of the demon—derived a set of equations that explained
how electric and magnetic fields behaved. Light, which is a n electro-
magnetic phenomenon, follows the rules set down in these equations,

1. 'The casiest way to make a nice interference pattern is to shine a laser po -inter parallel
to a mirror in the bathroom—make a spot on the wall perpendicular to the mirror.
When you look in the mirror at the reflection of that spot, you will see a pattern of
bright and dark lines, an casy-to-sec interference pattern. This pattern is caaused by phe-
nomena a little more complicated than the two-slit phenomenon: it is duae to the laser
light’s bouncing off the mirror and interfering with the laser light that besunces off the
glass that covers the mirror. Nevertheless, the principle is the same as the twwo-slit exper-
iment.



Faster T'han Light 125

too. To mathematicians and physicists, Maxwell’s equations looked
very similar to the equations that describe how waves propagate
through a medium: they were wave-ish, and they described the way
that light moves with great precision. In fact, the equations dictate the
speed of light; apply Maxwell in the right way and you know precisely
how fast light goes. The argument was overwhelming to the physicists
of the nineteenth century. Light was a wave. But a wave of what?

When you hear a sound wave, you are listening to a splash of air
knocking into your eardrum. When you clap your hands, you knock
air molecules that knock other air molecules that knock other air
molecules. This sloshing of air is the sound wave, which propagates
toward your ear and makes your eardrum wiggle. Similarly, a water
wave is the sloshing of water; molecules of water jostle each other asa
crest or a trough speeds toward shore. In each case, the individual
molecules in the wave don’t move very far; they wiggle around a little
bit. The overall pattern in the medium—water or air—can travel great
distances, and it is that pattern that makes up the wave.

If light is a wave, what is getting jostled? What’s the medium that
light propagates through? In the nineteenth century, physicists had lit-
tle idea of what this medium could be, though they agreed that it must
exist. They dubbed this hypothetical medium, the carrier of light
waves, the luminiferous ether.

In 1887, two American physicists, Albert Michelson and Edward
Morley, tried to detect this ether with a technique that exploited the
motion of the Earth. As our planet moves around the sun, and the sun
moves around the center of our galaxy, the Earth should be hurtling
through this ether like a speedboat over the surface of the ocean. This
means that the Earth should be buffeted by an ether “wind” that
changes velocity as the Earth orbits the sun. Thus, a beam of light
going upwind should be moving at a different speed from a beam of
light going downwind or across the path of the wind. Michelson and
Morley therefore reasoned that if they would send beams of light in
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different directions relative to the ether wind, the two should travel at
different speeds.

The two set up a very clever experiment to find this speed differ-
ence. At its heart was a device now known as the Michelson interfer-
ometer, which exploits the wavelike nature of light to make very
precise measurements of distance or speed. The interferometer splitsa
beam of light-and sends it down two different paths of the same size.
When a crest of the wave hits the beam splitter, it divides into two
crests, which then zoom in different directions, bounce off mirrors,
and are recombined at a detector—perhaps a screen. Since the paths
are the same size, the crests should arrive at the same time—if both
beams move at the same speed. Crest will reinforce crest making one
big crest, and experimenters would see a bright spot on the screen
where the beams recombine. If, on the other hand, the ether wind
retards one of the beams relative to the other, then one crest will be
delayed. In fact, if the instrument is set up in the right manner, then
the crest will arrive from one beam at precisely the time a trough
arrives from the other. When the two beams are recombined, instead
of reinforcing each other, crest to crest, they cancel each other, crest to
trough, and the bright beam becomes a dark spot. So, with a Michel-
son interferometer physicists could detect the subtle effect of the
ether wind. All they had to do was measure how changing thieir appa-
ratus’s orientation to the wind caused the bright spot to appear or
disappear.2

However, no matter how the two experimenters tried, th e speed of
light was the same in every direction—whether the light -was going
upwind or downwind or sideways. In 1904, Morley ever tried the
experiment atop a hill to make sure that the laboratory wa si’t some-
how shielding the interferometer from the ether wind. It made no dif-
ference. The speed of light was the same in every direction.,, regardless

2. Since modern physicists know that the speed of light is a constant, they- use a Michel-
son interferometer to measure distance rather than speed. If the two arms are of slightly
different length, then you can get a dark spot rather than a bright spot.
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of the Earth’s motion. There was no ether.? The Michelson-Morley
experiment exposed a huge problem with the ether theory, and it won
Michelson the 1907 Nobel Prize in Physics.*

That was half the problem with light—explaining light propaga-
tion without an ether medium to carry the wave—but there was yet
another sticking point. It was with Maxwell’s equations. These equa-
tions did an absolutely spectacular job of describing how electrical and
magnetic fields—and light—behave. They were, arguably, the biggest
triumph of nineteenth-century physics; they wrapped up the mysterious
nature of electromagnetic fields in a nice little gift-wrapped package
with a bow on top. Unfortunately, there was one flaw. Move a little bit
and the equations broke down completely. More precisely, Maxwell’s
equations only held for an observer who was stationary. If someone
were on a train passing by the experiment and tried to describe the
experiment from his point of view, from his “frame of reference,” he
would be unable to do so with Maxwell’s theory. Maxwell’s equations
simply did not work from a moving frame of reference: the electric
fields started turning into magnetic fields and vice versa, and when a
moving observer totaled up the forces that were acting on a particle,
the observer would often get the wrong answer. A trainbound. physicist
might calculate that a particle moves up into the sky, while a stationary
physicist might conclude that the particle goes down into th € ground.

This made no sense. The same laws of nature should appl y no mat-
ter how an observer moves. An observer who is moving in a_ train and
uses Maxwell’s equations to figure out how a particle behawes should

3. There wasanother experiment that, in retrospect, seemed to belic the ideza of an cther.
In the mid-nineteenth century, the French physicist Armand Fizeau measu red the speed
of light in moving strcams of water, expecting to sce the ether dragged aBong with the
water. He didn’t see any such effect. In fact, it seems that Einstein was mo re influenced
by Fizeau’s experiments and observations of how the apparent positions of sstars in the sky
change depending on the Earth’s orbit—a phenomenon known as stellar abberration that
is duc to the finite speed of light—than he was by the Michelson-Morley ezxperiment.
4. Interestingly, in school Einstein was ignorant of the Michelson-Morley experiment
and proposed doing a similar test of the ether. The aforementioned naarrow-minded
teacher, Heinrich Weber, refused to allow the young Einstein to do th. ¢ experiment.
Weber apparently didn’t think much of the newfangled physics of the daye.
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get the same answer as an observer who is standing still. In fact, this
idea—that the laws of physics do not depend on the observer’s motion—
is the first of two key assumptions of relativity theory. In 1905, Ein-
stein stated that this “principle of relativity,” which gave its name to
the theory, must be true. The laws of nature cannot depend on an
observer’s motion. And though the principle of relativity is rather
straightforward, it is subtle; it takes a little work to see how the uni-
verse could be any other way. Einstein’s second assumption, on the
other hand, was as subtle as a sledgehammer.

Michelson and Morley showed that the speed of light was unaffected
by the Earth’s motion. Einstein assumed that the speed of light was
unaffected by any motion, instantly explaining the Michelson-Morley
experiment. No matter how you are moving, you will always measure
alight beam as moving at 300,000,000 meters per second: ¢, the speed
of light. However, on its face, this assumption seems utterly absurd.

If you're walking down the street and a fly suddenly smacks you in
the nose, you’re barely going to flinch. A tiny fly can only flutter about
at a few miles an hour, and with its tiny mass, no matter what the cir-
cumstances, it can only have a minuscule impact if it smacks into you.
But when you drive down the highway on a warm summer’s day, you’ll
occasionally hear a good, solid “thwack” as some hapless fly smears
itself over your windshield. At highway speeds, if that fly hits you in
the face, it might do some damage. It might knock off your glasses or
even give you a bloody nose. That’s because your motion affects how
you perceive the speed of the fly: the relative motion of the fly is very
different when you are standing still than when you are zooming by in
a car. If a fly moves at 10 miles an hour, when you are at rest, it will
smack into you at 10 miles an hour. This means that it has very little
impact. However, if the fly hits you when you are moving 80 miles an
hour, to your nose it seems as if the fly is moving 80 + 10 = 90 miles an
hour, and it will result in a much greater splat. In classical physics, and
in our everyday commonsense world, speeds are additive. If you move
relative to an object, you add your velocity to its velocity, and that is
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how fast it seems to be moving from your perspective. Everything in
the world that we are used to works like this.

A policeman with a radar gun, for example, has to take his own
velocity into account when tracking a speeder. A radar gun that tracks
a speeding car moving at 100 miles an hour relative to the ground will
give a different reading if the gun is moving. If the officer is stationary, his
radar will obviously get a speed of 100 miles an hour when he zaps the
car. However, if he is moving along with traffic at, say, 60 miles an hour,
the radar gun will only see the 40-mile-per-hour difference in speed
between the officer and the speeder. From the moving patrol car’s point
of view, the speeder is only moving away at 40 miles an hour. Con-
versely, if the officer is traveling in the opposite direction at 60 miles
an hour, the radar gun will show an impressive 160 miles an hour. The
speeder is moving at 160 miles an hour relative to the patrol car, even
though the lawbreaker is moving only 100 miles an hour relative to the
ground. What the radar gun displays when it measures the velocity of
the speeder’s car depends on how the policeman is moving: the out-
come of the measurement depends on the officer’s frame of reference.

If you replace the speeder with a beam of light, Einstein’s constant-
speed-of-light hypothesis is roughly equivalent to saying that the
speeder is always clocked at 100 miles an hour, no matter how the offi-
cer is moving. A stationary policeman would see the speeder approach
at 100 miles an hour and then zoom away at 100 miles an hour. An
officer moving in the same direction as the speeder would still see the
speeder approach at 100 miles an hour and then shoot into the dis-
tance at 100 miles an hour. An officer moving toward the speeder
would also see the speeder zoom toward him at 100 miles ara hour and
away at 100 miles an hour. It is as if the speeder totally ignores the
motion of the policeman. Obviously, this does not happen in real life,
otherwise none of us would ever get speeding tickets—a radar gun
would be totally unreliable!

Taken together with the principle of relativity, the constant-speed-
of-light hypothesis seems untenable. If you had three cops, all moving



A speeder from three
different viewpoints

in different ways, measuring the same light beam at the same time, the
constant-speed-of-light hypothesis states that, despite their very dif-
ferent motions, they all measure the same speed for the light beam:
300,000,000 meters per second. How can three observers moving in
different ways come up with the same measurements and at the same
time, according to the principle of relativity, all be correct? It seems
impossible.

But it is possible, and it is consistent. The three observers all do
measure the same speed for light, and they are all correct. Modern
measurements bear this out to great precision. No matter whether a
satellite is approaching you or receding away from you, its signal
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always zooms toward you at the same speed: 300,000,000 meters per
second. How, then, to get around the contradiction?

The answer lies in the concept of speed—and information. Speed is
simply the distance traveled over a given amount of time. But you can’t
miraculously intuit how fast something is moving; you have to meas-
ure its speed somehow. You have to gather information about distance
and time—say, you watch how far the object moves (using a meterstick)
in one second (using a clock). If three police officers are measuring a
light beam’s speed, they each, independently, are effectively gathering
information about time and distance with respect to their own meter-
sticks and clocks. The only way out of the seeming contradiction caused
by Einstein’s two hypotheses is to assume that the clocks and the meter-
sticks are affected by motion. This throws out millennia-old assump-
tions about time and distance. No longer can they be considered to be
fixed, unchanging, objective quantities. Time and distance are relative.
They change, depending on your frame of reference. And when your con-
cepts of time and distance change, they affect how you measure speeds.

Back to the speeder. Assume, for the moment, that the speeder is a
beam of light. Three supercops, moving in different ways (say one sta-
tionary, and two moving in opposite directions at three-fifths the
speed of light, or 0.6¢), measure the velocity of the speedex, and all
come up with the same answer: the speed of light, ¢, is 300,000,000
meters per second. Why is this? Because each cop has to mea sure time
and distance, and their metersticks and clocks are all messed -up. When
the stationary cop looks at his meterstick, he sees that it is thhe normal
length; he listens to his clock, and it is ticking away at the visual rate.
However, if he looks at the cops who are each moving at 0.6¢, he sees
that their metersticks have shrunk by 20 percent: each is 80 centime-
ters long instead of the full 100! Furthermore, he sees that the two
moving cops’ clocks have slowed down. When the station ary officer
counts off ten seconds by his clock, he notices that the moving cops’
clocks have each only ticked off eight seconds.

“Aha! Here’s the problem,” thinks the stationary cop. “When 1
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Three different relativistic
supercops

(From the viewpoipt of
the statiopary cop)

"= 8 Sec.

measure the speed of light, I get the right answer because my meter-
stick and clock are working correctly. But the two moving cops get
incorrect measurements because their sense of distance and time is
distorted.” It turns out that this distortion of space and time—the per-
ception that the moving cops’ clocks are slow and their metersticks
short—brings all three measurements into agreement: the stationary
cop measures the speeder moving at c as does each of the two moving
cops with their short metersticks and slow clocks.> So, from the station-
ary cop’s point of view, the two moving cops get the right answer, ¢, but
only after the distortion of their metersticks and clocks is factored in.
Strangely, neither of the moving cops notices his meterstick shrink or

5. The numbers do work out, even though it is not obvious. The mathematics used for
swapping perspectives is known as the Lorentz transformation, and it is slightly more
complicated than the simple addition of the everyday speed conversions we’re used to.
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his clock slow down. In fact, when each moving cop looks at his meter-
stick and clock, everything looks normal, but when each looks at the
other cops’ metersticks and clocks, he sees that the metersticks have
shrunk and the clocks have slowed down. So each of the moving cops
thinks, “Aha! Here’s the problem!” and blames his colleagues’ messed-up
metersticks and clocks for getting the right answer in the wrong way.

Shrinking metersticks? Slowing clocks? It seems silly, but it has
been observed. For example, particle physicists see clocks slowing all
the time. Certain subatomic particles, like the muon or the tau parti-
cle, heavier siblings of the electron, only have a short time to live
before they spontaneously decay into other, more stable particles.
(The muon, for example, lives, on average, about two-millionths of a
second.) In a particle accelerator, though, a muon often travels at
more than 99 percent of the speed of light, and as a result its internal
clock is slowed relative to the laboratory’s clock. This means that the
muon lives alot longer than it would if it were at rest. Global Position-
ing System receivers, which sense clock signals from satellites orbiting
the Earth, have to take into account relativistic clock slowing when fig-
uring out position. Even more directly, in 1971 two scientists flew four
atomic clocks aboard commercial jetliners. Because of their motion
relative to the Earth, the clocks disagreed after the trip. Leragth con-
traction and time dilation, as well as other strange relativistic effects,
such as an increase in mass at high speeds, are a fact. They have been
observed, and they agree wonderfully with Einstein’s theory.

Einstein’s two assumptions, the principle of relativity and a constant
speed of light, had lots of weird consequences, but there is a beautiful
symmetry to the theory. Observers might have very different v iews of the
world—they might disagree about length, time, mass, and many other
fundamental things—Dbut at the same time, all the observers are correct.

In other words, Einstein’s theory, at its root, says that you can-
not divorce perception—the information you gather £rom your
environment—from reality. If an observer collects accurat.¢ informa-

tion about something (how fast a speeder is moving, for- example),



that information will be correct, but with a catch: it is correct only
from his point of view. Different observers, making the same meas-
urement and gathering the same information, will often get different
answers. They may all get different numbers for how fast an object is
moving, how long an object is, how much it weighs, or how fast its
clock is ticking. However, no observer’s information is more or less
correct than any of the other observers’ information. Everyone’s infor-
mation is equally correct, even though the answers to the questions
about mass, length, speed, and time seem to contradict one another. It
seems hard to accept, but the equations of general relativity work out
beautifully. If you know how each observer is moving, you can use the
equations to predict exactly what each observer sees; in other words,
you are able to take the information you gathered and use the equa-
tions to figure out what the other observers are seeing. This is the key
to understanding relativity. Different observers can ask the same ques-
tions about the same phenomena and get seemingly different answers.
But the laws of relativity govern the laws of how information is trans-
ferred from observer to observer and tell you how different observers
will interpret the same phenomenon in different ways.

The elegant way the equations worked out, not to mention the
observations that they explained, convinced physicists that Einstein
was correct. In the early 1920s, a rumor spread that a more sensitive
Michelson-Morley-type experiment had detected the faint hints of a
luminiferous ether, thereby disproving the theory of relativity. Einstein’s
famous response was, “Subtle is the lord, but malicious he is not.” Ein-
stein, like many other physicists of the day, was absolutely convinced
that the theory was right. Relativity was too beautiful to be wrong.

However, there is one thing that physicists enjoy more than build-
ing a beautiful theory—and that’s smashing someone else’s beautiful
theory. Plenty of people tried to destroy Einstein’s. Since experimen-
tal tests of relativity are hard to do (and some predictions of general
relativity haven’t yet been tested because of that difficulty), theorists
attacked Einstein’s theory with a different tool: the thought experiment.
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In a thought experiment, a physicist sets up a scenario and tries to
solve it using the laws of the theory he is testing. If the theory has a
hole and if the physicist is clever enough, he can set up a scenario that
causes an internal contradiction, a point where the theory disagrees
with itself. If this happens, if the theory is inconsistent, then it must be
wrong. If the theory is sound, however, the seemingly paradoxical sce-
nario will have a consistent explanation, and everything works out in
the end. (Maxwell’s demon was essentially a thought experiment, and
it caused no end of problems for thermodynamics.)

Einstein himself loved thought experiments and used them to try
to tear down other people’s theories (as the next chapter will demon-
strate). With relativity, the situation was reversed. Einstein had to con-
tend with other scientists’ thought experiments. One of the most
tricky was what we will call the spear-in-the-barn paradox.

Imaginea sprinter with a fifteen-meter-long spear. He run s toward
a fifteen-meter-long barn with two doors—a front door and a back
door. To start off with, the front door is open and the back door is shut.

Now this sprinter is really good. In fact, he can sprint at 80 percent
of the speed of light, and he runs into the barn. From the point of view
of a stationary observer sitting in the rafters, the sprinter’s spe-ar is con-
tracted (because of the relativistic effect on the runner’s meterstick).
In fact, the fifteen-meter spear is only nine meters long. If the observer
in the rafters were to take a snapshot of the spear or measure it in some
other way, he would see that it is only nine meters in length, even while
the stationary barn stays at its original size of fifteen meters.

In other words, if a stationary observer tries to get information
about the length of the spear, he will discover that it is nine meters
long. And as Einstein’s theory says, information is reality. If your
(accurate) measuring instrument gathers information abouwat the spear
and that information reveals that the spear is nine meters long, then it
is nine meters long—never mind that it started off as a fifteen-meter-
long spear.

A nine-meter-long spear fits nicely in the fifteen-meter—long barn;



Fasier Than Light 137

an electronic sensor can shut the front door as soon as the spear is fully
inside the barn. For a moment, the spear is entirely enclosed in the barn,
which has both doors shut. Then, just as the tip of the spear reaches the
end of the barn, another sensor opens the rear door, letting the sprinter
out. So far, so good.

The spear-in-the-barn paradox from a stationary point of view
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But things really get weird when you look at the events from the
sprinter’s point of view. From his perspective, the barn is rushing at
him at 80 percent of the speed of light. If he were to gather informa-
tion about how long the barn is, he would see that it’s only nine meters
long—and perception is reality. Even though his spear appears to be
the full fifteen meters long, the sprinter’s information says that the
barn is only nine meters long, so the spear doesn’t fit into the barn!
How, then, could both doors be shut at the same time?

The answer is hidden in the last word of the question. The solution
to the paradox has to do with time, but it is a little more complicated
than the mere slowing of a clock. One of the side effects of relativity is
that the concept of simultaneity—that two things can happen at the
same time—breaks down. Different observers can disagree about
whether two events happen at the same time, or whether one occurs
before the other or vice versa.

In this case, the events in question are (1) the front door’s shutting
and (2) the back door’s opening. From the point of view of the sta-
tionary observer in the rafters, the sprinter runs into the barn, (1) the
front sensor shuts the front door, with the sprinter inside, and then (2)
the rear sensor opens the back door, letting the sprinter out. But from
the point of view of the sprinter, the order of events is reversed . He runs
into the barn and (2) the back door opens when the tip of the spear
reaches the end of the barn and triggers the rear sensor. He continues
on, and then (1) the front door shuts as soon as the butt of his spear
passes the threshold of the front door, triggering the front se nsor.

The sprinter and the observer in the rafters disagree about the
order of events, but mathematically the two observations a e consis-
tent with each other. The two sensors are independent, and there is no
particular rcason why one has to be triggered before the otlaer. In one
frame of reference, the front sensor triggers first, and in the other
frame of reference the rear sensor triggers first. Once agair, it is all a
matter of information transfer.

Information doesn’t get from place to place instantly; at most, it
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The spear-in-the-barn paradox from a moving point of view

can travel at the speed of light. This means that the concept of “simul-
taneous” doesn’t really mean anything, because you have to take into
account the fact that it takes time for information to travel to your
observers. And an observer’s motion will affect the order in which
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information reaches him. The information that the front door is shut
and the information that the back door is open might reach one
observer at the same time; to another observer, the “front door is shut”
information might arrive first. To yet another, the information that
the back door is open might come first. The three observers will dis-
agree about whether the front door shut first, the back door opened
first, or both events occurred at the same time. Which one is correct?
They all are.

Einstein’s theory of relativity says that an event only “occurs” from
your perspective when the information about that event’s occurrence
reaches you. An event doesn’t really happen until that information
(traveling at the speed of light) traverses the distance from the event to
you. Once again, perception—and information—is reality. This is
what causes simultaneity to break down; since the three observers get
information in a different order, then in truth the events they were
observing occur in a different order for each of the three observers. It’s
a strange concept, but the breakdown of simultaneity in relativity the-
ory is just something that physicists have come to live with; it doesn’t
violate any principles any more than do length contraction and time
dilation. Crisis averted.

Or is it? Can we use this breakdown of simultaneity to come up
with an impossible scenario? We can certainly try. For example, we can
modify the thought experiment slightly to try to force a contradiction.
Instead of having two sensors, one at the front of the barn and one at
the rear, cach triggering its respective door, imagine that there is only one
sensor at the front. When the sensor senses that the butt end of the spear
has passed the threshold, it slams the front door and only th en signals
the back door to open. For a split second, both the front door and the
back door must be shut at the same time before the back door opens.
No longer are the events independent, because, in a sense, thae shutting
of the front door causes the back door to open. Swapping the order of
these two events would be a violation of the laws of physics.

This is because causality must be preserved, even in t he upside-
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down world of relativity. Imagine that an assassin shoots a general with
a bullet. The bullet strikes the general and kills him; had the gun not
been fired, the general would not die. But if there were a nearby, fast-
moving observer whose motion saw the bullet strike before the gun
was fired, he might be able to knock the gun out of the assassin’s hand
before the gun is fired. He might be able to prevent the assassination
he just saw! It’s as if he traveled back in time and changed the past.
This makes no sense, even in the strange domain of modern physics.

There is a limit to the reordering of events in relativity. If an event
(1) causes an event (2), there is no way that an observer can see (2)
before he sees (1). These two events are said to be causally connected.
Even taking into account relativity’s distortion of time, a traveler mov-
ing near the speed of light will never see a reversal of causally con-
nected events. He would never see your birth before he sees your
mother’s; your mother’s birth must come before yours, because your
mother’s existence causes your birth. Similarly, in the modified spear-in-
the-barn paradox, the front door’s closure causes the back door’s open-
ing. Therefore, from any point of view—from a stationary observer’s or
the sprinter’s—the back door must open after the front door. With
this modified sensor, let’s rerun the scenario.

From the sprinter’s point of view, the back door only opens when
the front sensor is triggered—when the butt end of his spear crosses
the threshold. The front part of his spear, which is fifteen meters long,
will smash through the back door before it triggers the sensor that
closes the front door. The outcome is a collision, at least from the
sprinter’s point of view.

Aha! Now it looks like we’ve got Einstein in a tight spot because, as
before, from the stationary observer’s point of view it seems possible that
the spear fits well within the barn, giving enough time to open the door
and avert the collision. In one frame of reference, there’s a smack-up,
and in the other, nothing! That’s a contradiction. Or so it would seem.
There is a way out, an additional subtlety that we have to take into
account. And this is where information theory begins to reveal itself.
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The sensor at the front of the barn has to signal the back door to
open. It has to transmit information—the command to open—from
the front of the barn to the rear of the barn. At least one bit of infor-
mation must travel from the front of the barn to the back, and
information cannot travel from place to place instantly, because
information has a physical presence. Transmitting this bit takes time.
In the stationary observer’s frame of reference, the front sensor slams
the door shut and sends a message to the back door. However, the tip
of the sprinter’s pole has a nine-meter head start and is zooming
toward the rear door at 80 percent of the speed of light. That’s a tough
headstart to overcome. In fact, unless the message travels faster than
the speed of light, there is no way it can make up the distance fast
enough. The signal to the back door gets there too late: the spear
strikes the door before the message arrives. So, even from the point of
view of the stationary observer there’s a jarring collision. Both
observers agree; a smack-up occurs. Paradox averted. Averted, that is,
so long as information can travel no faster than the speed of Light.

Einstein’s theory holds firm—but only when there is a limit on
how fast information can travel. If, somehow, information could
travel faster than the speed of light, causality would break down; you
would be able to send a message into the past and affect the £uture. So
long as information behaves itself and moves at light speed or below,
Einstein’s theory is completely consistent.

This is what is behind the famous “nothing can go fastex than the
speed of light” dictum, but in fact, that dictum is an oversimplification.
Some things can go faster than the speed of light. Even light itself can
break light speed, in a sense. The true rule is that information can’t
travel faster than the speed of light. You cannot take a bit off informa-
tion, transmit it, and have it get to a recipient faster than a beaam of light
can make the same trip, otherwise causality will break down. “The order-
ing of events in the universe would no longer make sense; you might
be able to build a time machine and be born before your m other.

The seeming paradoxes in relativity hinge upon the tr-ansfer and
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motion of information; relativity, deep down, is a theory about infor-
mation. Sometimes its rules are incredibly subtle, but they have held,
despite legions of scientists who for the past century have tried to find
loopholes. The puzzle of faster-than-light travel is a puzzle of infor-
mation. So is the problem of time travel.

In an unassuming laboratory in New Jersey, scientists built the first
time machine. Lijun Wang, a physicist at NEC Research Institute out-
side Princeton, sent a pulse of light faster than light speed—and
forced it to exit a chamber before it ever entered.

This is no joke. It was published in the peer-reviewed journal
Nature in 2000 and has been replicated by a handful of labs across the
country. It is not that difficult an experiment to perform: all it requires
is a chamber full of gas, a laser, and a very precise stopwatch. And while
Wang’s work is the most dramatic example of breaking the speed of
light, it is not the only one. Barely a month before Wang’s experiment,
Italian physicists used a clever geometric construction to get a laser
beam to exceed ¢, the speed of light. Half a decade before that, Ray-
mond Chiao, a physicist at the University of California at Berkeley,
used a bizarre quantum-mechanical property called tunneling to
make a light pulse go faster than c.

The easiest faster-than-light experiment to understand is one that
was performed in Italy in 2000. In it, Anedio Ranfagni and colleagues
at the Italian National Research Council in Florence took a beam of
microwaves, passed it through a ring, and then bounced it off a curved
mirror to create what is called a Bessel beam of microwave light.
Viewed from above, a Bessel beam has planes of waves that intersect
like an X. The scientists watched as the intersection of that X moved
more than 7 percent faster than the speed of light; it looked as if they
were sending something—the intersection—faster than c. (An easy
way to see what’s going on is to make an X with your two index fingers
nearly parallel to each other. Move your hands apart slowly and you’ll
see that the intersection moves up your fingers at a speed that’s much



144 DECODING THE UNIVERSE

greater than the speed at which your hands are moving apart.) But
what happens if you try to send a message with this scheme? Can it go
faster than light?
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Einstein would be relieved: the answer is no. Imagine, for example,
that Alice is a sentinel on Jupiter. When she spots an invadin g force of
bug-eyed creatures from Alpha Centauri, she needs to send word back
to Earth. Luckily for her, a Bessel beam communication line is already
set up between Jupiter and Earth; she needs to use it to send backa sin-
gle bit of information, a warning. A sudden change in signal—the
beam blinking all of a sudden, for example—would suffice; when the
beam flickers once, it signals the transmission of one bit of informa-
tion. It means that the alien redcoats are coming.

Alice can disrupt the beam by sticking her hand in the center of the
beam, absorbing the light and making the point of intersection go dark.
Since the intersection moves faster than the speed of light , shouldn’t
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that dark spot zoom down the beam faster than the speed of light, too?
Well, no. Because of the way the beam is set up—the plane waves move
at an angle, even though the intersection moves straight at Earth—the
dark spot moves away from the center of the beam, and the intersection
itself remains bright. Someone monitoring the beam on Earth would
not see the center of the beam flicker at all; no matter how Alice fiddles
with the intersection of the beam on Jupiter, the beam will never flicker on
Earth. The bitislost, sent out into space at the speed of light, and nobody
on Earth will ever receive Alice’s message. Though the intersection
moves faster than the speed of light, it cannot carry a bit. It carries no

information.
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There is another option for Alice, though. She can block the two
spots on the beam that wind up intersecting on Earth. In that case, as
the light waves move, the two spots move closer and closer together as
they travel toward Earth, eventually converging at the receiver, which
suddenly sees the beam turn off. In this case, Earth would receive one
bit of information—but that information only moved as fast as the
speed of light. Remember that the plane waves themselves only move
as fast as ¢; the intersection is the only “object” that moves faster than
the speed of light. The blocked spots on the beam would travel at the
speed of light toward Earth. Alice’s message travels at the speed of
light—no faster.

Thus, the Italian Bessel beam experiment amounted to nothing

_ more than a geometric trick. There really isn’t anything moving faster
than the speed of light. On the other hand, it’s not quite so easy to dis-
miss Lijun Wang’s experiment. Indeed, his baffling setup, where a
pulse of light exits a chamber of gas before it enters, seems like a bona
fide time machine.

The heart of Wang’s time machine is a six-centimeter-long con-
tainer full of cesium gas. Cesium is a reactive metal, somewhat like the
sodium that is used in streetlamps. When set up properly, the chamber
of cesium gas has a very peculiar property that is known as arzomalous
dispersion. 1t is this effect that turns the chamber into a faster-than-
light device.

In a vacuum, different frequencies of light—different colors of the
rainbow—travel at the same speed. Light speed, of course- But this
is not the case when the light is traveling through a mediunn, such as
air or water. In that case, light moves slower than the speed of light in
a vacuum. In most cases, different colors get slowed to different
degrees. Redder light—lower-frequency light—tends to  feel the
cffects of matter less than higher-energy, higher-frequercy, bluer
light. This means that reddish light tends to move througha box of air
or a glass of water slightly faster than does bluish light. Th is effect is

known as dispersion and it is an important effect because of ” the wave-
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like part of light’s nature. (It’s also the cause of the separation of colors
in a rainbow.)

Any wavelike object, such as a pulse of light, can be dissected into its
component parts—in light’s case, into beams of light of different fre-
quencies. In most regions of space, these beams cancel out each other,
but in one region the beams of different frequencies reinforce each other,
creating a pulse of light. The pulse moves because the individual beams
of light are moving at ¢; their regions of reinforcement and cancellation
shift forward at the speed of light, causing the pulse to move forward at
the speed of light, too. At least that is what happens in a vacuum. It’s a
tad more complicated in a dispersive medium, like air.
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A pulse of light in a vacuum and its Fourier transform

Since air slows down reddish light somewhat less than bluish light,
it messes up the cancellation somewhat. As a pulse gets very close to a
chamber full of air, the cancellation stops being perfect: the pulse
spreads out a little as the high-frequency waves slow down relative to

6. This technique is known as a Fourier transform, after its inventor, Jean-Baptiste-
Joseph Fourier. Fourier was nearly sent to the guillotine in 1794, during France’s Reign
of Terror, and eventually wound up as a science adviser to Napoleon.



148 DECODING THE UNIVERSE

the low-frequency ones. The pulse in the chamber gets fatter and fatter as
it moves, and then it emerges from the far side of the chamber much fat-
ter than when it entered. The pulse has become distorted by the medium.

However, the story gets really weird if the medium is not dispersive
in the ordinary way, slowing blue light more than it slows red light. If
instead of ordinary dispersion it has anomalous dispersion, where the
opposite happens, red light is slowed more than blue light, and a time
machine is the result.

As before, when a pulse approaches the chamber of cesium gas, the
medium messes up the nice cancellation. In the previous air example,
where the blue light traveled slower than the red light, the cancellation
got destroyed near the pulse, causing the pulse just to spread out. In
the cesium chamber, on the other hand, where the red light travels
slower than the blue, the cancellation is messed up a long distance
away from the pulse. It is as if the pulse suddenly appears a long way
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away: it’s as if it moves faster than the speed of light. In fact, if the
anomalous dispersion effect is sufficiently pronounced, the pulse can
emerge from the chamber before it ever enters!

This is hard to visualize, but it is a consequence of the properties of
light. There is no trick; the pulse emerges from the chamber before it
enters because it moves faster than the speed of light through the cham-
ber. In Wang’s original experiment, the pulse moved at 300 times the
speed of light and left the cesium gas about 62 nanoseconds before it
entered. Wang’s experiment and variations thereof have since been
reproduced many times. There is little controversy; most physicists
agree that the pulse effectively travels faster than the speed of light. For
example, Daniel Gauthier, a physicist at Duke University, and two col-
leagues repeated the experiment with potassium vapor in the cham-
ber instead of cesium, and sure enough a pulse exited the chamber 27
nanoseconds faster than it would if it were traveling at the speed of
light; it broke the universal speed limit, ¢, by more than 2 percent.

Gauthier and his colleagues weren’t satisfied with making pulses
move faster than light; they tried to send information on those pulses.
And to send information, you need to send a bit. Gauthier’s team
rigged the laser beam to get brighter after a short interval (encoding a
1) or to get dimmer after that same interval (encoding a 0). Then, on
the other end of the chamber they had a detector that recorded the
moment it was able to distinguish a 1 pulse from a 0 pulse with a given
amount of confidence. If the chamber truly made information travel
faster than the speed of light, then the detector should be able to regis-
ter a 1 or 0 pulse faster than it could if the pulse merely traveled at the
speed of light; the faster-than-light pulse would deposit its informa-
tion at the detector faster than would a light-speed pulse.

What they found was just the opposite. Though the light-speed pulse
emerged from the chamber later than the faster-than-light pulse, it
deposited its information before the faster-than-light pulse. Even though
the sped-up beam reached the detector first, its information lagged a lit-
tle. Einstein, once more, could rest easy. Like the Bessel beam device, the
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gas-chamber time machine cannot transmit information faster than the
speed of light. However, the reason is a touch more subtle than it was for
the Bessel beam device. It has to do with the shape of the pulse.

When a pulse passes through a dispersive medium like air or cesium
or potassium, it gets somewhat distorted. Sometimes it gets fatter;
sometimes it gets thinner. It gets taller in places, and shorter in others.
In Gauthier’s experiment, the 0 pulse and the 1 pulse got distorted in
slightly different ways. The original 0 pulse was contrived to drop off
suddenly, but after the distortion caused by its passage through the
chamber, it dropped off somewhat less abruptly. The 1 pulse, on the
other hand, got brighter less abruptly after going through the chamber
of cesium. A slower-dimming 0 and a slower-brightening 1 meant that
the two possibilities could not be distinguished as quickly; it was harder
to tell the difference between the 0 pulse and the 1 pulse. Evern though
the pulses moved through the chamber faster than light speed, it took
longer for the detector to tell them apart because of that distortion—
more than compensating for the speedup of that pulse. In sum, the
place where the information in the pulse resides—the place where the
bit sits in the pulse—always moves slower than the speed of li ght, even
when the pulse itself breaks the speed limit.

This same effect derails attempts to transmit informatior with yet
another faster-than-light technique that exploits a bizarre feature of
the subatomic world known as quantum tunneling. In the classical
world, throw a ball at a concrete wall and it will bounce right off. In the
quantum world, throw a particle such as a photon at an impeenetrable
barrier and it will bounce right off. Most of the time. Once= in a long
while—how probable this is depends on the nature of the barrier and
the particle—the particle will pass right through the barrier. A pho-
ton, for example, can “tunnel” right through a wall of a sealed box,
even though the classical rules of physics would forbid any light from
getting in or out at all. This is a consequence of the math=ematics of
quantum mechanics, and it has been observed numerous times. In
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fact, the process of radioactive decay is a form of tunneling; for exam-
ple, an alpha particle (a conglomerate of two protons and two neu-
trons) is effectively trapped within the box of an unstable atomic
nucleus such as uranium-238. The alpha particle rattles around inside
that nucleus for years and years (on average, about four and a half bil-
lion years), and then, all of a sudden, it pops right through the side of
the box and flies away. The escaping alpha particle then makes a click
when it slams into a sensitive radiation detector.

What makes tunneling interesting to the faster-than-light crowd is
that the process occurs incredibly fast, perhaps even instantly. It can
suddenly tunnel through a barrier—snap!—without actually taking
the time to pass through the barrier.” It’s as if the particle disappears
and appears somewhere else, all at the same moment.

Raymond Chiao, the University of California physicist, set up an
experiment where he sent photons at a relatively thick barrier, a coated
slice of silicon. Once in a while, a photon tunneled through that bar-
rier. Sure enough, Chiao measured the speed that the photons traveled
through that barrier and discovered that they were, indeed, moving
faster than the speed of light. However, Chiao realized that those pho-
tons could not be used to transmit information faster than light speed.
Just as in the gas-chamber device, the photon’s “shape” changes as it
passes through the barrier. A photon is no different than a pulse in the
quantum-mechanical view of the world; it behaves like a packet of
waves as much as it does a particle. And that wave packet gets shifted
and reshaped as it tunnels through the barrier. In fact, only the leading
edge of the photon wave packet gets through the barrier; on the far
side, the wave packet is much smaller, and the leading edge has been
reshaped so that any bit that you encode on that pulse of light is
knocked backward by the reshaping process. Einstein, once again,
would have been relieved. Information does not travel faster than the

7. Yes, this seems incredible, but it is a consequence of the laws of quantum mechanics,
which will be explained in more detail in the next chapter.
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speed of light, even though the photon itself does. The theory of rela-
tivity had withstood all attempts to transmit information faster than
light speed.

However, there is another threat to relativity posed by the laws of
quantum mechanics. It was a threat that Einstein himself discovered,
and one that caused him to reject the theory he helped create. Here,
too, the key to understanding is information.



CHAPTER 6

PARADOX

Natura non facit saltus. (Nature does not make jumps.)

—Gottfried Wilhelm Leibniz

R elativity is a theory that deals with information. Einstein’s equa-

tions dictate a speed limit for the transfer of information across space:
the speed of light. They also explain why different observers will gather
seemingly contradictory answers when asking the same questions—
even when all are collecting information about the same events. Rela-
tivity changed scientists’ way of looking at the universe, at how objects
interact with one another over great distances, at high speeds, and
under conditions of very strong gravity. It was Einstein’s greatest tri-
umph. But it would not land him the Nobel Prize.

Einstein’s Nobel came despite his work on relativity theory, which,
at the same time that it was embraced by many of the greatest thinkers
of the day, was rejected by some of the more rigid and conservative
members on the prize committee. Nevertheless, Einstein did win a Nobel
in 1921 for one of his other great insights: the quantum theory of light.

Ironically, Nobel Prize notwithstanding, Einstein came to despise
the quantum theory that he helped create. With good reason. The
faster-than-light challenges to relativity theory are child’s play compared

153
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to those that come directly out of the laws of quantum theory. Einstein
himself found a major one of these challenges—a quantum-theoretical
trick that seemed to tear a hole in his lovely theory of relativity. To his
horror, he spotted what seemed like a logical loophole in quantum
mechanics; at first glance, it appeared that physicists could exploit that
loophole to send information faster than the speed of light. If true, it
would allow engineers to build the equivalent of a time machine. The
laws of quantum theory, it seemed, would give scientists the ability to
alter the past and change the future.

Einstein thought that this loophole, this mysterious cosmic mes-
saging system that he discovered, would prove that the theory of the
quantum world was absurd and would have to be discarded. He was
wrong. Countless times, physicists have seen Einstein’s mysterious
quantum “spooky action” link two particles. If such particles can
somehow communicate, they must do so at several thousand times
the speed of light. Einstein’s nightmare is real.

The strange tricks that Nature plays with quantum objects have
been observed, and quantum theory’s weirdest predictions have been
verified. The informational paradoxes of quantum mechanics drove
Einstein away from quantum theory, and he would never see them
resolved. They are still the most troubling features of quantum theory,
and only now, nearly a century later, are scientists beginning to under-
stand them, thanks to the science of information.

Though Einstein loved relativity and hated quantum theory, both are
hischildren. The siblings came from the same source: they are each tied
to thermodynamics and information, and they were both borm in light.

Like relativity, the story of quantum theory goes back to Young’s
experiment in 1801, which secemed to end the debate about whether
light is a particle or a wave. Young showed that light makes ar interfer-
ence pattern when a beam passes through two slits simulstaneously.
This is what waves do. It is not what particles do.

With Young’s experiment, you can make the beam dirmmer and
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dimmer, yet no matter how dim the beam of lights gets, the interfer-
ence pattern remains. If light were, in fact, composed of particles, at
some point—when the beam is sufficiently dim—only one particle of
light would be going through the slits at a time. Yet if you were to per-
form the experiment over and over again, you would never see that
single electron hit certain places on the screen: there is always an inter-
ference pattern. Even with a single particle going through the slits ata
time, it somehow interferes with itself, preventing itself from striking
certain regions of the detector.

Electroy pever
detected thbny

these zoyes' A

Electroy may be
detected withip

these zoges

A singlé electron interfering with itself
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How could a single particle cause an interference pattern? How
could an indivisible corpuscle possibly interfere with itself? Common
sense says that it can’t. If light were a particle, the interference pattern
should suddenly disappear when the beam gets too dim. This is not
what happens. The interference pattern remains; therefore, scientists
concluded, light must be a wave and not a particle. Maxwell’s equa-
tions, which were very similar to the equations that showed how a
water wave propagates in the ocean, reinforced the idea. Light behaves
like a wave; it is described by wavelike mathematics; therefore, it must
be a wave and not a particle. Case closed.

Well, not entirely closed. There were a few problems with assuming
that light was a wave. The most important of these problems emerged
in 1887, when the German physicist Heinrich Hertz discovered a curi-
ous phenomenon: when he put a metal plate in a beam of ultraviolet
light, it sparked. The light tore electrons right out of the metal. This
photoelectric effect could not be explained by the wave theory of light
just as surely as the interference fringes could not be explained by the
particle theory of light. Wave theory’s failure to explain Hertz’s spark-
ing has to do with energy. The sparks in the metal were caused by light
knocking electrons away from metal atoms—by the energy that the
light contained.

On its face, the problem seems far removed from the ideas of infor-
mation and thermodynamics, but as with relativity, information theory
will come rushing in once the problem is fully understood. Imdeed, the
explanation for why metals spark would lead to the biggest phvilosophi-
cal problem in physics today, a problem that has to do with the roles of
measurement and of information in the way the universe worXks.

However, to a late-nineteenth-century physicist, figuring out why
a metal sparks scemed not to have any great significance. In fact, it
looked like a problem no different from figuring out why a ball falls
back to the ground after it is batted into the air. An electror is bound
to its atom by a certain amount of energy, just as a baseball is bound to
the Earth by gravity. If you are going to free an electron from an atom,
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you have to supply the energy to break that bond, just as you have to
give a baseball a big enough whack to send it out of the atmosphere. If
a subatomic whack doesn’t have enough energy, an electron flies away
from its atom a bit but sinks right back down again, just as a baseball
propelled upward with insufficient force must come back to Earth.
However, if you give the electron more punch than the binding energy
of the atom, the force sends it out of the atom entirely (the baseball
zooms into orbit).

In the photoelectric effect, the source of the electron-whacking
energy has to come from light. Now, for the moment, assume light is a
wave. If so, buffeting light waves must deposit their energy in the elec-
trons, giving them a bunch of energy. This energy induces the elec-
trons to leap away from the metal atoms. If the waves don’t deposit
enough energy into the electron, if the waves’ collective energy is
below the required threshold, then the electrons will stay put. How-
ever, if the waves are sufficiently energetic, then they will induce the
metal to spark. So far so good.

In wave theory, though, there are two ways to increase the energy
of an incoming bunch of waves. The first way is pretty easy to see: just
make the waves bigger. One-foot ocean waves pack less punch than
three-foot waves, and ten-foot waves can knock a swimmer senseless.
A wave’s height is known as its amplitude; the bigger the wave, the
larger the amplitude and the more energy it carries. With water waves,
amplitude translates to physical height, but in other sorts of waves it
might have a different interpretation. With sound waves, for example,
amplitude is related to volume: the louder a sound, the greater the
amplitude of the sound waves. And with light, amplitude is related to
brightness. A bright yellow beam has a greater amplitude than a dim
yellow beam.

The second way to increase energy in a set of waves is a little more
subtle: make the waves more frequent. If the wave crests are closer
together—if more waves are striking the beach per minute—the
waves transfer more energy to the shore. So, the greater the frequency
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of the waves, the more energy they contain. With light, frequency cor-
responds to color. The lower-frequency light—infrared, red, and
orange light—contains less energy than yellow, green, blue, or violet
light, which have greater frequencies. Ultraviolet light and X-rays have
more energy still, as their frequencies are even greater than those of
visible light.

So, if there is an energy threshold to knock electrons out of a metal,
there should be two ways to get light above that critical threshold.
With a beam of given brightness, you can change the frequency of
light from red to green to blue to ultraviolet, and at some point the
electrons should start leaping out of the metal. Sure enough, this is
what happens. Red light didn’t cause sparking in Hertz’s metal sheet,
nor did green or blue. But when the light color became a high enough
frequency—when the beam was ultraviolet—the sparking suddenly
began.

The second way to get the light above that energy threshold is to fix
the frequency of the beam—keeping it, say, at the same shade of yellow—
but increasing the brightness of the beam. If you start off with a dim
beam of yellow, it won’t have enough energy to induce the electrons to
leap out of the metal. But as you brighten the beam, it gets more and
more energetic. When the beam finally gets bright enough, when the
amplitude of the beam gets big enough, the electrons should suddenly
start getting knocked loose and the sparking should begin. This is r0t
what happened.

No matter how bright a yellow beam was, it never freed electrons
from the metal. Worse yet, even the dimmest ultraviolet beam—
which, according to the wave theory of light, shouldn’t have enough
energy in the metal to free electrons—caused sparking. Just as it made
no sense for a single particle of light to make an interference pattern, it
made no sense for a dim wave of ultraviolet light to be able to knock
electrons loose while a bright yellow beam could not. In wave theory,
there should be an amplitude threshold for the photoelectric effect
just as there was a frequency threshold. But Hertz’s experiment
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showed that only frequency seemed to matter. This contradicted the
wave equations of light that scientists had long since accepted.

Physicists were stuck. They couldn’t explain interference with the
particle theory of light, and they couldn’t explain the photoelectric
effect with the wave theory. It took nearly twenty years to figure out
what was wrong, and when Einstein did—the same year, 1905, that he
formulated the special theory of relativity—he destroyed the wave
theory of light forever. In its place was a new theory, quantum theory.
It was Einstein’s explanation of the photoelectric effect that earned
him his Nobel Prize and placed quantum theory firmly in the main-
stream of physics.

Einstein’s work breathed life into a rogue idea that had been born
five years earlier when Max Planck, a German physicist, came up with
a method for resolving a mathematical dilemma. This dilemma, too,
had to do with the behavior of light and matter. The equations that
described how much radiation a hot chunk of matter emits—the ones
that describe why a blacksmith’s iron glows red and the filament in a
lightbulb glows white—were not working. These equations broke down
under certain conditions, shredding the theory in a cloud of mathemat-
ical infinities. Planck came up with a solution, but it came at a price.

Planck made an assumption that seemed physically absurd. He
assumed that under certain circumstances matter could only move in
certain ways: it is quantized. (Planck coined the term quantum, after
the Latin word for “how much.”) For example, the quantization of an
electron’s energy around an atom meant that an electron could only
take on some energies and not others. This sort of thing doesn’t hap-
pen in everyday life. Imagine what would happen if your car’s speeds
were quantized: if it could go 20 and 25 miles an hour, but couldn’t
drive at 21 or 23 or any other speed in between. If you were driving at
20 miles an hour and you pressed down on the accelerator, absolutely
nothing would happen for a while. You would keep tooling along at
20 miles an hour ... 20 miles an hour...20 milesan hour...and then,
suddenly, pop! You would instantly be driving at 25 miles an hour.



160 DECODING THE UNIVERSE

Your car would have skipped all the speeds in between 20 and 25. This
obviously doesn’t happen. Our world is smooth and continuous, not
jerky and jumpy. Planck himself called his quantum hypothesis an
“act of desperation” However, as strange as this idea—the quantum
hypothesis—was, it banished the infinities that plagued the radiation
equations.

Einstein solved the photoelectric puzzle by applying the quantum
hypothesis to light. Contrary to what nearly all the physicists of the
previous hundred years had assumed, Einstein postulated that light is
not a smooth, continuous wave but chunky, discrete particles now
known as photons. This was despite the evidence to the contrary,
including Young’s interference experiment. In Einstein’s model, each
particle carries a certain amount of energy proportional to its fre-
quency; double the frequency of a photon and you double the energy
it carries.! Once you accept that idea, you can do a great job of explain-
ing the photoelectric effect.

In Einstein’s picture, each photon striking the metal can give the elec-
tron a kick, and the more energy the photon has, the bigger the kick. As
before, the energy must meet a threshold. If the energy of the photon is
too small, below the binding energy of the electron, the electro 1 cannot
escape. If the energy is large enough, though, the electron es<capes. As
did the wave theory of light, Einstein’s hypothesis explains the wave-
length threshold: if the photons do not have enough energy, then they
cannot knock the electrons away from the atoms. But unlike the wave
theory, Einstein’s quantum theory of light also explains the Zack of an
amplitude threshold. It explains why merely increasing the b»rightness
of the beam cannot make electrons start escaping the metal.

If the beam is made up of individual particles of light, i ncreasing
the brightness just means that more of these particles are in the beam.

1. Einstein came to this conclusion by trying to figure out the entropy of t=he light that
streams off a theoretical object known as a blackbody. The roots of quantu=m theory are
tied very tightly to thermodynamics and statistical mechanics.
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Only one photon is likely to strike an atom at a time, and if that photon
doesn’t have the required energy, it can’t knock the electron away—no
matter how many photons there are in the surrounding neighborhood.
It is one photon per atom, and if the incoming photon is too weak,
nothing happens, regardless of the brightness of the beam.

Einstein’s quantum theory of light explained the photoelectric
effect in wonderful detail; the hypothesis completely explained the
puzzling experimental observations that could not be explained by
the wave theory of light.2 This was really puzzling to physicists at the
time: Young showed that light behaves like a wave and not a particle,
but Einstein showed that light behaves like a particle and not a wave.
The two theories were in direct conflict, and they couldn’t both be
right. Or could they?

Just as with relativity theory, information was at the heart of the
problem. In relativity theory, two different observers can gather infor-
mation about the same event and get mutually contradictory answers.
One might say that a spear was nine meters long while the other might
say that it was fifteen meters long, and both can be right. In quantum
theory, there is a similar problem. An observer, measuring a system in
two different ways, might get two different answers. Do an experiment
in one way and you might prove that light is a wave and not a particle.
Do a similar experiment in a slightly different way and you can prove
that light is a particle and not a wave. Which is right? Both—and nei-
ther. The way you gather the information affects the outcome of the
experiment.

Quantum theory can be cast in the language of information theory—

2. It explained other effects, too, such as the so-called Stokes’s rule for fluorescent
materials. If you zap certain minerals, such as some forms of calcite, with high-energy
light, they will glow. Stokes’s rule says that the glow is always redder—a lower
frequency—than the light that you shine on the mineral. This is hard to explain with the
wave theory of light, but it’s easy to explain with quantum theory: when a particle of
light deposits its energy in an atom, the atom reemits that energy. The packet of energy
that it emits must be less than or equal to the energy it absorbs; the frequency of the
emitted photon must be less than or equal to the frequency of the absorbed photon.
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in talk about transferring information (including the 1s and Os of
binary choices)—and when it is, it reveals a whole new depth to the
paradoxes of the quantum world. The conflict between waves and par-
ticles is just the beginning.

Einstein’s theory brought Planck’s quantum hypothesis into the main-
stream, and over the next three decades Europe’s best physicists devel-
oped a theory that did a beautiful job of explaining the behavior of the
subatomic world. Werner Heisenberg, Erwin Schrodinger, Niels Bohr,
Max Born, Paul Dirac, Albert Einstein, and others built up a set of
equations that explained with stunning precision the behavior of light
and electrons and atoms and other very tiny objects.? Unfortunately,
though this framework of equations—quantum theory—always
seemed to get the right answers, other consequences of those equa-
tions seemed to contradict common sense.

The dictates of quantum theory, at first glance, are ridiculous. The
strange, seemingly contradictory properties of light are par for the
course. Indeed, they come directly from the mathematics of quantum
theory. Light behaves like a particle under some conditions and like a
wave under other conditions; it has some of the properties of each, yet
is neither truly particle nor wave.

It is not only light that behaves this way. In 1924, the French physi-
cist Louis de Broglie suggested that subatomic matter—particles like
electrons—should have wavelike properties as well. To experimental-
ists, clectrons were obviously particles, not waves; any half-competent
observer could see electrons leave little vapor trails as they streaked
from one end of a cloud chamber to the other. These trails were clearly
the tracks of little chunks of matter: particles, not waves. But quantum
theory trumps common sense.

3. Sometimes, the precision is utterly astounding. For example, theory predicts howan
clectron twists in a magnetic ficld. Plug in the numbers and you will discover that the
theory matches observation to nine decimal places. It is as if theory predicted the dis-
tance between the Earth and the moon with an uncertainty of about a meter.
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Though the effect is much harder to spot with electrons than it is
with light, electrons do show wavelike behavior as well as their more
familiar particle-like behavior. In 1927, English physicists shot a beam
of electrons at a crystal of nickel. As electrons bounce off regularly
spaced atoms and zoom through the holes in an atomic lattice, they
behave as if they have just passed through the slits of Young’s experi-
ment. Electrons do interfere with each other, making an interference
pattern. Even if you ensure that only a single electron at a time strikes
the lattice, the interference pattern persists; the pattern cannot be
caused by electrons bouncing off each other. This behavior is not con-
sistent with what you would expect of particles: the interference pat-
tern is an unmistakable sign of a smooth, continuous wave, rather
than discrete, solid particles. Somehow, electrons, like light, have both
wavelike and particle-like behavior, even though the properties of
waves and of particles are mutually contradictory.

This twofold wave-particle nature is true of atoms and even mole-
cules just as it is true of electrons and light. Quantum objects can
behave like waves as well as particles; they have wavelike properties
and particle-like properties. At the same time, they have properties
inconsistent with being a wave and with being a particle. An electron, a
photon, and an atom are both particle and wave, and neither particle
nor wave. If you set up an experiment to determine whether a quan-
tum object is a particle, 1, or a wave, 0, you will get a 1 sometimes or a
0 sometimes, depending on the experiment’s setup. The information
you receive depends on how you gather that information. This is an
unavoidable consequence of the mathematics of quantum mechanics.

It is known as wave-particle duality.

Wave-particle duality has some really bizarre consequences—you
can use it to do things that are absolutely forbidden by the classical
laws of physics—and this seemingly impossible behavior is encoded
in the mathematics of quantum mechanics. For example, the wavelike
nature of the electron allows you to build an interferometer from elec-
trons just as you can build one from light. The setup is pretty much the
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same in both cases. In the matter-wave interferometer, a beam of par-
ticles, such as electrons, shoots toward a beam splitter and goes off in
two directions at once. When the beams recombine, they either rein-
force each other or cancel out each other, depending on the relative
sizes of the two paths. If you tune the interferometer properly, you
should never, ever spot an electron at the detector, because the beams
moving down the two paths can completely cancel each other. This
cancellation works no matter how dim the electron beam is, no matter
how few electrons are striking the beam splitter. In fact, if you set up
your apparatus correctly, even if a single electron enters the interfer-
ometer and hits the beam splitter you will never detect the electron
emerging from the other side.

Common sense would tell you that an indivisible particle like an
electron would have to make a choice at the beam splitter: it would
have to choose to take path A or path B, to go to the left or to go to the
right, but not both. It should be a purely binary decision; you can
assign a 0 to path A and a 1 to path B. The electron would travel down
its chosen path. It would make its choice, 0 or 1, and then, at the far
end of the interferometer, it would strike the detector. Becau se only a
single electron travels through the interferometer, there should be
nothing to interfere with it, no other particles to block it. Regardless of
whether the electron chooses path A or path B, it should ermerge on
the other side at the detector unhindered. The interference pattern
should disappear. There are no other particles that can interfere with
the electron. But that is not what happens; common sense fails.

Even when a single electron at a time enters the interferometer,
there’s an interference pattern. Somehow, something is blo <king the
electron. Something prevents the electron from emerging from the
beam splitter in certain ways and striking the detector in sorme places,
but what could that something be? After all, the electron is the only
thing in the interferometer.

The answer to this seeming paradox is hard to accept , and you
will have to suspend your disbelief for a moment, as it sounds
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impossible. The laws of quantum mechanics reveal the culprit. The
object that blocks the electron’s motion is the electron itself. When
the electron hits the beam splitter, it takes both paths at once. It
doesn’t choose to take path A or path B; instead, it goes down both
paths simultaneously, even though the electron itself is indivisible. It
goes left and right at the same time; its choice is simultaneously a 0
and a 1. Faced with two mutually exclusive choices, the electron
chooses both.

In quantum mechanics, this is a principle known as superposition.
A quantum object like a photon or an electron or an atom can do two
(classically) contradictory things or, more precisely, be in two mutu-
ally exclusive quantum states, simultaneously. An electron can be in
two places at once, taking a left path and a right path at the same time.
A photon can be polarized vertically and horizontally at the same
time. An atom can be both right side up and upside down (more tech-
nically, its spin can be up and down) at the same moment. And in
information-theoretic terms, a single quantum object canbe a0 and a
1 simultaneously.4

This superposition effect has been observed many times. In 1996, a
team of physicists at the National Institute of Standards and Technol-
ogy laboratories in Boulder, Colorado, led by Chris Monroe and
David Wineland, made a single beryllium atom sit in two different
places at the same time. First, they set up a clever laser system that sep-
arated objects with different spins. When the lasers struck an atom
with an upward spin, they pushed it a tiny bit in one direction, say, to
the left; when they struck an atom with a downward spin, they pushed
it in the opposite direction, a hair to the right. The physicists then took
a single atom, isolated it carefully from its surroundings, and bom-
barded it with radio waves and lasers, putting it in a state of superpo-

4. This is not the same as being halfway between 0 and 1—say, 0.5. This is easy to see if
you think of it in terms of direction. If 0 is to the left and 1 is to the right, 0.5 would be
straight ahead. But a superposition of 0 and 1 is left and right at the same time, some-
thing that is impossible for a classical, indivisible object like a person.
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sition. It was in both a spin-up state and spin-down state, both 1 and
0, at the same time. Then they turned on the laser separating system.
Sure enough, the same atom, spin up and spin down at the same time,
moved to the left and to the right simultaneously! The atom’s spin-up
state moved to the left, and its spin-down state moved to the right: a
single beryllium atom was in two places at once. A classical, indivisible
atom could never be both 1 and 0 at the same time, but the Colorado
team’s data indicated that the atom was simultaneously in two posi-
tions, fully 80 nanometers—about ten atomic widths—away from
each other. The atom was in a (dramatic) state of superposition.’

Superposition explains how a single electron can make an interfer-
ence pattern even though a single classical object never could. The elec-
tron interferes with itself. When the electron hits the beam splitter, it
enters a state of superposition; it takes path A and path B at the same
time, it chooses both 0 and 1. It is as if two ghostly electrons travel
down the two sides of the interferometer, one on the left and one on the
right. When the two paths rejoin each other, the ghostly electrons inter-
fere with each other, canceling out each other. The electron enters the
beam splitter but never emerges, never strikes the detector, because the
electron takes two paths simultaneously and cancels itself out.

If this effect weren’t strange enough, it gets even more bizarre.
Superposition is fragile and slippery. As soon as you peek at a super-
posed object, as soon as you try to get information about whether,
say, an clectron actually is a 0 or a 1, is spin up or spin down, or takes
path A or path B, the electron suddenly and (seemingly) randomly
“chooses” one path or the other. The superposition is destroyed. For
example, if you rig the two paths of an interferometer with a trip

5. There are a number of different interpretations of quantum theory; physicists dis-
agree about what it really means for a quantum object to be in two places at the same
time. (In this book, I have chosen an interpretation that I think makes the text clearest—
more on this in chapter 9.) Regardless, all interpretations agree that you cannot explain
quantum behavior by cramming it into a classical framework. Quantum thcory really
docs force you to discard the commonsense ideas of classical physics in sorme manner.
All interpretations have quantum objects in superposition; they just have different
notions of what that superposition represents.
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wire—say, a laser beam that illuminates path B and sends a bit 1 to a
computer when the electron crosses the beam—the electron cannot
be in superposition. It “chooses” to go down path A or path B rather
than both, “chooses” to be a 0 or 1 rather than both, and the interfer-
ence pattern disappears. Without that trip wire, the electron will be in
a state of superposition, taking two paths at once. But the instant you
extract information about the electron’s path, attempting to detect
it or measure it, the superposition evaporates—the superposition
collapses.® As soon as information about the electron’s path leaves the
interferometer system, the electron instantly and randomly chooses
the left path or the right path, 0 or 1, as if God had flipped a cosmic
coin to settle the matter.

The principle of superposition is so strange that lots of physicists
had trouble accepting it, even though it explained observations that
could not be explained in any other way. How could a single electron
take two paths simultaneously? How can a photon be spin up and spin
down at the same time? How can an object take two mutually contra-
dictory choices? The answer—which was not yet known—had to do
with information; the act of gathering and transmitting information
is where scientists found the key to understanding the unsettling and
counterintuitive idea of superposition. However, in the 1920s and
1930s scientists were not yet armed with the formal mathematics of
information theory, yet they were not completely helpless. When con-
fronted with the paradoxical idea of superposition, physicists whipped
out their favorite weapon—the thought experiment—to try to destroy
the concept. The most famous of these came not from Einstein, but
from the Austrian physicist Erwin Schrédinger.

6. Interestingly, this works even if you rig only one of the two paths, say, B, with a trip
wire. If you send an electron into the interferometer and it chooses path B, the laser
detects the passage of the electron, and you get one bit of information about which path
it took. If it chooses path A, you don’t have any equipment set up to detect its passage,
but the nonclick of the detector tells you that it didn’t take path B: it took path A. So,
even though nothing passed by the laser, you still get one bit of information. The trip
wire on B destroyed the superposition of the electron even though the laser never
touched the electron; after all, it took path A and not B.
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The modern form of quantum mechanics began to take shape in 1925,
when the German physicist Werner Heisenberg came up with a theo-
retical framework based upon (at the time) relatively unfamiliar
mathematical objects known as matrices. Matrices have a property
that is a little unsettling at first: they don’t commute when you multi-
ply them together.

When you multiply two numbers, it doesn’t matter in what order
you multiply them: 5 times 8 is the same thing as 8 times 5. In other
words, numbers commute under multiplication. But if you multiply
matrix A by matrix B, the result is often quite different from the prod-
uct of matrix B times matrix A. Nowadays, physicists are comfortable
with the idea of noncommutative mathematics, but at the time,
Heisenberg’s matrix mechanics caused a bit of a stir. This was, in part,
because the noncommutative property of matrices led to a very, very
strange consequence: Heisenberg’s uncertainty principle.

In Heisenberg’s theory, a matrix might represent a property of a
particle that you can measure: its position, its energy, its momentum,’
its polarization, or some other observable. In Heisenberg’s mathemat-
ical framework, something odd happens if two of those matri ces don’t
commute with each other: their information is linked in a very dis-
turbing manner.

Position and momentum are two such observables whose matrices
don’t commute. In physics-speak, a particle’s position and momen-
tum are complementary. The mathematics of Heisenberg’s theory
implied that gathering information about one of a pair of comple-
mentary observables would cause you to lose information about the
other. So, measure a particle’s position—get information about where

7. Momentum is the measure of how much “oomph” an object has, and it is related to
the object’s mass and velocity. A car moving at 5 miles an hour has less mon.entum than
does one that is moving 30 miles an hour; the 30-mile-an-hour car will givee you much
more of a knock if it hits you. Likewise, a truck moving 30 miles an houar has more
momentum than a car moving at the same speed.
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it is—and you automatically lose information about its momentum.

Conversely, if you get information about a particle’s momentum—if
you reduce your uncertainty about how much momentum it has—

you increase your uncertainty about where it is. At its logical extreme,

if you somehow were able to determine with 100 percent accuracy

how much momentum a particle carries, you would know nothing

about where it is. It could be anywhere in the universe. This is the -
famous uncertainty principle.

To classical physicists, this was a very unappealing idea. It meant
that it is utterly impossible to have perfect information about two
complementary observables at the same time. You cannot know an
atom’s position and momentum simultaneously; you can have perfect
information about one, but that means you have no information
about the other. It’s an inherent limit to human knowledge.8 And sci-
entists hate limits.

Even though Heisenberg’s mathematical framework explained,
beautifully, the strange world of the very small—the world of quan-
tum objects—the matrix theory had a lot of violations of common
sense. Heisenberg’s uncertainty principle was bizarre, and superposi-
tion was utterly appalling. It is no surprise that Heisenberg’s quantum
theory had a lot of enemies. Chief among them was Schrédinger.

Schrodinger so hated Heisenberg’s matrix mechanics that he decided
to take a vacation—with his mistress. He took her up to a chalet in the
Swiss Alps and came down the mountain armed with an alternative
to Heisenberg’s matrix theory.® Unlike Heisenberg’s framework,
Schrdinger’s version of quantum theory was based upon mathemat-
ical objects that physicists were familiar with: integral and differential
equations just like those of Newtonian mechanics and Maxwell’s
equations. Instead of describing quantum objects in terms of matri-

8. Infact, it limits Nature as well . .. as we shall see in the next chapter.
9. The mathematician Hermann Weyl famously described Schrodinger’s discovery of
the theory as a “late erotic outburst.”
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ces, Schrodinger’s method used a mathematical construct that behaved
like a wave. This construct, a wave function, described all of an object’s
quantum-mechanical properties without resorting to mathematical
exotica such as matrices. But recasting quantum theory in more famil-
iar terms did not get rid of the strangeness of the uncertainty principle
and of superposition. A few years after Schrodinger proposed his
alternative theory, physicists proved that it was mathematically equiv-
alent to Heisenberg’s; even though the two theories used different
types of mathematical objects, they were no different underneath all
the formalism. So all the weirdness with uncertainty and superposition
wasn’t just an artifact of Heisenberg’s strange-looking matrix mechan-
ics. Schrodinger’s theory, like Heisenberg’s, had the major problems
that haunt quantum physicists—including the concept of superposi-
tion. And the seemingly unavoidable idea of superposition so bothered
Schrodinger that he came up with a thought experiment to show just
how stupid the whole concept was. In the process, he threatened to tear
down the whole edifice he and Heisenberg had built.

Schrédinger’s thought experiment started with a quantum object
in superposition—it doesn’t matter what kind. It could be any binary
choice: it could be a spin-up/spin-down atom or a photon that is polar-
ized vertically and horizontally at the same time, anything that forces
an object to choose between two alternatives, 0 and 1. But for this
example, let’s say that it’s an electron that hits a beam splitter and takes
two paths at the same time. Both paths lead to a box—a box with a
cuddly little kitten inside.!? Path A is a dead end; if the electron travels
down that path, nothing happens: 0. But path B leads to an electron
detector. When an electron strikes the detector, the detector sends a sig-
nal to an electric motor, which trips a hammer. The hammer breaks a
phial of poison inside the kitten’s box, and the poor thing dies
instantly: 1. An electron down path A, a 0, means that the kitten lives,
while an electron down path B, a 1, means that the kitten dies.

10. Luckily for physicists, PETA doesn’t get too angry about thought experiments.
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Schrodinger’s cat

So what happens to Schrédinger’s cat? Thanks to superposition, an
electron will travel down path A and path B at the same time; it will be
both 0 and 1 simultaneously. Therefore the electron both strikes the
detector and doesn’t strike the detector; the hammer both trips and it
doesn’t trip; the phial of poison breaks and it doesn’t break, all at the
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same time. The kitten dies and it doesn’t die: 0 and 1. The laws of
quantum mechanics imply that the kitten itself is in a superposition
state; it is both alive and dead at the same time, in some weird ghost-
like state of both life and death. How can something be both dead and
alive at the same time?

An alive-and-dead cat

But wait—it gets weirder. This state of superposition can exist so
long as nobody opens the box. The moment someone extracts infor-
mation about whether the cat lived or died, whether the cat is in state
0 or state 1, it becomes equivalent to the case of a trip wire in an inter-
ferometer. When someone extracts information from the system, the
superposition—in Schrodinger’s terminology, the cat’s wave furiction—
collapses; the cat “chooses” life or death, and it suddenly picks one or
the other, 0 or 1. But, in principle, so long as the box remains undis-
turbed, as long as nothing has extracted information about the cat
from the cat-and-box system, the cat’s superposition remainas undis-
turbed; the kitten is both alive and dead at the same time. It seems as
if it’s the act of observation, the act of extracting information, that
kills the cat. Information can be deadly. This absurd-sounding conclu-
sion seemed to be an unavoidable consequence of the primciple of
superposition.

When Schrédinger proposed his experiment, he knew the conclu-
sion was silly. Macroscopic objects like cats don’t behave lilkze micro-
scopic ones such as electrons, and it is laughable to think that
something can be both living and dead at the same time. But if the
mathematics of quantum theory says that this can happen, why don’t
we see half-living, half-dead people walking about on th e streets?
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(Graduate students don’t count.) What prevents us from seeing super-
position in large objects like baseballs and cars and kittens and people?

Some physicists have proposed that there’s something fundamen-
tally different that divides the quantum world from the classical one;
some have speculated that there’s some special size limit where, for
one reason or another, the laws of quantum mechanics stop working
and the classical ones take over. As far as experimentalists can tell,
though, there is no such barrier. Scientists have been getting ever-
bigger objects into a state of superposition. For example, the physi-
cist Anton Zeilinger at the University of Vienna has been making
Schrédinger-cat equivalents out of large molecules known as fullerenes.
These fullerenes are round cagelike molecules that consist of sixty or
more carbon atoms. By quantum standards, these things are absolutely
gargantuan. Nevertheless, when Zeilinger shoots fullerenes through a
grating, each one takes multiple paths on the way to a detector. Even
though these objects are quite a bit larger than atoms and electrons
and photons, they can be forced into taking two paths at the same
time: they are forced into superposition. So far, scientists haven’t
found any size limit to the laws of quantum theory; everything in the
universe should be subject to those laws.

So we have come to a paradox. The mathematics of quantum the-
ory seems to imply that scientists should be able to put even large
objects like baseballs and cats into superposition. But it is absurd to
think that baseballs can be in two places at once and a cat can be both
living and dead at the same time. If the laws of quantum mechanics
apply to macroscopic objects, why don’t macroscopic objects behave
like quantum ones? It makes little sense.

Such a violation of common sense should sink a theory, but it was
not the only such paradox. Einstein himself found one. Einstein hated
the ugly, seemingly contradictory qualities of quantum mechanics
and tried, over and over, to destroy the theory he helped create. He
almost succeeded.
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The paradox of Schrédinger’s cat became one of the classic and trou-
bling puzzles of quantum theory. However, as strange as superposition
was, it was not the most troubling element of quantum mechanics—
at least to Albert Einstein. Einstein saw a threat from another direc-
tion; it seemed to threaten his hallowed rule that no information
travels faster than the speed of light and looked as though it would
allow scientists to build time machines.

Einstein and two colleagues, Boris Podolsky and Nathan Rosen,
found this problem in 1935. They, like Schrodinger, created a thought
experiment that would expose the absurdity of quantum mechanics,
and it was a doozy. In it, they exploited a quantum-mechanical prop-
erty now known as entanglement, which, coupled with the principle of
superposition, threatened to reduce the entire framework of quantum
mechanics to a bundle of contradictions.

The Einstein-Podolsky-Rosen thought experiment begins with a
particle floating gently through space. All of a sudden, the particle
decays—as particles are wont to do—into two smaller particles that
fly off in opposite directions. If the two particles have the same mass,
then they must zoom off with equal and opposite speeds; Newton’s
laws say as much. If one particle is heavier than the other, the heavy
particle must be moving slowly and the light particle must be mov-
ing fast.!!

For argument’s sake, let’s say that our original particle de cays into
a heavy particle and a light particle, which shoot off to the left and to
the right. Until you measure one or the other of the pair of particles
created by the decay, you are left with a binary question. Either the
light, fast particle has zoomed off to the left or it has zoomed off to the
right. Or, looking at it another way, the leftward-moving particle is
cither light or heavy, fast or slow, 0 or 1. This particular set of particles
is known as an EPR pair, after Einstein, Podolsky, and Rosen.

11. It’sa consequence of the law of conservation of momentum.
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Now, say that you measure the speed of the leftward-moving parti-
cle of the EPR pair: it is either fast or slow, light or heavy, 0 or 1. As
soon as you measure the speed of the left particle, you know which of
those two states the left particle is in; you know whether it is moving
fast or slow. But by measuring the left particle, you also get informa-
tion about the right particle. If you measure the left particle and find it
moving fast—it’s a 0—you automatically know that particle B is mov-
ing slowly—it’s a 1—and vice versa. A single measurement yielding a
single bit of information—a 0 or a 1—tells you about the state of both
particles. The two are information-theoretically linked. This is entan-
glement. A single measurement of one of a pair of entangled particles
gives you information about the other, without your needing to make
any measurement whatsoever on the second particle. In an information-
theoretic sense (and in a quantum-mechanical sense) the two objects
behave, in a manner, as if they were a single particle. Measure one and
you are really measuring both.

You can make an EPR pair whose particles are entangled in other
ways. For example, you can create a set of particles whose spins are
equal and opposite, just as you can create two whose speeds are equal
and opposite. Measure one particle in such an entangled pair and find
out that it is spin up and you will instantly know that the other is spin
down. You can make a pair of photons, a pair of light particles, whose
polarization is equal and opposite; if you know that the left-moving
photon is polarized in the horizontal plane, the right-moving photon
is polarized in the vertical plane.

So far, this isn’t terribly weird stuff. This sort of thing happens in
the macroscopic world all the time. For example, I can tell you that I
puta penny in one box and a nickel in the other; when you open one of
the boxes and see, say, a nickel, you know that the other box must con-
tain a penny. One measurement, yielding one bit of information, tells
you what “state”—penny or nickel—both boxes are in. However,
unlike with pennies and nickels, you can throw superposition into the
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mix. When you entangle quantum particles that are in superposition,
things get very, very hairy.12

Asbefore, let’s create an EPR pair of particles. For simplicity’s sake,
let’s use spin instead of mass. We create the pair so that the two parti-
cles have equal and opposite spins: if one is spin down, the other is
spin up; if particle A is in state 0, particle B is in state 1. But since we
are dealing with quantum objects, we don’t have to force each particle
to commit immediately to state 0 or state 1. We can set up the particles
so that they are in superposition of 0 and 1, spin down and spin up at
the same time. And this really screws things up.

Like Schrédinger’s cat, neither particle has “chosen” whether to be
spin up or spin down. Each is both at the same time, so long as the par-
ticles remain undisturbed. They can speed away from each other for
years and years, eventually winding up in different galaxies, each in
that undisturbed state of superposition.

But what happens when you measure the spin of one of the parti-
cles? All of a sudden, the particle that was both 0 and 1, spin up or spin
down, “chooses” one of the states. When you extract information from
one of the particles, the indeterminate superposition instantly col-
lapses, and the state becomes, say, spin up, a 1. As before, the act of
measurement changes the state of the particle, changing it from a mix
of 0 and 1 to a pure state of 1. But this is much more troublimg than a
mere Schrodinger’s cat, thanks to entanglement. Since the tswo parti-
cles are entangled, when we measure particle A and determime that it’s
a 1 we instantly know that the other particle must be a 0. Since one bit
of information tells us about both particles, extracting information
from particle A is tantamount to extracting informatiora from—
measuring—particle B as well, even if it is halfway across the universe.
The instant the act of measuring particle A causes it to chan ge from a

12. Actually, even without superposition, entanglement does cause simila.r problems.
The original EPR paper showed a potential problem because knowing a particle’s
momentum and position simultancously would contradict Heisenberg’s uncertainty
principle. The superposition-plus-entanglement formulation is a later re-finement of
Einstein’s argument devised by the physicist David Bohm.
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mix of 0 and 1 states to a pure 1 state, the same measurement causes
particle B to change from a mix of 1 and 0 states to a pure 0 state. As
soon as we make one of the particles “choose” to be spin up, the other
must, at the same instant, “choose” to be spin down. Somehow, as par-
ticle A “chooses” to be spin up, its twin, billions of light-years away,
must instantly make the equal and opposite choice—its superposition
must collapse. And you cannot explain this effect in classical terms;
you cannot cop out by saying that the particles secretly “chose” their
fate long before the measurement occurred. If you want, you could do
a Monroe-Wineland—type experiment on the particles proving that
they are in a superposition of two states rather than in a pure 0 or 1
state up until you make a measurement. It is a consequence of the
mathematics of quantum theory: particle B “chooses” to be a 0 the
very instant that you measure particle A and it “chooses” to be a 1, not
one moment before. '

How can particle B make that choice instantly, even if it’s far, far
away in a distant galaxy? At first glance, it seems that there’s no way it
could. Since it would take a light beam billions of years to travel from
our particle to its twin, and information can only travel as fast as the
speed of light, it would seem that it would take billions of years for the
distant particle to become aware of the measurement and particle A’s
choice, and only then could it collapse and “choose” the opposite state.
But this is not the case. The particle knows instantly that its twin has
been measured and knows what choice it makes. There is no time
delay before particle B is “aware” that particle A has chosen 1 and itself
collapses into state 0. Einstein was horrified by this instant communi-
cation, this “spooky action at a distance.” And yet, it has been verified.

In 1982, the physicist Alain Aspect saw this spooky action at a dis-
tance for the first time, and the experiment has been replicated many
times since. Nowadays, the most advanced realizations of the EPR
experiment take place at the University of Geneva, where Nicolas
Gisin and his colleagues have been violating common sense with
entangled particles for years. The particles they entangle are photons;
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they create entangled pairs by zapping a crystal made of potassium,
niobium, and oxygen with a laser. When the crystal absorbs a photon
from the laser, it spits out two entangled particles that zoom away in
opposite directions, which then are piped into glass cables.

Gisin’s team has access to a large fiber-optic network that runs
around Lake Geneva and into nearby towns. In 2000, the team shot
entangled photons to the nearby villages of Bernex and Bellevue,
which were more than six miles away from each other. By taking mea-
surements with, effectively, an incredibly precise clock, they were able
to show that the particles behaved in the manner Einstein predicted:
the two were in superposition and always seemed to conspire to have
equal and opposite properties upon measurement. And because of the
distance between the two towns, there wasn’t sufficient time for a
light-speed “message” from particle A (“Help! I've been measured and
have chosen to be a 1. You know what to do.”) to reach particle B
before it, too, was measured and shown to be in the opposite state. In
fact, the scientists determined that if some sort of “message” was sent
from particle A to particle B, it had to travel at ten million times the
speed of light to be received in time for particle B to “choose” its state
before it, too, was measured. So, in a sense, the speed of quantum
entanglement is (at least) millions of times the speed of light.

If these particles “communicate” faster than light speed, can they
be used to transmit a faster-than-light message? If we had some source
of entangled particles halfway between Alice and Bob, shooting a
stream of particles in opposite directions, could Alice manipulate her
part of the stream—encoding a bit on the particles—and could Bob at
the other end receive that bit?

This question has been answered, as the next chapter will reveal.
Nevertheless, the mystery about entanglement remains. It is as spooky
and confusing as the day Einstein proposed it. Indeed, the two great
mysteries of quantum mechanics are superposition and this spooky
action at a distance. Why can microscopic objects be in two different
places at the same time, and why do they have different properties
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from those of macroscopic objects? How can particles communicate
with each other—instantly, even if they are halfway across the universe—
and can they be used to transmit a message? These paradoxes go to the
very heart of quantum theory; solve them and you have unraveled the
mysteries of the quantum world.

Scientists are almost there. They have a theory that explains both
of these paradoxes. This new idea is built upon the foundations that
support both relativity and quantum theory: it is a theory of informa-
tion more advanced even than Shannon’s theory. It is a theory of
quantum information.



CHAPTER 7

QUANTUM INFORMATION

What kind of liberation would that be to forsake an absurdity which is
logical and coherent and to embrace one which is illogical and inco-
herent?

—TJames Joyce, Portrait of the
Artist as a Young Man

The name Waterloo conjures up images of a great battle. In 1815,
near Waterloo, Belgium, the Duke of Wellington defeated the forces of
Napoleon Bonaparte. Nearly two centuries later a different Waterloo
altogether—Waterloo, Canada—is the site of another battle. It is a
battle for understanding. Ray Laflamme and his colleagues are trying
to defeat the mysteries of the quantum world.

In his university lab, about an hour and a half from Toronto,
Laflamme has two white, person-height, three-legged cylinders. They
are not pretty to look at. They seem as though they would be more at
home in an oil refinery or an industrial site than in a cutting-edge
quantum lab. Yet these cylinders are more powerful tools fo r under-
standing the subatomic world than any conventional microscope
could ever be.

Before you approach one of the cylinders, you must rem ove your
wallet. Get too close to them and they will instantly lobotomize your
credit cards, for the cylinders are tremendously powerful magnets. At
a distance of more than a meter, they make paper clips or Canadian

180
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coins cling to one another, held together by the invisible influence of
the magnetic field.

These magnets force atoms to dance. The powerful fields align
atoms, making their spins line up and compelling them to twirl and
twist in a complicated ballet of logic. Stored in those atomic spins is
information—quantum information—and the complicated dance is
arudimentary computer program. These magnets and the atoms they
affect make up a primitive quantum computer.

Just as computers manipulate information, quantum computers
manipulate quantum information—an extension of Shannon’s idea
that takes into account the subtle mysteries of the laws of quantum
theory. Quantum information is much more powerful than ordinary
information; a quantum bit has additional properties that are unavail-
able to the classical 1s and Os of Shannon information: it can be split
into many parts, be teleported across a room, do mutually contradic-
tory operations at once, and perform other seemingly miraculous
feats. Quantum information taps a resource in nature that mere clas-
sical information cannot reach; because of these additional proper-
ties, a sufficiently large quantum computer would be able to crack all
the cryptographic codes used for security on the Internet, and it
would be able to perform feats of calculation utterly impossible for
ordinary computers.

But more important, quantum information is the key to unravel-
ing the mysteries of the quantum world, and quantum computers are
giving scientists access to a previously unexplored realm. Because of
them, experimentalists and theoreticians are beginning to divine the
secrets that quantum information holds. And they are realizing that
quantum information is more closely tied to the fundamental laws of
physics than classical information is. Indeed, quantum information
may be the key to understanding the rules of the subatomic world and
the macroscopic world—the rules that govern the behavior of quarks
and of stars and galaxies and of the universe itself.
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Just as the era of classical physics gave way when the theories of rela-
tivity and quantum mechanics were born, so, too, the era of classical
information theory has yielded to a broader, deeper theory known as
quantum information theory. The study of quantum information is
just beginning. Because the rules that govern the behavior of atoms
and electrons and photons are very different from the standard New-
tonian, classical, rules of lamps and balls and flags and other macro-
scopic objects, the information that is carried by a quantum object
like an electron is different from the simple bits that can be inscribed
on a classical object. While classical information theorists talk about
information in terms of bits, quantum information theorists talk
about information in terms of quantum bits, or qubits.!

In classical information theory, the answer to any yes/no question
can always be answered, well, as a yes or a no—a 1 or a 0. But with
quantum theory, this nice, easy distinction between yes and no broke
down. Quantum objects can be two things at once, on the left side of
an interferometer or the right, spin up and spin down, both 1 and 0 at
the same time. While a classical object can never be in an ambiguous
superposition of two states—it must always be in one state or another,
on or off, left or right, a 1 or a 0, but not both at the same time—a
quantum object can be.2 So, even with a nice clear-cut yes/no question
(Is Schrodinger’s cat alive?), there is often no way to answer it with a
straight 1 or 0: a cat can (theoretically) be both alive and dead , an elec-
tron can be on both the left and right, and light can be both particle
and wave. Mere 1s and 0s cannot capture duality or superposition; the
realm of the quantum object doesn’t have the neat dichotomies of the
classical world.

But, as we saw, quantum theory (and relativity, for that matter) is a

1. There are also more complicated quantum creatures known as qutrits and qunits,
but in this book qubits will suffice.

2. Remember, superposition is not equivalent to being somewhere in between the two
states; a dim lightbulb or a billiard ball in the middle of a table rather than om the left or
the right is still in an unambiguous position describable in terms of classical bits. A
quantum object is not in a definite state like this; it takes on two values simeltancously,
and s0 is in a state of superposition, taking contradictory values at the same time.
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theory that deals with the transfer of information. So how can scien-
tists talk about information on a quantum object if the 1s and Os of
classical information theory are insufficient to describe what’s going
on? That is where the qubit comes in. Quantum bits, unlike classical
bits, can take on two (or more) contradictory values at the same time.
They can be both 0 and 1 simultaneously. While you can’t describe the
live and dead state of Schrodinger’s kitten with a classical bit, you can
do so with a qubit. But to get into the nature of quantum information,
I have to introduce a new notation for qubits that captures the quan-
tum nature of quantum information.

A classical cat can only be alive, 0, or dead, 1. But an ideal
Schrodinger’s cat can be both alive and dead at the same time: (0 & 1).
That is a qubit, both 0 and 1 at the same time. The cat in superposition
can theoretically maintain this live and dead state—it can store this
(0 & 1) qubit—so long as nobody looks in the box, but as someone
tries to determine whether the cat died or survived, the superposition
collapses. The (0 & 1) state instantly changes to a classical bit. The cat
“chooses” either a 0 state—the cat lives—or a 1 state—the cat dies.

The notation for qubits is a little cumbersome, but it’s necessary.?
A qubit is not the same as one or two classical bits; (0 & 1) is very dif-
ferent from a 0 and a 1, as we shall soon see.

Just as it doesn’t matter what medium a classical bit resides in—
you could store a bit in a flashlight bulb or a flag or a punch card or a
piece of magnetic tape—it doesn’t matter what object a qubit is writ-
ten on. The qubit can represent the position of an electron in an inter-
ferometer: left is (0), right is (1), and the superposition of left and right
is (0 & 1). It can represent the orientation of an atom’s spin: up, down,
or up and down. It can represent the polarization of a photon: vertical,

3. Actually, scientists use what is known as bra-ket notation to describe an object’s
quantum state. A bra is a mathematical object that is symbolized like so: < [; a ket is a
closely related mathematical object that is symbolized like so: | >. A Schrédinger’s cat in
a state of superposition can be written in kets as |0> + | 1> (divided by the square root of
2, for technical reasons). Why use kets? Long story . .. but have you ever tried to get a cat
into abra?
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horizontal or vertical and horizontal. What is important is not the
medium that the qubit is on, but the quantum information the qubit
represents.

The paradox of Schrédinger’s cat hinges upon the difference
between qubits and regular bits. An atom or an electron or any other
quantum object can be put into a state of superposition, taking both a
left and right path at the same time. In essence, this stores a qubit on
the atom: it is in a (0 & 1) state, rather than a pure (0) or a pure (1)
state. When the atom enters the box, it transfers this qubit to the cat.
The catenters a (0 & 1) state just as the atom was in; the only difference
is that (0 & 1) no longer represents a superposition of “left path” and
“right path” as it did with the atom. With the cat, (0 & 1) represents a
superposition of “living” and “dead.” The form of the information
changed, but the information itself, the qubit (0 & 1), remained the
same.

Quantum information theory—the study of qubits—is a hot area
in physics right now. On the practical side, qubits can do things that
classical bits can’t. Machines that manipulate qubits, quantum com-
puters, can do things that are impossible for a classical computer.
Quantum computers are, theoretically, more powerful than classical
computers could ever possibly be. Build a sufficiently large one and
you can crack all the ciphers on the Internet; as a little game, you could
listen in to any “secure” online transaction, crack the code, and steal
the credit-card numbers and personal information that have been
exchanged—something that is beyond the ken of the best supercom-
puters in the world. It is no coincidence that the U.S. Department of
Defense is paying close attention to developments in quantum com-
puting, and the potential power of quantum computing is why quan-
tum information theorists are having little trouble finding money to
do research. Yet practical applications are not why many scientists are
interested in quantum computers: they see quantum com putation as a
way of understanding the paradoxes of quantum mechanics, as will
become apparent shortly.
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Whatever the reasons people give for studying quantum computa-
tion, before you can start cracking codes or creating quantum para-
doxes in your lab, you have to be able to manipulate and store qubits.
This means you need to procure quantum objects on which to store
your quantum information. In Ray Laflamme’s lab, physicists use
atoms in a fluid. A molecule such as chloroform has a number of car-
bon atoms in a row—a number of carbon nuclei surrounded by
clouds of electrons. Each carbon nucleus has a spin associated with it.
Ordinarily, these spins point any which way, but with a powerful mag-
net they try to line up along with the magnetic field. Laflamme uses
this tendency to make the atoms point any way that he desires. He can
force a nucleus to point up or down, storing a (1) ora (0), or he can put
it into a superposition, a (0 & 1) state, by combining a carefully timed
series of pulses of radio waves with the magnetic field. If you measure
_ this superposed state, trying to determine what state it is in, 50 percent
of the time it will collapse and give you a 0 reading, and 50 percent of
the time it will collapse and give you a 1 reading, but until you take
that measurement, it is in a superposition, just like Schrodinger’s cat.

Not all superpositions are quite that simple. Just as there are biased
coins—say, one that comes up tails 75 percent of the time—there are
biased superpositions. Imagine, in our original Schrodinger experi-
ment, that we add an additional layer to our interferometer. As before,
we send our electron through a beam splitter, which puts the electron
in a superposition of two possible states: left and right.Itisina (0 & 1)
state. But this time, each of those paths leads to another beam splitter.
The electron now is in a superposition of four states. It is simultane-
ously in four different possible places: path A, path B, path C, and path
D, and if we make a measurement, there is a 25 percent chance that we
measure the electron on any given path. If only path D leads to the
trigger that breaks the poison phial, then there is only a 25 percent
chance that the cat dies; 75 percent of the time it will survive—when
we open the box. But until we open the box, the cat is in a state of
superposition of 75 percent life and 25 percent death; it is in a quan-
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tum state that we can represent by ([75%)0 & [25%]1). That is, the cat
is simultaneously alive and dead; it is in a superposed state, but like the
biased coin, when we measure the state the cat is in it is three times
more likely to wind up alive than dead. When you measure the cat,
three times out of four you will find out that it is a 0, alive; one time
out of fouritisa 1, dead.

Modified Schridinger’s cat, where
it has a 25 percent chance of dying
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This is a superposition just as valid as the one in the original
Schrodinger’s cat experiment; it just has slightly different probabilities
for the outcomes of a measurement. In fact, there are lots and lots of
possibilities for different sorts of superpositions with different proba-
bility outcomes. If you set up your experiment right, you can manipu-
late a superposition so that the cat lives x percent of the time and dies
y percent of the time: it is in an ([x%]0 & [y%]1) state, where x and y
add up to 100 percent. Note that what we called the simple (0 & 1) state
before is really the ([50%]0 & [50%]1) state. Since this particular
unbiased state will appear and reappear so often in the book, I'will still
refer to it as the (0 & 1) state for brevity if the context allows.

Laflamme’s enormous magnets can put atomic nuclei into what-
ever state the scientists wish. They can store any ([x%]0 & [y%]1)
qubit, for any x and y that they desire, upon the spins of those nuclei.
Then they can manipulate those qubits with magnetic fields and radio
waves just as a computer manipulates Os and 1s with electricity. For
example, a computer can negate a bit: if a bit starts off as a 0, negation
turns it into a 1 and vice versa. Laflamme, and dozens of other
researchers, can negate a qubit. If you start off with a quantum object
that stores the qubit ([x%]0 & [y%]1), after negation that object
will store the qubit ([y%]0 & [x%]1)—a quantum negation. The
researchers can do many other things to these qubits as well. Through
various techniques (which depend on whether the qubits are stored in
atomic spins, light polarizations, or other quantum properties), they
can manipulate a qubit of quantum information in ways just as com-
plex as the way a computer manipulates classical bits of classical infor-
mation. In essence, researchers around the country have been building
rudimentary quantum computers.

In 1995, the physicist Peter Shor proved that a quantum computer
of this sort could factor numbers dramatically faster than any classical
computer could, and this, in turn, would make most of the cryptogra-
phy in use today instantly obsolete.
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Public-key cryptography, which is the basis for most of the cryp-
tography on the Internet, is a one-way street for information. It is like
dumping a letter in a mailbox. Anyone can encrypt a message just as
anyone can put a letter in a mailbox, but only the person with the right
cryptographic “key” can decipher the message, just as only the post-
man can open the mailbox and retrieve all the information inside.
Information checks in, but it doesn’t check out—unless you know the
secret key. Mailboxes are one-way devices because they rely upon a
shape that makes it easy to let a letter fall into the box but very hard to
stick your arm inside and pull a letter out. Public-key cryptographic
systems are one-way devices because they rely upon mathematical
functions that are easy to do and hard to undo. Such as multiplication.

For computers, multiplying two numbers together is very, very
easy. They can multiply even huge numbers together in a matter of
milliseconds. But the opposite—factoring—is very, very hard. If you
choose a sufficiently large target number wisely, even the best classical
computer in the world will never, ever, be able to figure out which two
numbers, multiplied together, yield the target number as their prod-
uct. This is the one-way device at the heart of most public-key cryp-
tography; the difficulty in factoring numbers is what makes these
ciphers secure.

When Shor proved that a quantum computer could factor num-
bers many, many, many times faster than a classical computer could,
his discovery went straight to the core of what makes publiic-key cryp-
tography secure. A number that might take a classical computer the
entire lifetime of the universe to factor might take a qua_ntum com-
puter only a few minutes. Shor’s algorithm drives the wromg way down
that one-way street, making it easy to factor numbers as w-ell as multi-
ply them together. When factoring numbers becomes easy to do,
public-key cryptography becomes useless. And at the heart of Shor’s
algorithm is the weirdness of quantum information: qubists make pos-
sible things that are impossible for classical computers.

Factoring extremely large numbers is not the only ““impossible”
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thing a quantum computer can do. Quantum computers can run
roughshod over many of the hallowed dicta of classical information
theory. Remember the “guess a number” game in chapter 3? If [ am
thinking of a number from 1 to 1000, you can always guess it by using
a series of ten yes/no questions. Classical information theory says that
you need ten of those yes/no questions to be 100 percent certain of
guessing the number correctly; you need ten bits of information to
completely wipe out the uncertainty about which number I am think-
ing of. In 1997, the physicist Lov Grover at Bell Labs in New Jersey
proved that a quantum computer with ten qubits of memory can do the
same task with four yes/no questions. The difference between the quan-
tum and the classical gets more profound as the problem gets bigger: a
classical problem requiring 256 yes/no questions gets solved in a mere
sixteen yes/no queries in a sufficiently large quantum computer.

Shannon would have thought Grover’s algorithm to be impossible.
Since information theory pares down a question to its incompressible
essence, it should be impossible to answer-a 256-bits-of-information
question with a mere sixteen yes/no queries. But Grover’s algorithm
does just that. To see how, let’s take a somewhat smaller problem.
We’ve got a combination lock with sixteen possible combinations, 0
through 15. Only one of them (say, 9) is the correct combination that
will open the lock.

In classical information theory, we would need to ask four yes/no
questions about the combination to figure out which combination
will work. Here are four questions that would suffice. Question 1: Is
the correct combination odd? Nine is certainly odd, so the answer is
yes: 1. Question 2: Divide the combination number by 2 and round
down to a whole number. Is this number odd? Nine divided by 2 is 4.5;
rounded down, it is 4. So, no, the answer is 0. Question 3: Do the same
thing again: divide by 2 and round down. Is this number odd? Four
divided by 2 is 2, an even number. So the answer is no: 0. Question 4:
Once more, do the same thing. Is this number odd? Two divided by 2 is
1; 1 is odd, so the answer is yes: 1. Four questions, four answers, and
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there is only one possible number in the range of 0 through 15 that
satisfies all four answers: 9. (Math-savvy readers might have noticed
that our questions reduced the number 9 to binary code: 1001.) Only
after these four questions—or four questions of a similar ilk, such as
ones of the higher/lower variety—would we know that the correct
combination is 9 and be able to use it to open the lock.

Grover’s algorithm, however, takes an entirely different approach.
Essentially, using the principles of superposition and entanglement, it
asks all the questions at once, rather than one at a time. More specifi-
cally, Grover’s algorithm uses four qubits, each of which startsoutina
balanced superposition: ([50%]0 & [50%]1). But the four are linked
via entanglement. It is as if the four qubits form one large object. This
is kind of messy looking, but what we’ve got is an object in the super-
posed state:

[([50%]0 & [50%]1) ([50%]0 & [50%] 1) ([50%]0 & [50%]1) ([50%]0 & [50%]1)]

If we were to take a measurement right now, the first qubit has an
even-odds chance of being a 0 or a 1; likewise for the second, the third,
and the fourth qubit. In essence, we have got sixteen different possible
outcomes, all superposed on top of one another: 0000, 0001, 0010,
0011, 0100, 0101, 0110, 0111, 1000, 1001, 1010, 1011, 1100, 1101,
1110, 1111. In binary code, this is just all the numbers frorm 0 through
15, all superposed.

The next step in Grover’s algorithm is the mathematical equivalent
of forcing that horrible superposed object into the combination lock.
Essentially, it asks a yes/no question: Does this four-qubit thing fit?
The answer is received in a form that doesn’t immediately reveal the
combination of the lock, but the act of cramming does have an effect
on the qubits; the probabilities get changed so that the superposition
is no longer 50:50. The incorrect answers get less probable, and the
correct ones get more probable. In our case, where the coxrrect combi-
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nation is 9, or 1001 in binary, our four qubits coming out of the lock
might look like this:

[([25%]0 & [75%]1) ([75%]0 & [25%]1) ([75%]0 & [25%]1) ([25%]0 & [75%]1)]

Pass this mess through the lock one more time; the correct answers are
enhanced and the incorrect ones are diminished, yielding:

[([0%]0 & [100%]1) ([100%]0 & [0%]1) ([100%]0 & [0%]1) ([0%]0 & [100%)]1)]

The Grover algorithm: the incorrect combinations quickly disappear
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For a classical problem requiring 7 questions, you need to do \/n
passes to get to this point. The incorrect answers are wiped out, and
the correct ones are all that is left. If you make a measurement of the
four qubits, the superpositions will collapse to give you 1001—the
combination to the lock. Grover’s algorithm only asked a yes/no ques-
tion twice: Does this four-qubit thing fit? But because that “four-qubit
thing” was in superposition, it was actually asking the yes/no question
about many combinations simultaneously. It takes a little mathemati-
cal massaging to ensure that the right answer comes out—hence the
two passes. Nevertheless, the quantum computer was able to ask fewer
yes/no questions than would be classically needed.

For a problem that requires four bits of information, the Grover
algorithm gets the answer in two questions—an improvement, but
nothing spectacular. But for big problems, such as those requiring
256 bits of information or more, the difference in the tim e it takes to
ask \/n questions compared with asking n questions is enormous. It
could mean the difference between a few seconds of comp-utation and
needing the most powerful computer to work from the b eginning of
the universe to its end before getting the correct answer.

Shor’s factorization algorithm uses qubits in a similar way. It effec-
tively tests many, many numbers in superposition, all at the same
time. A set of qubits in superposition, all entangled together, allow you
to test zillions of combinations at once. It’s as if you have the master
key to all the cryptographic locks in the universe. Quantum informa-
tion is immensely powerful—but scientists are having trouble har-
nessing it.

In 1998, the first quantum computer was born. Isaac Chuang and
Neil Gershenfeld, physicists at IBM and MIT respectively, used a setup
just like Ray Laflamme’s as the heart of their computer. Tlhe computer
itself was made of atoms in a powerful magnetic field; the qubits werc
the spins on those atoms. By carefully manipulating the magnetic
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fields, Chuang and Gershenfeld made the atomic spins do a dance that
corresponded to Grover’s algorithm. The atoms twisted and bounced,
and after one pass the two-qubit quantum computer correétly picked
the target number from among four possible choices. It had done
something that was classically impossible.

But quantum computing research moves very slowly. In 2000,
Laflamme announced that he had created a seven-qubit quantum
computer, and in 2001 Chuang used a similar seven-qubit computer
and Shor’s algorithm to factor . .. the number 15. Into 3 and 5. Some-
thing that most ten-year-olds can do without a moment’s hesitation.*
And yet it was a great milestone for quantum computing: it was the
first time that anyone had been able to run Shor’s algorithm.

The problem is that to break the codes on the Internet, you need a
quantum computer that uses several hundred qubits, all linked together
by entanglement. Scientists are struggling to get to ten qubits right
now. It is generally agreed that the technique that Laflamme and
Chuang and Gershenfeld and others use won’t scale up very much
further.5 Engineers will have to turn to other techniques to make their
quantum computers; they will have to store their qubits on other
media besides atoms in a strong magnetic field. But each medium that
they have tried—the polarization of light, the charge on a silicon trap
called a quantum dot, the direction of current in a tiny loop of wire—
has drawbacks that make it difficult to create a whole bunch of qubits
that are entangled with each other. None of these techniques is cur-
rently as advanced as the atomic-spin quantum computer.

By comparison, even the earliest commercial classical computer,
UNIVAC, had tens of thousands of bits of memory. As neat as it is,a

4. And in fact, the achievement was less impressive than it seemed. It took advantage of
the fact that 15 is 1 less than 24, saving a little memory in the process.

5. Infact, this problem is related to a controversy about whether the atomic-spin com-
puter is truly a quantum computer, and what makes a quantum computer “quantum,”
but that’s a huge can of worms. The important thing is that these computers are doing
quantum algorithms with quantum information.
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quantum computer with seven or ten qubits is not much use at all—to
codebreakers. It’s not certain that scientists will ever be able to build a
quantum computer large enough to crack commercial codes. Never-
theless, scientists are thrilled to be playing around with their tiny
quantum computers, and it has to do with the real reason that scien-
tists are so interested in quantum information theory. Codebreaking
is fun and important, but it is nothing compared to the questions that
scientists are asking of Nature. When physicists manipulate even a
single qubit, they are trying to understand the nature of quantum
information. And by understanding quantum information, they are
understanding the substance of the universe—the very language of
Nature.

The reason quantum information theorists are so excited about their
field concerns the paradoxes of quantum mechanics. It turns out that
these paradoxes are all, at their cores, paradoxes about information
storage and transfer.

For example, the paradox of Schrédinger’s cat comes from trying
to store a qubit on a classical object. For some reason, you cannot store
a qubit on a cat; something prevents big, classical, sloppy objects like
cats from being used as media for qubits. Cats can store classical bits
just fine, though keeping track of 1s and 0s by killing or letting survive
a series of cats rapidly gets expensive. But when you try to store a
qubit,a (0 & 1), on a cat, you get Schrodinger’s absurd paradox. Some-
thing weird happens when you try to transfer a qubit from a quantum
object to a classical object—from, say, an electron to a cat..

Similarly, Heisenberg’s uncertainty principle is a probLem of infor-
mation transfer. When you measure a particle’s property—say, an
atom’s position—you are transferring information fronm a quantum
object (the atom) to another one (such as the equipment that records
your atom’s position). Yet the mathematics of quanturm theory says
that you cannot gather information about two complenmuentary attri-
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butes of a quantum object at the same time. You can’t know a particle’s
position and momentum simultaneously, for example. The act of
measurement, of transferring information from the particle to you,
affects the system you are measuring. When you gather informa-
tion about a particle’s position, you lose information about its mo-
mentum.

The weirdness of entanglement is also a problem of information
transfer. When you measure one particle in an EPR pair, you are get-
ting information about both of the particles; it seems as if you're
transferring information from a very distant object to your measuring
device at speeds greater than light speed. And since the act of informa-
tion transfer affects the particle you’re transferring information from,
it seems as if you are instantly manipulating a particle halfway across
the universe. What is the nature of the connection between two entan-
gled particles? How can two objects “conspire” to remain entangled
even when there is no way they can exchange information even at light
speed?

Though most scientists believe that the laws of quantum theory
should apply to everything—to cats as well as to atoms—macroscopic
objects clearly don’t display quantum behavior the way microscopic
ones do. If they did, if classical objects behaved like quantum ones,
quantum theory would not seem so alien; we would be used to it. But
quantum mechanics is alien—it’s downright absurd—and the central
element in all of that absurdity is the act of transferring quantum
information. Whenever you perform a measurement and gather infor-
mation about a quantum object, or whenever youA transfer quantum
information from an atom or a photon or an electron to another
object, things are likely to get bizarre.

In fact, all the absurdity of quantum theory—all the seemingly
impossible behaviors of atoms, electrons, and light—has to do with
information: how it is stored, how it moves from one place to another,
and how it dissipates. Once scientists understand the laws that govern
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these things, they will understand why the subatomic world behaves
so differently from the way the macroscopic one does, why cats can’t
exist in a superposition of life and death while atoms can be in two
places at once. They will understand why an entangled EPR pair of
particles can “sense” each other’s choice halfway across the universe
even though people can’t read each other’s minds at a distance. And
though most scientists believe the laws of quantum theory apply to big
objects as well as small ones, there is clearly a difference in the way
macroscopic and microscopic things behave. These are the funda-
mental questions of quantum theory, and they have obsessed scien- '
tists since the 1920s.

The answers to these questions may now be within reach, and this
is why quantum information theorists are spending their tine manip-
ulating a mere handful of qubits. Though quantum computers are a
long way from cracking codes and factoring numbers, they are still
incredibly powerful. Scientists can use them to understand the way
quantum information behaves; they can store quantum in formation,
transfer it, measure it, and watch it dissipate. The real value of quan-
tum computers is not in the programs they can run, but in the knowl-
edge they are giving scientists about the way the quantum world
works—and even a single qubit can reveal the rules that govern the
transfer of quantum information. Indeed, the simple act of measuring
a quantum object is the crux of the quantum dilemma, arad that sim-
ple act has very strange cffects.

One such effect seems a little arcane at first, but upon a little reflec-
tion it’s quite troublesome. You can keep a radioactive atom from
decaying simply by looking at it—by measuring it. This goes against
commonsense wisdom about how radioactive atoms behave.

A radioactive atom has an unstable nucleus. For examp3e, uranium-
235 is quivering with energy, trying to break itself apawt. However,
the binding force that keeps the neutrons and protons tied together
manages to keep that energy in check—for a while. At some random
time, the nucleus breaks into two big pieces and releases a lot of
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energy. For decades, scientists measured the rate at which those nuclei
broke apart, or decayed. If left to their own devices, uranium atoms
would do it at exactly the same rate. Each radioactive nucleus has a
characteristic rate at which it decays. This rate is expressed as the
nucleus’s half-life, and it is a fundamental property of each radioactive
nucleus. Leave a bunch of uranium atoms alone in a jar and after a cer-.
tain time a predictable number of them will have fallen apart. It
seemed that nothing you could do would prevent those atoms from
decaying.

Look at the nucleus in a slightly different way and a loophole
appears. From the perspective of quantum theory, each unstable
nucleus is actually a Schrodinger’s cat; it is a nucleus that is constantly
in a state of superposition. One quantum state, (0), is the nucleus as an
unbroken if unstable whole: in state (0) the nucleus is a single, unde-
cayed object. The other quantum state, (1), is the nucleus decayed into
two pieces. Usually, the atom starts off in a superposition that is heav-
ily biased toward the (0) state—it might even start off in a pure (0)
state—or, in the more cumbersome notation, the ([100%]0 & [0%]1)
state. But as time passes, the bias changes. The nucleus’s superposition
gets more and more pronounced. As time passes, it will evolve to a
([99.9%]0 & [0.1%]1) state and then, say, a ([98%]0 & [2%]1) state
and then, sometime later, an ([85%]0 & [15%]1) state. At some point,
when the probability of the (1) state is high enough, the superposition
spontaneously collapses and the nucleus breaks apart. It is as if Nature
measured the nucleus and the celestial coin flip decided that the
nucleus was in the (1) state—the broken-apart nucleus—rather than
the unbroken (0) state. (More on this spontaneous collapse shortly.)

But according to quantum theory, you can tinker with the decay of
a nucleus simply by measuring it over and over and over again. If you
start off with a pure ([100%]0 & [0%]1) state, the nucleus is unbro-
ken. If you measure the nucleus as soon as the Superposition just
begins to evolve, say, by bouncing a photon off it, you are nearly guar-
anteed to measure that it is in the (0) state. The nucleus has not had
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Nuclear decay from a quantum perspective

time for the superposition to evolve very far; it might be in the
([99.99%]0 & [0.01%]1) state, so a measurement will alrmost always
yield a 0: the nucleus hasn’t broken apart. But the act of m easurement
destroys the superposition. Measuring the nucleus drops it back to the
([100%]0 & [0%] 1) state once more; gathering information about the
nucleus wipes out the superposition and puts the nuclews back in a
pure state. You are back where you started. If you quickly measure the
nucleus again, you reset the superposition once more. Quick, do it
again. Again. Again. Each time, you are nearly guarante ed to see an
unbroken nucleus, and each time, you reset the nucleus -into its pure
(0), unbroken state. Quick, repeated measurements prevemt the super-
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position from ever evolving; the nucleus never really visits the (1) state
at all, so there is almost no chance it ever decays. Keep measuring the
nucleus over and over and you can prevent it from decaying. It’s true:
awatched pot never boils.

Observation 1 Observabiop 2

The quantum Zeno effect

Repeated measurements can prevent a nuclear decay. This effect,
known as the quantum Zeno effect,5 has been studied in labs using
trapped ions and photons. And theorists suggest that just the opposite
can happen: it might be possible to induce an atom to decay by watch-
ing it carefully. The quantum Zeno and quantum anti-Zeno effects
show that the act of measurement—the transfer of information—is
intimately related to a real, physical phenomenon like nuclear decay.
Somehow, quantum information is tied to the laws that govern how
matter behaves.

6. It is named after the philosopher Zeno of Elea, who argued that subdividing a
footrace into infinite little segments makes it impossible to complete the race.
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In fact, you can recast the physical process of nuclear decay
entirely in the language of quantum information. Even absent a
human observer, you can view the spontaneous splitting of an
atomic nucleus as an act of information transfer. The nucleus starts
out in a pure, unbroken state and evolves into a superposition of
decayed and undecayed states; like Schrodinger’s cat, it is both bro-
ken and unbroken at the same time. Then something happens.
Something gathers information about the nucleus; something meas-
ures the state of the atom. Something transfers information about
the state of the nucleus into the surrounding environment. This
information transfer collapses the superposition; depending on the
celestial coin flip, the nucleus “chooses” whether to be in a pure
undecayed (0) state or a pure decayed (1) state. If the former, the
process begins all over again; if the latter, then the nucleus sponta-
neously decays, just as radioactive atoms are expected to do from
time to time. This picture of radioactive decay is completely consis-
tent; you can use it to predict how many atoms will decay in a given
time, and it will give you the right answer. You can view nuclear
decay as an information transfer process, but one sticking point
remains: the “something” that is doing the measuring. What is it that
gathers information about the atom and disseminates it into the sur-
rounding environment?

That something is Nature. Nature itself is constantly perform-
ing measurements. And this is the key to solving the paradox of
Schrédinger’s cat.

Scientists generally don’t view Nature as a being of any sort. The vast
majority do not believe that the universe is conscious. Nor do they
believe that a supernatural creature is running around with a tiny
calipers. But they absolutely believe that Nature—the uni-verse itself—
is, in a sense, continually making measurements on everything.

The universe is flooded with particles. The Earth is bombarded by
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photons from the sun, and it is thanks to those particles that you can
perceive your environment so well. When you look out a window at a
hearby tree, your brain is processing information that Nature has
gathered for you. A photon from the sun has bounced off a leaf of the
tree into your eye; the information about that tree would be there
whether or not your retina was there to receive that information. The
sunlight beating down on the tree is, in essence, a natural measure-
ment: it takes information about the tree—the tree is sixty feet tall,
and green, and swaying in the breeze—and sends this information
into the environment.

Even if you close your eyes and ignore the information in those
photons, you may still be able to perceive the tree. You can hear the
wind rustling the leaves: you can sense the motion of air molecules,
which bounce against the tree and against one another. These are what
causes sound waves. The breeze takes information about the tree and
sends it out into the surroundings. Whether your ear is there to per-
ceive the rustling or not, that information has been disseminated into
the environment.” Of course, you can measure the tree yourself. You
can go up to it and touch it and feel the pressure of its bark molecules
against your hand molecules, but you don’t need to do that to know
that the tree is there; you can process the information that Nature has
already collected for you about the tree in the form of light and sound.
The particles of light and particles of air are Nature’s probes, Nature’s
measuring devices. You are simply receiving the information that has
already been deposited on those particles.

Snuff out the sun and remove the Earth’s atmosphere and those
sources of information would no longer be available to you. (Though
your lost sensations would hardly be your primary concern if the sun
and atmosphere suddenly disappeared, of course!) You would no
longer be able to perceive the tree through reflected light or through

7. Yes. It would make a sound if it fell. No question. Take that, Zen monks!
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sound waves, as the Earth would be pitch black and airless. No human
would be able to sense the tree from a distance, because the main por-
tals for absorbing the information that Nature has gathered for us—
our eyes and our ears—would no longer be receiving any signals. But
that doesn’t mean that Nature would have stopped its measurements
just because humans weren’t receiving any signals. Far from it.

Nature doesn’t need the sun or the wind to make a measurement of
the tree. Photons from distant stars are also bombarding the Earth,
and though our eyes are too weak to perceive a tree only by starlight,a
clever scientist with a photodetector could make out the outline of the
tree—the information is still streaming into the environrnent. The
Earth itself, since it is warmer than absolute zero, radiates photons as
well. An infrared camera could pick up that radiation, and when it
bounces off the tree it, too, reveals the tree’s silhouette. (The tree, too,
is radiating infrared radiation that contains information; wre can only
stop this by bringing the tree to absolute zero.) Even if a frozen tree
were floating about in deep space, shielded from the warnth of the
Earth and the wan light of distant stars, Nature still measures the tree.
The universe is teeming with photons that were born shortly after the
big bang; these, too, constantly knock and jostle the tree , gathering
information about it and sending it into the environment. I't’s a simple
trick to vcrify‘that the information is actually there: an observer with
a properly tuned detector could spot the photons rico<cheting off
the tree.

Even without those photons, Nature still measures the tree. Space

is saturated with cosmic rays from distant galaxies, as well as meutrinos—

tiny, nearly weightless particles that seldom interact with matter
from the most distant reaches of the galaxy. These, too, p ass through
and bounce off the tree, and though it’s technically very difficult, in
theory a scientist armed with the proper detector could spot the way
the tree affects the passing particles. The information is still dissemi-
nated into the environment.
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What happens if we completely isolate the tree from the particles
that suffuse the universe? What happens if we lock the tree in a vac-
uum in a box at absolute zero—so it doesn’t radiate light—a box that
shields it from neutrinos and cosmic rays and photons and electrons
and neutrons and all the other probes that Nature uses to gather infor-
mation? Would we be able to prevent Nature from getting informa-
tion about the tree? Surprisingly, the answer is no. Nature always finds
a way to gather information about the tree. Always—even in the deep-
est vacuum, and even at absolute zero.

Even if we shield the tree from all particles—from all the means
that Nature uses to gather information—Nature creates its own par-
ticles at every point in space. On the smallest scales, particles are
constantly winking in and out of existence. They appear, gather infor-
mation, disseminate it into the environment, and disappear to the
nothingness from whence they came. These evanescent particles are the
vacuum fluctuations introduced in chapter 2, and they occur in every
region of the universe, even in the deepest, coldest vacuum. Vacuum
fluctuations make it impossible to shield an object completely from
Nature’s measurements. They were theorized (and then experimentally
confirmed) as a consequence of Heisenberg’s uncertainty principle.

As T explained in the last chapter, Heisenberg’s uncertainty princi-
pleisarestriction upon information. No observer can simultaneously
know, with perfect accuracy, two complementary attributes of an
object at the same time. For example, it is impossible to have perfect
information about a particle’s position and its momentum at the same
time; indeed, knowing everything about a particle’s position means
that you have no information about its momentum. But information
is related to the state of physical systems. Information exists, whether
or not somebody is extracting it or manipulating it; you don’t need a
human to measure a particle’s quantum state for the particle to have a
quantum state. Information is an inherent property of objects in the
universe, and Heisenberg’s uncertainty principle is a restriction upon
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information. Therefore, Heisenberg’s uncertainty principle is actually
alaw about the quantum state of objects in the universe, not just about
the measurement of that quantum state. '

When most popular science books introduce Heisenberg’s uncer-
tainty principle, they talk about how a measurement “disturbs” the
system being measured. Bounce a photon off an electron to measure
its position and you give it a little kick of energy: you change its speed,
reducing your information about the particle’s momentum. But this is
an incomplete description, because the uncertainty principle holds
whether or not a scientist is measuring anything. It holds for all
aspects of Nature, regardless of whether anyone’s gathering any infor-
mation. It holds even in the deepest vacuum.

Another one of the pairs of complementary attributes inn quantum
mechanics is energy and time. Know precisely how much energy a
particle has and you don’t have any clue about how long the particle
has that energy, and vice versa. The rules of quantum theory say that
this principle applies not only to particles but to everything in the
universe—even a region of empty space.

Empty space? Doesn’t empty space have zero energy? Well, no,
according to Heisenberg’s uncertainty principle. If it had exactly zero
energy, then we would have perfect information about the energyina
region of space. By the energy-time complementarity, we would have no
information about how long the region of space maimtained that
energy; it would have no energy only for an immeasurably short instant.
After that, it must have some energy. Likewise, via the mmomentum-
position complementarity, if we have a very accurate fix o1 a region of
space—if we are looking at a very small region with very little uncer-
tainty—we have little knowledge about how much monmentum is in
that region. As we zoom in to a smaller and smaller regio:n (and thus,
we are observing a region with greater and greater posi_tional accu-
racy), we know less and less about the momentum in the r-egion we are
observing. Since a quantity of exactly zero momentum ~would mean
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that we have impossibly perfect information about the momentum in
the region, there must be nonzero momentum in that region. Even in
avacuum.

That’s downright weird. How can an empty region of space con-
tain energy and momentum if there is nothing to carry that energy or
momentum? Nature takes care of that for us: particles are constantly
winking in and out of existence. They are born, carry energy and
momentum for a brief moment, and then die. The more energetic the
particles, the shorter they live, in general (thanks to the energy-time
relationship), and the more momentum they carry, the smaller the
region in which they live and die (thanks to the momentum-position
relationship). In other words, even in the deepest vacuum, particles
are created and destroyed, and the more you zoom in, the more of
these particles there are, the shorter they live, and the more energetic
they are. These particles constantly bump into things, gather informa-
tion about the objects they encounter, spread that information into
the environment, and disappear once more into the vacuum. These
are vacuum fluctuations.

This is not a fanciful idea. It has actually been measured in the lab.
Under the right conditions, these evanescent particles can move plates
around, a phenomenon known as the Casimir effect. In 1996, physi-
cists at the University of Washington measured the force exerted by
these vacuum fluctuations. Though the force is very tiny—about
1/30,000 of the weight of an ant—they managed to confirm that the
particles were, indeed, exerting this force. A number of other experi-
ments since then have confirmed the Washington result. These evanes-
cent particles exist; we can even see the effects they have. And since
particles are constantly winking in and out of existence in every region
of space, Nature is always making measurements with these particles.
It’s impossible to prevent it from doing so.

Thanks to these fluctuations, sudden, spontaneous collapses of a
superposition—such as what happens in a nuclear decay—make
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sense. You need not have human intervention to have a measurement
of the nucleus; Nature itself is making measurements with these vac-
uum fluctuations. Once in a while, one of these evanescent particles
bumps into the nucleus, makes a measurement, and transmits that
information into the environment. Since the nucleus is a pretty small
target, this happens relatively rarely (in general), but even in a vac-
uum, even shielded from all external influences, a nucleus in a super-
position of an undecayed and a decayed state is—at random times—
measured by Nature. The superposition suddenly collapses, and the
nucleus must “choose” whether to stay whole or break apart. To an
outside observer, unaware of Nature’s measurement, it looks like the
nucleus simply breaks apart all of a sudden for no good reason. And
because of this random choice that takes place during every measure-
ment, it is impossible to say for certain when any given nucleus will
decay: it is inherently a random event. While it’s easy to say how an
ensemble of these nuclei will decay, just as it’s easy to say how a box full
of gas will behave, it’s as impossible to predict the behavior of a single
nucleus as it is to predict the behavior of a single atom that careens
randomly around the box.

This constant measurement is an unavoidable consequuence of the
rules of the quantum realm. It also is what holds the secret to the para-
doxes of Schrodinger’s cat. Here, then, lies the answer to one of the
main questions of quantum theory: Why do microscopic objects
behave differently from macroscopic ones? Why can atoms exist in
superposition while cats can’t? The answer is informatior. The trans-
fer of quantum information into the environment—the constant
measurement of objects by Nature—is what makes a cat different
from an atom and the macroscopic different from the -microscopic.
Information is the reason that the laws of the quantunm world don’t
seem to apply to large objects like baseballs and people.

As always with the Schrodinger’s cat paradox, let’s star—t small. Imag-
ine that we have a quantum object, say, a large molecule Like a seventy-
carbon-atom fullerene. We can set it up in a state of sugperposition—
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record the qubit (0 & 1) upon the molecule by passing it through an
interferometer, forcing it to be in two places at once. How long can
that qubit remain undisturbed? In theory, the molecule will stay in
superposition as long as it remains unobserved—so long as no
observer (Nature included) gathers information about the quantum
state of the object. As long as the molecule is undisturbed, it can exist
happily as a Schrodinger cat, neither here nor there but at both places
at the same time. This is, in essence, what Anton Zeilinger’s lab at the
University of Vienna has done numerous times.

But it’s not easy to keep the molecule undisturbed. If it is sitting
out in the open air, molecules of nitrogen and oxygen are constantly
bumping into it. When a nitrogen molecule slams into the fullerene, it
makes a measurement; it gathers information about the fullerene.
In fact, the nitrogen molecule and the fullerene become somewhat
entangled.

After the collision, the nitrogen molecule carries information
about the fullerene molecule. By looking at the ricochet, for example,
you get information about where the molecule is. Therefore, if you
make a measurement of the nitrogen’s trajectory, you also get infor-
mation about the fullerene molecule. And that is the essence of entan-
glement: gather information about one object and you automatically
get information about another. So the fullerene and the nitrogen are
entangled, thanks to that flow of information from one to the other.
And when the nitrogen molecule collides into another air molecule,
say, an oxygen, the oxygen “measures” the nitrogen and becomes
entangled as well. If you had a sensitive enough particle tracker, you
would be able to get information about the fullerene’s position by
measuring the track of the oxygen and working backward. Informa-
tion about the fullerene is now resident on the nitrogen and the oxy-
gen. And as these molecules collide with other molecules that collide
with other molecules in the air, the information dissipates among all
the molecules of the air; information about the fullerene spreads far
and wide as the fullerene becomes entangled with its environment.
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This flow of information from the fullerene to the environment
makes it impossible to maintain the superposed state; the superposi-
tion collapses, and the fullerene “chooses” to be in state (0) or state (1).
This process of an object’s gradual and increasing entanglement with
its environment—the flow of information about an object into its
surroundings—is known as decoherence.®

Decoherence, then, is the key to understanding how microscopic
and macroscopic objects are different. When information flows from
an object to its environment, it loses its superposition; it behaves more
and more like a classical object. So, in theory, we would be able to keep
a cat in superposition—we’d have a true alive-and-dead cat—if we
could stop it from leaking information into its environment. We
would have to stop decoherence.

How can we stop decoherence, even with a relatively small object
like a fullerene? How can we stop information about the molecule
from escaping away? The obvious way is to minimize the number of
other molecules that bounce into our fullerene. For one thing, we
should put it in a vacuum. That gets rid of the molecules of air that are
ricocheting about the chamber; with a good vacuum, we can ensure
that no molecules of air slam into the fullerene for the duration of the
experiment. (And by chilling the chamber of air, we cause thiose mole-
cules of air to slow down, reducing even further the probability that
one slams into the fullerene.) We should also shield the fullerene from
light—from photons that bounce off it—which also entangle with the
fullerene and whatever else they scatter off of. But even in a perfectly
dark room, absent of any particles, the fullerene can spo ntaneously
announce its presence.

All objects radiate light. Any molecule that is not at ab>solute zero
has a chance of emitting a photon—releasing a little dollo p of energy

8. When it was first proposed, decoherence was so goofy sounding that &t got one of its
carly proponents, Hans Dieter Zch, in hot water. But it has since beco me completely
mainstream, and it’s been observed. In some ways, it is akin to entrospy, but as will
become clear later, it is arguably a more fundamental phenomenon.
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into the environment in the form of light. This photon carries infor-
mation about the object that it came from,; it is automatically entan-
gled with the object that radiated it and carries information out into
the environment. It helps decohere the object, and there is nothing
you can do to stop this process. But you can minimize it: the cooler the
object is, the less energy it has to radiate away and the fewer photons it
emits. So, the cooler the object is, in general, the slower decoherence
happens. In February 2004, Zeilinger’s lab published a paper that
showed how increasing temperature increased fullerenes’ decoher-
ence rates. As the molecules got hotter and hotter, their interference
fringes—the external sign of being in a superposed state—diminished
and disappeared. So, in general, the cooler an object is, the longer it
will stay in superposition.

Now what about an everyday macroscopic object like a cat? Imag-
ine for the moment that we have put a cat in superposition—we’ve
stored a (0 & 1) qubit on the cat. How long can that qubit remain on
the cat?

Well, we are immediately in trouble. There is air surrounding the
cat, so we have to put the cat in a vacuum to try to minimize the num-
ber of molecules that bounce off the cat and measure it. Even ignoring
the (unpleasant!) effects that putting a cat in a vacuum chamber
would have, it’s a fairly impractical thing to do. Unlike the fullerene
molecule, which presents a very small target for a molecule of air to
ram into, the cat is a huge target. Even in a very, very good vacuum,
there are thousands of molecules about. With a small object like a
fullerene, this doesn’t matter, because the probability of any given air
molecule’s slamming into it is extremely small; you need a lot of air
molecules in the chamber to have a fighting chance of a collision with
such a tiny target. But with a huge cat in a box, it’s extremely likely that
many collisions are occurring at any given moment even in a good
vacuum: a big object is measured much more frequently than a small
object is. The same goes for the measurements by photons and other
particles in the environment; they are much more likely to hit a big cat
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than they are to hit a small fullerene. All of these measurements dis-
seminate information about the cat into the environment.

Likewise, even if we chill the cat to near absolute zero, it will still
emit quite a bit of radiation, at least compared to a microscopic object
like a fullerene. Any given atom has a chance of radiating a photonat a
low temperature. The lower the temperature, the lower the probability
of emitting that photon. Since a fullerene has only 60 or 70 atoms, if
the temperature is relatively low you can prevent all of those atoms
from radiating. Just make the probability of emission one in a thou-
sand or so for the time period you want to store your qubit and you've
got better than a 90 percent chance that none of the atoms will radiate.
A cat, on the other hand, has roughly a billion billion billion atoms.
With a one-in-a-thousand chance or a one-in-a-million chance or a
one-in-a-billion chance or even a one-in-a-billion-billion chance of
an atomic emission, you would be guaranteed to have atoms on the cat
emitting photons. There is essentially a 0 percent chance that none of
the cat’s atoms will radiate. The bigger the object is, the harder it is to
keep from spilling its information through radiation.

So, all told, the smaller something is, the less complica ted some-
thing is, and the colder something is, the less it decoheres. The bigger,
sloppier, and warmer something is, the faster information about it
leaks into the environment, despite the best efforts to isolate it. Scien-
tists have calculated that in a perfect vacuum in deep space near
absolute zero, even something so small as a dust particle a micron
across—ten times smaller than the thickness of a human hair—would
decohere ina millionth of a second. Store a qubit on itand Nature will
make measurements and destroy the superposition in a tiny fraction
of a second. If it is that hard for a tiny dust grain, imagine how hard it
would be for something much warmer, sloppier, and larger—such as a
catinabox.

This is the essential difference between the microscop ic, quantum
world and the macroscopic, classical one. Nature has a harder time
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gathering information about cold, small objects, so they can preserve
their quantum information for a relatively long time. But it’s easy for
Nature to gather information about big, warm objects, which pretty
much describes everything that we encounter in day-to-day life. Even
when quantum information does get inscribed upon a large object
like a baseball or a cat, that information quickly disseminates into its
environment, destroying whatever superposition it had. Large objects
quickly become entangled with the environment as the information
about the objects flows into the objects’ surroundings.

Information—and decoherence—holds the answer to the paradox
of Schrédinger’s cat. When Schrodinger proposed his thought experi-
ment, he got most of the details correct, but he was unaware of the
effects of decoherence. Yes, a particle can be in a superposition. Yes,
you can transfer that superposition, that qubit, from the particle to the
cat. Yes, the cat can be put in a superposition of some sort, at least in
theory. But because the cat is big and warm, the information about the
cat’s state leaks into the environment even before someone opens the
box. The cat’s state decoheres in a tiny, tiny, tiny fraction of a second.
The cat’s superposition disappears in such a small time that it is not
noticeable at all; effectively, it instantly “chooses” to live or die. Even
though the cat is following the laws of quantum mechanics, it behaves
like a classical object; you’re never going to be able to catch the catina
state of superposition or make a cat-interference pattern. The flow of
information into the environment is too fast. Nature measures the cat
long before anyone can open the box. Even in a completely isolated
environment, Nature has the power to make measurements, and large,
warm objects are more easily measurable than small, cold ones.

Decoherence is what kills the cat. And decoherence is what makes a
macroscopic object behave classically while a microscopic one shows
quantum behavior. Including our brains.

Brains are information-processing machines and are subject to the
laws of information. Classical information theory seems to imply that
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we are merely extremely complex information-processing machines.
This would mean that we are not fundamentally different from a Tur-
ing machine or a computer. Obviously, this is a disturbing conclusion,
but there is one obvious way out. If the information in our heads is
quantum information rather than classical information, then our
minds take on a whole new dimension.

To some investigators, the phenomenon of quantum superposi-
tion and collapse seems strikingly similar to what goes on in the mind.
In the quantum realm, Schrédinger’s cat is neither alive nor dead until
some process—measurement or decoherence—leaks the information
into the environment, collapses the superposition, and forces the cat
to “choose” life or death. Similarly, the human mind seems to grasp at
multiple, half-formed ideas, all flitting below the threshold of aware-
ness at the same time. Then, somehow, something snaps—an idea
solidifies and winds up at the front of consciousness. Ideas start out in
superposition in the preconscious and then wind up in the conscious
mind as the superposition ends and the wave function collapses.

Quantum consciousness aficionados suspect that the analogy might
be more than a coincidence. In 1989, the British mathematician and
quantum theorist Roger Penrose publicly joined their num ber, specu-
lating in a popular book called The Emperor’s New Mind that the brain
might be acting like a quantum computer rather than a classical one.
But neurons, as we saw above, tend to behave just like classical devices
that store and manipulate bits; if the brain is somehow storing and
manipulating qubits, there must be another mechanism besides the
neuron’s standard chemical bit flip that biologists are familiar with.

The anesthesiologist Stuart Hameroff of the University of Arizona
was interested in consciousness for a different reason from that of
philosophers: he was trained to remove it and restore it. Even as
advanced as anesthesiology has become, medicine has a very primitive
and unsatisfying understanding of the phenomenon o f conscious-
ness; there isn’t even a good definition for it. So it is an acttive source of
study, and Hameroff found himself attracted to it. During his studies
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of neurophysiology, trying to understand consciousness, Hameroff
came across a possible seat for quantum nature in the brain: micro-
tubules, tiny tubes constructed out of a protein called tubulin. These
tubules are structural; they make up the skeletons of our cells, includ-
ing neurons. But what makes them interesting is not their classical
role, but their (potentially) quantum one.

Tubulin proteins can take at least two different shapes—extended
and contracted—and since they are relatively small, in theory they might
behave like quantum objects. They might be able to take both states,
extended and contracted, at once in a state of superposition. The tubu-
lin might be able to store a qubit. It is also possible that an individual
tubulin protein might affect its neighbors’ quantum states, which in
turn affect their neighbors} and so forth, throughout the brain. In the
1990s, Penrose and Hameroff showed how such a tubulin-based quan-
tum messaging system could act like a huge quantum computer. And if
we’ve got a quantum computer running in parallel to the traditional,
classical computer of the brain, the quantum computer might be
where our consciousness resides. It would explain why we are more than
mere calculating machines—we would be quantum, not classical.

This idea of the quantum brain attracted a few physicists, some
consciousness researchers, and a large number of mystics. Most neu-
robiologists and cognitive scientists, however, didn’t put much stock
in the idea. Neither did quantum physicists; it was too speculative.
Besides, the brain is a terrible place to do quantum computing.

Quantum information, by its nature, is very fragile. Nature is con-
stantly performing measurements and dissipating stored qubits, entan-
gling them with the environment. Qubits tend to survive best when
they are stored on a small object, isolated in a vacuum, and kept very
cold. Tubulin proteins are fairly large compared to quantum objects
like atoms, small molecules, and even larger molecules like fullerenes.
Worse yet, the brain is warm and (usually) much more full of stuff
than a vacuum is. All these things conspire to dissipate quantum
information that might be stored on a tubulin molecule. In 2000, Max
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Tegmark, a physicist at the University of Pennsylvania, plugged in the
numbers and found out just how bad an environment the brain would
be for quantum computation.

Combining data about the brain’s temperature, the sizes of various
proposed quantum objects, and disturbances caused by such things as
nearby ions, Tegmark calculated how long microtubules and other
potential quantum objects within the brain might remain in superpo-
sition before they decohered. His answer: the superpositions disap-
pear in 10713 to 10-20 seconds. Because the fastest neurons tend to
operate on a timescale of 10-3 seconds or so, Tegmark concludes that
whatever the brain’s quantum nature is, it decoheres far too rapidly for
the neurons to take advantage of it. While many quantum conscious-
ness aficionados still argue that the mind has a quantum nature, it is
hard to think of a way that it could be so: decoherence is too powerful
a phenomenon. The brain appears to be classical after all.

Even if the human brain is “merely” a machine for manipulating
and storing information, it is so complex and intricate that scientists
have no real idea about how it does what it does except in a very gross
manner. Philosophers and scientists have a hard time even defining
what consciousness is, much less understanding where it comes from. Is
consciousness something that simply emerges from a sufficiently com-
plex collection of bits moving about? Scientists have no compelling
reason—other than squeamishness about what it means to be human—
to say it isn’t. Even if our brains are nothing more than very complex
information-processing machines, they operate on a different level and
timescale than the information processors in our cells. However, like our
genes, our brains are following the laws of information—and decoher-
ence. Information theory sees no fundamental difference between the
brain and a computer, just as it sees no fundamental difference
between the macroscopic world and the microscopic. IDecoherence
shows that our brains cannot be quantum computers, just as it explains
why Schrodinger’s cat can’t behave the way an atom does—and why
subatomic particles behave so differently from macroscopic ones.
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Decoherence is not a complete answer to what makes quantum
mechanics so weird, but it is a large step toward understanding the
nature of the quantum universe and showing that you don’t need sep-
arate laws to describe the quantum world and the classical world. The
quantum laws hold just fine on all scales, and it is Nature’s constant
gathering and dissemination of information that makes microscopic
and macroscopic objects display such different behavior.

Throughout this process, Nature is manipulating information. It
measures it, transfers it, rearranges it. But as far as scientists can tell,
Nature never destroys information or creates it. Decoherence is not a
matter of getting rid of information; when a superposition collapses
and a qubit on an object such as an atom gets “wiped out,” it is transferred
to the environment, not destroyed. Indeed, the process of decoherence
obeys two laws of quantum information known as the no-cloning and
no-deletion rules. These rules, which follow from the mathematics of
quantum theory, state that qubits can be moved from place to place
but can never be duplicated with perfect fidelity or be entirely erased.
Thus, decoherence is neither creating information nor destroying it.
Nature is just taking information from an object and spreading it out
into the environment. Information seems to be conserved.

This dissemination of information—decoherence—is analogous
to something we have already seen. If we place atoms of gas in the cor-
ner of a container, they will quickly spread out to fill the entire con-
tainer; the entropy of the system will quickly increase. (Also, if we cool
down the container, the atoms move slower and spread out less
quickly.) Even though it is purely a statistical phenomenon, it is as if
Nature is conspiring to spread the atoms around. Similarly, if we put
information on an object, the random motion of particles and the
fluctuations of the vacuum conspire to spread that information
about, dissipating it into the environment. Though the information
still exists, it gets harder and harder to retrieve as the process of dissi-
pation continues. Like entropy, decoherence is a one-way phenome-
non: though it is possible, it is astronomically improbable that Nature
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will gather information from the environment and deposit it on a
macroscopic object, putting it in superposition. Like entropy, deco-
herence lets you know which way time is running; decoherence is an
arrow of time. And the two are linked. Decoherence of a qubit
increases the entropy of the system by, you got it, k log 2.

In some ways, decoherence is even more fundamental than
entropy. While the entropy of a gas in a container increases on time
scales of microseconds, decoherence operates on timescales billions
and billions of times shorter. Entropy only tends to increase when a
system is out of equilibrium, while Nature is always measuring and
disseminating information; thus decoherence occurs even when a sys-
tem is in equilibrium. And while the concept of entropy leads to the
second law of thermodynamics, the idea of decoherence is related to
what may be an even more powerful law, a new law:

INFORMATION CAN BE NEITHER CREATED NOR DESTROYED.

This is a law that encapsulates the laws of thermodynamics and the
explanation for the weirdness of quantum mechanics and relativity. It
describes the way physical objects interact with one another and the
way scientists can acquire understanding about the natural world. It is
the new law.

But the new law, the law of information, has not yet been firmly
established. Though many scientists believe that it holds, a number of
challenges and potential exceptions to the law have yet to be resolved.
The most serious challenges come from the theory of relat ivity, for the
laws of Einstein and the law of information seem to be at odds.

Nevertheless, when the theory of relativity faces off against the law
of information, the law of information seems to win. Information
may even be able to survive what nothing else in the un iverse can: a
trip straight down the maw of the most destructive prower in the
cosmos—a black hole.



CHAPTER 8

CONFLICT

Awe very properly hangs about it, since it is the immovable standard
and silent witness of all our memories and assertions; and the past and
the future, which in our anxious life are so differently interesting and
so differently dark, are one seamless garment for the truth, shining like
the sun. )

—George Santayana

I nformation is at the heart of the mysteries of quantum theory, just
as it is responsible for the paradoxes of relativity. But scientists don’t
have a complete theory of quantum information yet, so they don’t
know the answers to all the difficult philosophical problems that these
theories raise. Though decoherence seems to explain the apparent dif-
ference between the microscopic and the macroscopic as well as the
paradox of Schrddinger’s cat, a lot of questions are still unresolved.
The most serious ones have to do with relativity.

Physicists still do not understand the mechanism for entangle-
ment. They are forced to accept that particles somehow “conspire”
across vast distances. The laws of quantum theory and quantum
information describe entanglement wonderfully. However, they do
not explain how entanglement works; they don’t reveal how entangled
particles manage to conspire. To find out, scientists are pushing into
stranger and stranger territory: they are exploring a realm so far out
that some of the best quantum experiments are brushing up against

)«

the realm of the paranormal—telepathy. Einstein’s “spooky action” is
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spookier and seemingly more unrealistic than a ghost story, and it is
making scientists question their notions about the flow of time.

Spookier still is the mystery of the black hole. These collapsed stars
devour anything that comes within their grasp—including light—
and everything that crosses an invisible threshold is irreversibly
destroyed. Or is it?

If information is truly conserved, if it can be neither created nor
destroyed, not even a black hole can eradicate the information that it
devours. Black holes might be enormous information storage devices,
keeping quantum information intact and disgorging it many billions
of years later. In fact, until 2004 the most famous scientific wager in
the world, a bet between Stephen Hawking and Kip Thorne on one
side, and John Preskill on the other, had to do with whether informa-
tion is destroyed or preserved when it falls into a black hole. While this
might seem like a frivolous bet, it goes directly to the core of what laws
Nature truly follows. If information is conserved, then it can penetrate
where no telescope, no robotic probe, no observer can ever go. Infor-
mation will give us a way to peer behind the shroud that protects the
black hole from prying eyes. Information will reveal the secrets of the
most mysterious objects in the universe, regions where the laws of
physics break down and quantum theory and relativity are most
directly in conflict.

Understand information and you understand black holes. Under-
stand black holes and you understand the ultimate laws of the uni-
verse. It was a wager with very high stakes indeed, and when the wager
was settled, it created headlines all across the world.

The conflict between relativity and quantum mechanics still shakes
physics to its roots, and scientists across the world are trying to figure
out the consequences of that conflict. For example, the idea of entan-
glement threatens to undermine the speed-of-light limit of informa-
tion transfer at the heart of relativity: If particles were conspiring at

great distances to come up with equal and opposite quantuim states
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after a measurement, then could they be used to send a message faster
than the speed of light? Theorists say no, as will soon become clear.
But that doesn’t stop some from hoping that entanglement holds the
secret to a new form of communication. Among these is Marcel Odier,
a Swiss philanthropist who made his millions in banking. Odier and
his wife, Monique, created a foundation to explore a realm they have
dubbed “psycho-physics”—the half-scientific, half-occult realm where
physics and parapsychology cross.

Odier is convinced that people—and animals—can be telepathic,
and his foundation has funded a number of studies to explore this
phenomenon. While he says he has sufficient evidence to believe in tele-
pathy, he doesn’t know what mechanism would allow people’s minds
to connect with one another. However, quantum mechanics seemed
to provide a way: entanglement. Odier hoped that entanglement could
help explain the mechanism of telepathy, so he spent about $60,000 to
fund an experiment at the University of Geneva: Nicolas Gisin’s
attempt to figure out the “speed” of quantum entanglement.

Gisin—like most serious scientists—thinks that telepathy is bunk.
Nevertheless, the phenomenon of entanglement is so weird that it
attracts the attention of fans of the paranormal, including Odier. And
Gisin had no problem accepting the money; it allowed him and his
colleagues to perform a first-rate experiment. Though Gisin’s group
didn’t find any clues to a mechanism for transmitting information
from person to person via entangled particles—indeed, as will become
apparent, the laws of quantum information show that it is impossible
to send messages with entanglement alone—Gisin found something
almost as disturbing as telepathy. His experiments proved that there
was a fundamental conflict between the theories of relativity and
quantum mechanics about the nature of time. In quantum theory,
unlike in relativity theory and in everyday life, there may be no such
thing as “before” and “after.”

Theorists have long known that relativity and quantum theory are
at odds. Relativity is a smooth theory. It deals with the nature of space,
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time, and gravity and treats the fabric of space and time as a smooth,
continuous sheet. Quantum theory is a rough, grainy theory. It deals
with packets and quantum jumps, chunks of energy and a discrete,
broken-up view of the universe. Relativity and quantum theory are
very different ways of picturing the universe, very different mathe-
matical methods that often don’t agree. Most of the time they don’t
come into direct conflict; relativity tends to deal with galaxies and
stars and things moving near the speed of light—the realm of the very
large and the very fast. Quantum mechanics becomes important for
atoms and electrons, neutrons and other tiny particles—the realm of
the very small and, often, the very cold and slow moving. These are
very different regimes, and most of the time they don’t overlap. Most
of the time.

Entanglement is one of the areas where the two theories go head to
head. Einstein put a speed limit on the transmission of information,
yet quantum theory says that entangled particles instantly feel when
their partners are measured. Quantum theory is agnostic about how
the particles conspire with each other, while Einstein’s theory is very,
very careful about defining how messages get sent from pla ce to place.
This is a key source of conflict, and it is precisely the region that Gisin
was trying to understand.

In chapter 6, 1 described how, in 2000, Gisin created sets of entan-
gled photons that sped in opposite directions in fiber-optic cables
around Lake Geneva; when he measured one, the other instantly felt
the measurement. If the two particles were somehow sending a mes-
sage to one another, then that message would have had to travel at
more than ten million times the speed of light to get from one to the
other in time to effect a successful conspiracy. As it happems, the mea-
surement of this “spced of entanglement” was incidental. In the 2000
experiment, funded by Marcel Odier, and in a 2002 followv-up experi-
ment, which was not, Gisin tried to force Nature to reveal #he nature of
the entanglement conspiracy. He tried to ruin the particl es’ entangle-
ment in an Einsteinian way, and when he failed, he sho-wed that the
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concepts of “before” and “after” don’t apply to quantum objects in the
simple way they do to relativistic ones.

Gisin’s trick was to make the entangled pair act out the spear-and-
the-barn paradox. As described in chapter 5, the paradox uses the rel-
ative motion of two participants to make them disagree on the order
of events. Observer A (the stationary bystander) thinks that the front
door of the barn closes before the back door opens; observer B (the
sprinter) thinks that the back door opens before the front door closes.
So long as the front door and the back door are not causally con-
nected, both observers can be correct at the same time even though
they disagree about the order of events.

In their Geneva lab, Gisin and his colleagues sent sets of entangled,
superposed photons toward the villages of Bernex and Bellevue in a
classic EPR experiment. But there was a twist: their laboratory setup
was in motion. In the first experiment, they had a detector rotating
very rapidly, making it act like the runner in the spear-and-the-barn
paradox.

Thanks to its motion, from the moving detector’s point of view it
measured particle A before particle B struck the detector in the other
village. As soon as particle A struck the moving detector, its superposi-
tion collapsed because of the measurement. If there is some form of
“communication” between the two particles, B must learn about A’s
collapse and somehow collapse as well. A’s superposition collapsed
because of its own measurement while B’s collapsed because of its
partner’s measurement.

" But from the stationary detector’s point of view, the situation was
reversed. In the stationary detector’s frame of reference, particle B
struck the detector and was measured before particle A reached the
moving detector. From the stationary detector’s point of view, particle
B’s superposition collapsed because of its own measurement while A’s
collapsed because of its partner’s.

If the measurement of one particle somehow affects the other—if
some sort of communication between the two particles allows them to
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conspire—Gisin’s experiment showed that it is impossible to tell
which is the affecter and which is the affected, which is the sender of
the message and which is the receiver. This is a ridiculous state of
affairs; if there’s any form of communication between one particle
and the other, then the disagreement about which particle was mea-
sured first means that they disagree about which particle initiated the
conspiracy and which merely followed.

The 2002 experiment was a refinement of the first one. It used
moving beam splitters instead of a moving detector. As with the first
experiment, this setup produced the same result: the detectors dis-
agreed on which particle struck first.

If there is some sort of message going from particle to particle,
there is no well-defined sender or well-defined receiver. The particles
seem to ignore the concepts of before and after. They don’t care which
- was measured first or last, which was the sender or the receiver. No
matter how you set up the experiment, the entanglement remains
unhindered; the two particles conspire to end up in opposite quantum
states even though neither “chooses” its state until the act of measure-
ment forces it to. Telepathy is nonsense, but the quantum world is
even stranger than a parapsychologist’s fantasies.

Gisin’s experiment was a dramatic example of the difficulty of
describing entanglement within a framework of exchanging a mes-
sage. It is natural to think that the two particles must somehow com-
municate with each other; on the face of it, there seems to be little
alternative. Scientists have proved that the particles’ superpositions
don’t collapse until the act of measurement or decoherence; the parti-
cles can remain in an ambiguous amalgam of two states so long as they
remain undisturbed. When one of the particles is measured, though,
both superpositions collapse, and the collapses always axe correlated
with each other: if one decides to be spin up, the other will be spin
down; if one is horizontally polarized, the other will be vertically
polarized. The collapse of the wave functions happens at the same
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time and in a correlated way, yet the collapse is inherently a random
event that cannot be decided ahead of time. The only obvious way out
of this seeming contradiction is to assume that the two entangled par-
ticles are somehow communicating. But Gisin showed that this com-
munication, if there is such a thing, is a very odd sort of message
indeed. It moves much faster than the speed of light, and it doesn’t
matter which is the sender and which is the receiver, yet the message
gets through all the same.!

In fact, it’s best not to think about entanglement as an exchange of
a message, because a message implies that information is being sent
from one of the particles to another. And it has long since been estab-
lished that one of a pair of entangled particles cannot transfer infor-
mation to the other through its “spooky” influence. In the 1970s, the
physicist Philippe Eberhard proved this, mathematically. It is impossi-
ble to use an EPR pair to transmit information faster than light—and
Gisin’s experiment is a good demonstration of why this is. Even
though the quantum states of particle A and particle B are correlated—
the quantum state of one depends on the quantum state of the other—
there isn’t a causal relationship between the two. The measurement of
particle A doesn’t really signal its twin to “collapse now”; A isn’t “caus-
ing” B’s collapse any more than B is “causing” A’s collapse. They just
happen to collapse simultaneously and don’t care a fig about which
was measured first or Einstein’s concept of causality. There is no good
explanation for why this is; it just is. It is a consequence of the mathe-
matics of quantum theory, but it doesn’t have a good, intuitive, physi-
cal reason behind it.2

This is a very weird state of affairs, but it is one that physicists have
come to accept. Nobody has been able to use the spooky action of EPR

1. Even more bizarre, entangled particles will, at least in theory, show this correlation
even if the measurements occur before the particles are entangled with each other. This
is known as a “delayed choice” experiment, and it means that the state of entanglement
exists even before the particles know they are entangled.

2. Though there are some promising leads—more on this in chapter 9.
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pairs, even in theory, to send a bit,a 0 ora 1, or a qubit like (0 & 1) from
place to place faster than light. This is despite the fact that physicists
are able to teleport an object across a laboratory using entanglement.

The term teleportation is misleading, but that’s what this process’s
inventor, the IBM physicist Charles Bennett, chose. The word telepor-
tation conjures Star Trek visions of disassembling Mr. Spock in a flash
of light and then reassembling him on the planet’s surface. Quantum
teleportation is very different from that. It teleports information, not
matter. :

In 1997, two teams of physicists, led by Francesco De Martini at the
University of Rome and Anton Zeilinger at the University of Vienna,
successfully used an EPR pair to transmit a qubit from one atom to
another. The details of the experiments were slightly different, but the
essence was the same. They simultaneously measured one of a mem-
ber of the EPR pair along with a particle that stored a qubit, entangling
the two. On the other end of the lab, they measured the other member
of the EPR pair along with an empty, target particle that would receive
the qubit. This sets up a chain of entanglement: the qubit-storing
atom is entangled to an EPR particle, which is entangled to the other
EPR particle, which is entangled to the target atom. A few manipula-
tions later and the qubit is transferred from the source atom to the tar-
get atom. Owing to the no-cloning rule, the original copy is destroyed,
but the quantum state of the atom is transferred across the lab on the
back of the spooky action at a distance.

3. 'The difference might be moot. Quantum mechanics doesn’t distinguish between
particles; one clectron is identical to every other electron in the universe, for exanaple.
The only difference is in their quantum state—the quantum information that they
carry. If you take the quantum state of clectron A and transmit it across the universe and
reconstruct it on clectron B, then there is no distinction between the original electron
(whose quantum state is now destroyed, due to the no-cloning rule) and the one that’s
been reconstructed at the end of the teleportation process. In a sense, Mr. Spock
wouldn’t really survive the teleportation process. He’s destroyed while an exact dupli-
cate steps out of the other transporter. But if nobody can tell the difference between the
original Spock and the duplicate—not even the duplicate himself—is he really a co py or
is he the original? That’s a question for philosophers, not scientists, but I must admit
that I’d refuse to go on a Star Trek—type teleporter if one did exist.
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If you are using EPR pairs to transmit a quantum bit of informa-
tion, aren’t you violating the ban on instantaneous information trans-
fer? No, because the teleportation process has one catch. It needs
classical information to be transferred from the sender to the receiver
as well, two classical bits that can be transmitted at best at the speed of
light. The “few manipulations” can’t be performed without those two
bits of information; without the classical bits, there is no way to know
how to reconstruct the qubit on the target particle. Though spooky
action at a distance is quantum teleportation’s mechanism for trans-
mitting the quantum state of an atom onto another, the actual infor-
mation on the atom can only travel from place to place at the speed of
light. There is no way to violate the ban on sending information faster
than light speed.

Einstein’s ban on transmitting information faster than the speed
of light holds fast, despite the weirdness of the spooky action in en-
tanglement. Entanglement does not derail the laws that dictate how
information behaves. However, entanglement still extracts a great
cost. Quantum states collapse instantly, ignoring Einstein’s careful
stress on the concepts of before, after, and causality—and entangle-
ment’s mysterious conspiracy remains as dark as ever.

Scientists don’t yet truly understand entanglement, but the laws
of quantum information appear to be safe from the threat. How-
ever, another dark mystery threatens to derail the concept of the con-
servation of information—the darkest objects in the universe. Black
holes.

Ablack hole is the nightmare legacy of Einstein’s theory of relativity. It
is a gaping wound in the fabric of spacetime, an unfillable hole that
gets bigger and bigger as it swallows matter. It is shrouded by a curtain
that shields it from prying eyes—even Nature’s—as no information
passes from the center of a black hole to the environment outside.
Indeed, the region near a black hole is cut off from the rest of the cos-
mos. In a sense, each black hole is its own universe.
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Black holes are massive stars that have died a spectacular death.*
Throughout a star’s lifetime, it is a cloud of (mostly) hydrogen in a
state of tenuous equilibrium. On one hand, the sheer mass of the
star—the gravitational force it exerts on itself—tries to shrink it down
to a point. On the other hand, the nuclear reactions that rumble in the
star’s furnace, where the star converts hydrogen to helium and to
heavier elements, try to blow it apart. For millions or billions of years
(depending on the star’s mass), these two forces balance out each
other; gravity is unable to crush the star because of the outward force
of the fusion reaction, while the fusion furnace at the center of the
star cannot blow the star apart because the star’s matter is held in by
gravity.

But when a star begins to run out of fuel, that balance is upset. The
fusion furnace sputters and flares as it uses up different sorts of fuel.
The star shrinks and bloats and shrinks again. At some point, the star’s
fuel is exhausted. The outward force ceases and the only force left is
gravity, unchecked by the force of fusion. A sufficiently massive star
collapses rapidly into itself, creating an enormous explosion: a super-
nova, the most violent event in the universe.

Much of the star’s mass is blown away in a violent burst of energy,
but a good proportion of it is held, trapped by the gravity of the col-
lapsing star—which gets smaller and smaller and smaller in a tiny
fraction of a second. If the star is large enough, the force of gravity is so
strong that nothing can stop its collapse; it gets denser and denser as it
gets tinier and tinier. It gets smaller than our sun, smaller than the
Earth, smaller than the moon, smaller than a basketball, smaller than a
grapefruit, smaller than a pea, smaller than an atom. As far as scien-

tists know, nothing in the universe can stop the star from shrinking

4, "This is true of ordinary black holes, those that are only tens or hundreds of times
more massive than our sun. There are other classes of black holes, such as the super-
massive black holes that sit in the center of galaxies. The one at the heart of o ur galaxy,
Sgr A* (Sagittarius A*), weighs about as much as 2.5 million suns, and scienti sts are less
certain how it formed, though the same physical principles apply to supermassive (and
intermediate-size) black holes as to the run-of-the-mill varicty.



Conflict 227

into nothingness; the mass of tens or hundreds of suns is packed down
into no space at all. It has become a singularity—a point of infinite
density, where the curvature of space and time becomes unbounded.
The black hole is a bottomless pit in spacetime, an infinite tear where
time and space no longer truly have meaning. And because of this—
because it is a very massive object, subject to the laws of relativity as
well as being a very tiny object subject to the laws of quantum
mechanics—black holes are regions where the two theories come into
direct conflict. By studying this tear in spacetime, the singularity at the
heart of a black hole, scientists would quite possibly be able to resolve
the conflict between the two theories. The result would be a single,
unified theory that holds on all scales and in all regions of the uni-
verse. It would be the ultimate achievement of physics.

Unfortunately, studying a black hole is out of the question, even in
theory. The wound in the fabric of the universe is not an open wound.
The singularity of the black hole is surrounded by a shield that pro-
tects it from prying eyes. Though this shield is not a physical object—
you would not notice it if you were to pass through it—it marks the
boundary between two universes. Anything that crosses this event
horizon will never escape the clutches of the black hole; not even light
can move fast enough to propel itself away from the gravitational pull
of the collapsed star.

Black holes were so named by the Princeton physicist John Wheeler,
who realized that such a monstrosity would be the darkest object in
the universe. Because the massive star absorbs whatever light and mat-
ter that happen to cross its one-way barrier, it would appear as a large
dark blotch in the heavens.

Scientists are a decade or more away from being able to view the
blackness of a black hole directly; at the moment, they are only able to
infer a black hole’s presence by the motion of stars around it. At the
center of our galaxy, for instance, massive stars wheel around an enor-
mous, invisible mass that is as heavy as millions of our suns. The stars’
motion is caused by the gravitational attraction of a black hole. Even
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though the black hole is invisible, scientists can see how it pulls on
stars and wolfs down matter.

But even with the most powerful telescopes in the universe, seeing
the silhouette of a black hole would not tell us about the singularity,
the tear in spacetime at the collapsed star’s heart. In fact, even if we '
were able to dump a probe into the maw of the black hole, the probe
would be unable to tell us anything about the singularity or the region
hidden by the event horizon.

Imagine that we are in a research spaceship orbiting a safe distance
from a black hole. The vessel is equipped with a disposable probe—a
little robot that sends a coded message back to the mother ship every
second. Beep. Beep. Beep. That probe is built really tough, tough
enough to withstand the gravitational forces that will try to tear it
apart and the radiation that will try to fry its circuits; no matter how
the black hole tries to destroy it, that probe will emit one message, one
beep, every second until the end of time.

Now let’s fire the probe out of the ship toward the black hole. From
the probe’s point of view, it emits a chirp once a second, every second, as
it flies toward the collapsed star. It observes lots of strange visual effects
owing to the gravitational bending of light; all the stars in the universe
scem to crush together, eventually filling up less than half the sky. But the
probe continues on, chirping merrily along. Crossing the event horizon
isn’t much of an event after all; it radios back, “I’'m about to cross the
event horizon . .. now!” when it traverses the barrier, but it doesn’t see
any physical barrier or anything to indicate that it has crossed into the
realm of no return. Nothing unusual happens. It keeps on beeping and
beeping and beeping, once a second as it falls toward the singularity.
These beeps contain information about what the probe is seeing; having
crossed the event horizon, it is radioing information about the realm
behind the curtain that shields the black hole. The probe will £all into the
singularity, into the center of the black hole, and disappear—beeping
away until the very end. Our probe has sent us valuable information
about the unknown region near the heart of a black hole.
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The only problem is that these invaluable messages never reach the
mother ship. Even though, from the probe’s point of view, it sent a
message every second, Einstein’s theory of relativity tells us that gravi-
tational fields affect space and time just as does rapid motion. So, from
our mother ship’s point of view, the probe’s clock gets messed up as
it approaches the black hole. It slows down. The beeps get farther
and farther apart as the probe gets closer and closer to the black hole:
1.1 seconds apart, 1.5 seconds apart, 3 seconds apart, 10 seconds apart,
2 minutes apart, and on and on. As the probe approaches the event
horizon, the messages get sparser and sparser. Stranger still, it gets
harder and harder to see the probe. The light coming from the
probe gets redder and redder and dimmer and dimmer as the probe
approaches the event horizon. Soon, it is invisible to human eyes, and
even a sensitive infrared telescope aboard the ship would be having
trouble spotting the probe, which appears to still be falling toward the
event horizon.

We keep observing the probe and recording the ever less frequent
messages that come days apart. Weeks apart. Years apart. Decades
apart. After years and years and years of observation, the probe is
only an incredibly faint shadow hovering near the edge of the event
horizon—but never crossing. Eventually, we get a drawn-out message
aaaaabooooouuuut tooo000 crrroooosssss theeeeee eeeeeveeeennnnntttt
hooooorrrrriiiizzzzoooonnnn . . . ,” but the concluding word of the
message, “now!” never arrives. We have heard our last from the probe,
which fades from view, hovering eternally on the edge of the event
horizon—but never crossing.

No matter how we try, no matter how advanced our probes or our
telescopes are, it’s impossible to get any information from beyond the
event horizon at all. Just as the intense gravity prevents any light from
crossing the horizon and escaping the black hole, it prevents any
information from doing so, too. This is the amazing property of an
event horizon; it isolates the inside of a black hole from the rest of the
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universe; it blocks information from escaping. You can find out about
the region behind the event horizon for yourself—just jump into the
black hole—but you will never be able to share your discovery with
anyone beyond the event horizon. You might discover just what lies at
the center of the black hole—you might unravel the mystery of the
singularity—but you will never be able to tell the tale to scientists back
home, even with the most powerful transmitter in the universe. The
event horizon is a cosmic censor; it prevents observers from learning
what lies beyond it.

This information barricade is so complete that an outside observer
can only get an extremely limited amount of information about the
black hole. You can learn how big it is: by watching the way it affects
nearby objects, you can figure out how much mass it has. You can fig-
ure out how fast it’s spinning—how much angular momentum it has.
(A spinning black hole has a somewhat flattened, oblate event hori-
zon, and nearby objects are affected by the spin of the black hole in
various subtle ways.) You can measure how much electric charge the
black hole carries, though there is no reason to believe that black
holes, in nature, carry a significant amount of charge. Other than that,
black holes are pretty much a cipher. In a sense, they are the simplest
objects in the universe because they are totally indistinguishable
except for these three properties.

You can’t tell what the black hole was made of. It coul d have been
formed from a cloud of hydrogen gas, or an enormous brick of anti-
matter, or a clump of neutrons, even a big pile of Ford Pintos, for that
matter. It is irrelevant what kind of mass, what material, went into the
building of the black hole; all the information about (and stored
upon) the matter is unattainable because that matter has disappeared
behind the curtain of the event horizon. It is inaccessiblLe, so we will
never be able to tell whether all black holes formed fromm collapsing
stars or whether there is an artificial one that has been made out of a
critical mass of alien garbage bins. We can’t tell what lind of mass
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went into the making of the black hole; all that we can distinguish is
the amount of mass in a black hole and how it is spinning.

In the 1960s, Wheeler coined a phrase that summed up the nearly
complete lack of information about a black hole’s composition: “A black
hole has no hair” That is, black holes have no distinguishing features:
nothing sticks out beyond the event horizon to let you know what the
black hole was made of.5 The no-hair theorem is now one of the basic
tenets of black hole theory; it was proved in the 1970s by Stephen Haw-
king and number of other physicists. The black hole swallows all infor-
mation about its origins when it retreats behind its event horizon.

Not even Nature itself can gather information about the region
behind the event horizon. All of Nature’s probes, all of its measure-
ment devices, are unable to penetrate the event horizon and return.
Cosmic rays disappear down the maw of the black hole, as do the pho-
tons that suffuse the universe. Even the particles created by vacuum
fluctuations get swallowed. There is nothing, nothing at all, that
Nature or any other observer can do to retrieve information that has
disappeared behind the event horizon. The information about the
black hole’s origin is lost forever to the cosmos.

This is a very, very troubling situation to an information theorist.
In the last chapter, it seemed that information was always conserved.
Nature could neither create nor destroy quantum information; it
could rearrange it, store it, and dissipate it, but Nature could not extin-
guish information. But a black hole seems to be doing just that. Store a
qubit on an atom and dump itinto a black hole and that qubit is lost to
this universe; indeed, all quantum information about that atom—
including its very “atomness”—is gone. All that remains is the signa-
ture of the atom’s mass, angular momentum, and charge, which have

5. According to the theorist Kip Thorne, the no-hair terminology, when translated into
French or Russian, turned into an absolutely filthy phrase. One Russian editor even
refused to publish a paper about the no-hair theorem because it was so obscene.
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all been added to the black hole. Even Nature itself cannot divine
whether we threw in an atom or a neutron or antimatter, much less
what quantum state the atom was in and what quantum information
it contained. That looks a whole lot like the destruction of informa-
tion, and it would blow the new law, the law of conservation of infor-
mation, to pieces. This is the information paradox of black holes.

You might have seen popular accounts of the black hole informa-
tion paradox—usually containing some mumbling about tossing
encyclopedias into black holes—but the articles seldom make much
sense. That is because the problem is much deeper than the disappear-
ance of the classical information that the encyclopedia contains. The
paradox hinges upon the loss, at least to Nature, of all the quantum
information about whatever lump of matter you toss in the black hole.
Although there are very strong reasons for believing that information
is conserved, the information in that lump of matter is gone. The
information is inaccessible. But has it been destroyed? Is this informa-
tion erased without any trace?

Nobody knows. But there’s reason to believe that it isn’t—that infor-
mation survives even the ultimate torture of falling into a black hole.

It is impossible to retrieve information about the region shrouded
by the event horizon, but that doesn’t stop Nature from trying. It con-
stantly probes with cosmic rays, photons, and vacuum fluctuations.
And though these attempts don’t retrieve any information, they do
have a measurable effect.

Nature’s last-ditch measurement scheme uses vacuum fluctua-
tions, those particles that are constantly winking in and out of exis-
tence at every point in space. These particles tend to get produced in
pairs—a particle along with its antiparticle—which are spontancously
born, fly away from each other for a moment, then crash back
together, annihilating each other. But along the event horizon of a
black hole, this state of affairs changes slightly. At the very edge of a
black hole’s event horizon, Nature creates particle-antiparticle pairsas
always, but some of the time one of the particles crosses th.e event
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horizon and is trapped, while the other escapes, flying off into space.
This particle contains no information about the interior of the black
hole.5 However, it—and billions of other particles born in the same
way—owes its existence to its creation alongside the event horizon. An
observer near the black hole would see the event horizon “radiating”
zillions of these particles; even though a black hole swallows every-
thing incautious enough to cross the event horizon, it still radiates
matter and energy in the form of these particles that have lost their
siblings. Nature’s measurements, the fluctuations of the vacuum,
cause black holes to radiate particles into space.

Ogye particle B —
escapes ipto space Hawking radiation

Oye particle falls

Pai irtaal
iyt black bole air o

Yo particles poppivg
ingto existepce

In the 1970s, Stephen Hawking proved that this radiation was as
featureless as can be; it followed the so-called blackbody spectrum. In
the nineteenth century, Ludwig Boltzmann and other scientists fig-
ured out how to describe the amount of radiation that streams from
an idealized, featureless object—a blackbody—at a given tempera-
ture. Black holes behave like blackbodies, so the amount of radiation
coming off them yields their “temperature.” Black holes are very cold
blackbodies, as the radiation they emit, Hawking radiation, is quite

6. Yes, the particle and its twin are entangled, yet remember, the mere spooky action at
a distance isn’t able to convey information. You've got to have a classical bit go from one
to the other as well; you need to compare the measurements of one to the other if you are
to extract any information. This, of course, is impossible as one of the pair has fallen
past the event horizon. Therefore, even entangled particles yield no information about
what the black hole is hiding.
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feeble, but they are blackbodies with a finite temperature nonetheless.
A black hole’s Hawking radiation, whose properties depend on the
curvature and size of the event horizon, reveals how hot the black hole
is. Though the temperature isn’t an extra piece of information—it can
be inferred by the black hole’s mass, spin, and charge—it shows that a
black hole has a well-defined temperature and therefore can be ana-
lyzed with the laws of thermodynamics. It also carries the seeds of the
black hole’s demise.

Black hole thermodynamics is an odd-sounding field of study;
black holes aren’t containers of gas or ordinary chunks of matter. But
the laws of thermodynamics are yielding some surprising insights
about the properties of a black hole. For one thing, the smaller a black
hole is, the hotter it is and the more radiation it emits per unit area.
This has a curious consequence. It makes black holes explode.

A black hole with a finite temperature is radiating energy, and
when something—even a black hole—radiates energy, it must get
that energy from somewhere. (The particles from the vacuum fluctu-
ations don’t provide any energy; they’re essentially “borrowed” from
Nature’s accounts and the balance must be repaid somehow.) A spin-
ning black hole can use the energy stored in its rotation, slowing
down as it radiates, but once it stops spinning, that source is gone. It
must get that energy from somewhere else—and that somewhere else
is the mass of the black hole itself. The black hole consum es its own
mass to create the radiation. But a less massive black hole has a
smaller event horizon; the event horizon shrinks and becomes
slightly more curved. And the smaller the event horizon, the hotter
the black hole gets: it emits more radiation. It shrinks some more and
heats up again, emitting even more radiation. Smaller. Hotter.
Smaller. Hotter. Faster and faster the cycle progresses as the black
hole shrinks and heats up. The black hole is evaporating. Eventually,
the accelerating cycle gets out of control; the black hole shxinks down
to nothing in the blink of an eye and disappears in a flash of radia-
tion. The black hole dies.
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It takes a very long time for black holes to evaporate. A small black
hole twice the mass of the sun would take more than 1067 years to radi-
ate itself away and explode; the universe, by contrast, is only a bit more
than 1010 years old. But someday, many, many years from now, black
holes across the universe may start exploding, one by one, as their
event horizons shrink into nothingness. Releasing the information
that had once been hidden. Maybe.

It seems likely that the evaporation and explosion of a black hole
releases the information that was hidden behind the event horizon,
kept from Nature’s prying measurements. If the information is stored,
rather than destroyed, it will be freed when the black hole dies, and the
law of conservation of information will be held absolute; information
will survive even a trip into a black hole. However, it is quite possible
that the information is lost forever. If you dump a qubit into a black
hole and the explosion doesn’t release that qubit into the environment
in some fashion, that qubit has been destroyed. Black holes would trump
the law of information conservation. Nobody knows which scenario is
true, and on February 6, 1997, three famous physicists made a wager
about this very point. The terms of the bet were as follows:

Whereas Stephen Hawking and Kip Thorne firmly believe that
information swallowed by a black hole is forever hidden from the
outside universe, and can never be revealed even as the black hole

evaporates and completely disappears,

And whereas John Preskill firmly believes that a mechanism for
the information to be released by the evaporating black hole
must and will be found in the correct theory of quantum gravity,

Therefore Preskill offers,and Hawking/Thorne accept, a wager that:

When an initial pure quantum state undergoes gravitational col-
lapse to form a black hole, the final state at the end of black hole

evaporation will always be a pure quantum state.
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The loser(s) will reward the winner(s) with an encyclopedia of
the winner’s choice, from which information can be recovered at
will.?

Hawking and Thorne wagered that black holes truly consume infor-
mation, destroying it when it passes the event horizon. If you store a
qubit on a star, say, a pure (0) or (1) or a mixed (0 & 1), and that star
suddenly collapses into a black hole, that qubit is lost to the universe
forever. Preskill, on the other hand, gambled that information is con-
served. Though the qubit is lost to Nature while the black hole exists, it
is just trapped until the black hole explodes. When the black hole self-
destructs and the event horizon disappears, the original qubit will be
there, somewhere. If the star started out in a pure state, a (0) or a (1),
that pure state will, once more, be measurable. If the star started out in
a mixed state, such as a (0 & 1), the mixed state, too, will once more be
measurable. The qubit was simply in deep storage; it wasn’t destroyed.
The law of information conservation holds. Though the Preskill-
Thorne-Hawking wager seemed like a pointless bet—and one that
might never have been resolved—they were wagering on nothing less
than the fundamental laws that govern the universe. If information is
not conserved, if it is destroyed by a black hole, scientists must look
elsewhere for laws that hold everywhere in the universe. B ut if infor-
mation can survive a trip into a black hole—indeed, it may be the only
thing that seems to remain unchanged after crossing an event horizon—
information might be the fundamental, immutable language of
Nature. Physical laws, even those that apply at the center of the black
hole, would obey the law of information. Information would be the
supreme law.

But which side was correct? Information and Preskill, o1~ a black hole
and Hawking and Thorne? If you had wanted to lay dowm a side bet,

7. Preskill, “Black Hole Information Bet.”
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well, you missed your chance. In a much-ballyhooed announcement at
a general relativity conference in Dublin in 2004, Hawking conceded the
wager. He came up with a mathematical theory that, he argued, shows
that information can’t be irreversibly consumed by black holes. “If you
jump into a black hole, your mass-energy will be returned to our uni-
verse ...in a mangled form which contains the information about what
you were like, but in a state where it cannot be easily recognized,” said
Hawking, who then handed Preskill a copy of Total Baseball: The Ulti-
mate Baseball Encyclopedia.® (Thorne did not concede the bet, as he is
not yet convinced; he agrees to pay Hawking back if and when he finally
comes around. Ironically, Hawking’s mathematical theory seemed not
to have changed any minds but Hawking’s.)

When Hawking conceded the bet, the most vocal opponent of
information conservation had thrown in the towel. It took decades of
argument about black hole thermodynamics, general relativity, parti-
cle physics, and information theory to convince Hawking—and there
are still some holdouts, even though most of the particle physics and
string theory community had long since become convinced that
information could survive even the ultimate destructive power of a
black hole.

One of the most compelling reasons why physicists believe that
information is always conserved has to do with the fact that the ther-
modynamics of black holes implies that they have not only temperature
but also entropy. The Boltzmannian laws that describe the arrange-
ments of atoms in a gas—and led to information theory—also apply
to a black hole.

When matter falls into a black hole, it loses its identity. Throw one
kilogram of hydrogen or one kilogram of feathers or one kilogram of
lead or one kilogram of antimatter or one kilogram of kittens into a
black hole and the end result will be the same. The black hole gulps the

8. Author’s notes of Stephen Hawking’s presentation, 21 July 2004.
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matter down and expands a little. Its event horizon increases in area a
small amount, and the information about the matter that was dumped
in the hole is lost to Nature.

There are a huge number of things we can dump in the black hole
to get the same result. There are an enormous number of ways we can
get the black hole to increase its area in that particular manner, yet the
black hole that has swallowed a kilogram’s worth of lead is indistin-
guishable from one that has gulped down a kilogram’s worth of feath-
ers. In other words, there is a degeneracy between a black hole that has
gobbled the feathers and one that has gobbled the lead. Way back in
chapter 2, the discussion of entropy began with throwing marbles into
a box—and since those marbles were identical, many of the arrange-
ments were degenerate with one another. The indistinguishability of
those arrangements led to the bell curve, which, in turn, led to the
concept of entropy.

In the 1970s, scientists such as Hawking, Thorne, Wojciech Zurek,
and Jacob Bekenstein realized that the process of dumping matter
down the throat of a black hole is exactly analogous to durmping mar-
bles in a box. Both cases lead to the concept of entropy. The mathe-
matics is quite similar to the case of a container full of gas. It turns out
that a black hole’s entropy is proportional to the logarithm of the
number of ways it could have been made. S = k logW. A black hole is
subject to the laws of thermodynamics just as a container full of gas is.

But there’s an interesting wrinkle for a black hole. Dumping mat-
ter into a black hole increases the black hole’s entropy. It also increases
the event horizon’s area by a certain amount. It turns outt that these
two properties—entropy and event horizon area—are inextricably
linked. Increase one and you increase the other by the sazne amount;
decrease one and you decrease the other in the same proportion. A
black hole’s entropy is exactly the same thing as the size of its event
horizon.

If a black hole has entropy, perhaps it, like a container full of gas,
has a number of different configurations it can be in. Theough a black
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hole is externally featureless, the black hole itself might have an enor-
mous number of different quantum states. It might be capable of stor-
ing qubits—and the number of qubits it would be storing would also
be proportional to the surface area of its event horizon.

Scientists don’t really know how to describe a black hole in quantum-
mechanical terms, so they don’t know the details yet about whether or
not information can reside in a black hole. But there are a bunch of
theoretical results that are encouraging. String theorists have ideas
about how information can be preserved in a black hole. So do scien-
tists who adhere to another type of theory: loop quantum gravity.
Other techniques, such as treating the black hole like a giant vibrating
atom, also give hints about the quantum nature of black holes.
Recently, quantum loop gravity and the vibrating-atom technique
gave a remarkably similar picture of space and time around a black
hole, perhaps suggesting that scientists are on the right track to under-
standing black hole physics.

That track is leading many scientists to think that a black hole can
store information. Indeed, most scientists believe nowadays that you
can talk about the information content of black holes, and that the
information inside a black hole is related to the size of its event hori-
zon. Some go even further and argue that a black hole can process
information. In 2000, the MIT physicist Seth Lloyd set out on a whim-
sical quest to design the ultimate laptop—the fastest possible com-
puter. In his thought experiment, he tried to figure out the largest
number of computations a one-kilogram mass—in any configuration—
could make in a second. He calculated that if it were confined to the
space of a liter, a one-kilogram mass could store and manipulate
about 103! bits of information. Then he figured out how quickly a lap-
top could manipulate those bits.

Heisenberg’s uncertainty principle is the limiting factor; the energy-
time relationship means that the faster you manipulate a bit of infor-
mation, say, flipping a 0 into a 1 or vice versa, the more energy you
need to flip that bit. So, to make the computer as fast as possible, Lloyd
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converted all of his ultimate laptop’s mass into energy via Einstein’s
equation E = mc2 The mass becomes a billion-degree ball of plasma
with an enormous amount of energy available to process the informa-
tion it contains. Of course, this would make it very difficult to package
Lloyd’s laptop, but no matter.

But speeding up bit flips and increasing processing speed is only
half the story. If you really want to speed up your computer, you must
also slash the time it takes for memory locations to communicate with
one another. Since the information in the computer is physical and
must be transported from place to place at the speed of light or slower,
the less distance the information has to travel, the faster the computer
can perform its operations. So Lloyd imagined compressing his plasma
laptop down into the smallest space possible: he compressed it into a
black hole. This minimizes the time it takes for information, which
would presumably reside on the event horizon, to go from place to
place. (None of the information that the black hole processes goes
back outside the event horizon, making readout impossible, but that
doesn’t stop the black hole computer from doing its job, because you
can freely send information from point to point on the surface of the
event horizon.)

When Lloyd did the calculations, he was surprised to find out that
the time it took for parts of a one-kilogram black hole to send infor-
mation to other parts of the black hole was precisely the same time it
takes to flip a bit with one kilogram’s worth of mass-energy. No time is
wasted in bit flipping and none is wasted in communication; the two
processes take exactly the same amount of time. Perhaps it’s not a
coincidence that these two different things have the same value. Per-
haps a black hole really is the ultimate computer, the ultimate proces-
sor of information. If so, it would be a ringing confirmation that
information is the way to plumb the depths of the black hole. In-
formation is supreme. It might even reveal the existence of hidden
universes.



CHAPTER 9

COSMOS

Behold! Human beings living in an underground den, which has a
mouth open towards the light and reaching all along the den; here they
have been from their childhood, and have their legs and necks chained
so that they cannot move, and can only see before them, being pre-
vented by the chains from turning round their heads. Above and
behind them a fire is blazing at a distance, and between the fire and the
prisoners there is a raised way; and you will see, if you look, a low wall
built along the way, like the screen which marionette players have in
front of them, over which they show the puppets....

You have shown me a strange image, and they are strange
prisoners.

Like ourselves. . . . To them, the truth would be literally nothing
but the shadows.

—Plato, The Republic

The universe runs on information. At the smallest scales, Nature is
constantly making measurements, collecting information, and dis-
seminating that information into the environment. As stars are born,
shine, and die, their information is scattered throughout the galaxy; as
black holes devour all matter and energy that strays too close, they are
devouring information—perhaps, in a sense, becoming the ultimate
computer.

But our picture of the universe is not yet complete, not by a long
shot. Scientists don’t understand the structure of the universe on a
philosophical—or a physical—level. They don’t know whether ours is
the only universe or whether there are others out there inaccessible
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to us. They don’t understand the mechanisms that make quantum
mechanics so weird; they don’t truly know how entangled particles are
able to conspire with each other despite the lack of information
exchange between them. They don’t understand the structure of space
at the tiniest scales, and they don’t understand the nature of the uni-
verse at its largest scales.

Information theory does not provide the answers to these questions
just yet, but it is yielding clues to all of them. Not only is information
providing a glimpse of a region of space totally inaccessible to experi-
ment—the inside of a black hole—it is revealing the structure of space
and time. In the process, it implies the presence of entire universes par-
allel to our own, unseen and unseeable. While these parallel universes
stretch the credulity of even their advocates, they can explain the big
paradoxes in quantum mechanics. Parallel universes reveal how super-
position works, and how distant entangled particles can instantly
“communicate” with each other over vast distances. The mysteries of
quantum mechanics become much less mysterious—once you believe
that information creates the structure of space and time.

It’s an unsettling idea. The frontiers of information theory are pro-
viding a very, very disquieting picture of our universe—and of the
ultimate fate of life in the cosmos.

Black holes are, in some ways, universes unto themselves. Remember
that probe we sent into the black hole in chapter 82 What if it found
life? If there were some sort of creature that was able to make its home
inside an event horizon, it would be able to see all the stars and galax-
ies in the sky above. It might even be aware of the small, bluish planet
that we live on. However, no matter how hard it tried, the creature
would be utterly unable to send us a message. Whatever information it
tried to send, whatever message it attempted to beam to us, would
never cross the event horizon. The pull of the black hole is too strong.
Even if there were a huge population of these creatures swirling
around the black hole, all screaming and signaling as loud as they pos-
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sibly could, Earth would never receive a single bit or qubit of informa-
tion about them. Their information is simply inaccessible to us. For all
we know, a whole universe of stuff is lurking behind the event horizon
of a black hole—a universe that we’re unaware of because we are
unable to gather information about it.

Of course, this is a purely hypothetical speculation. It’s unlikely
that there are black hole creatures or other universes on the other side
of event horizons. Yet the event horizon shows that it is possible that
there can be real things out there that aren’t truly part of our universe.
There could even be stars and galaxies and creatures that are cut off
from us by some sort of barrier that blocks information; there could
be objects in our cosmos that lead an existence entirely separate from
ours. It would be impossible, even in theory, to set up a dialogue
between ourselves and the creatures in such a place. In some sense, if
you set up an information blocker between two regions of space so
that they can’t communicate with each other, the two become, essen-
tially, different universes.

It’s an odd idea. After all, universe, by definition, includes everything
in...well, in the universe. But scientists have begun to consider the idea
that there are alternate, separate universes from our own. In fact, a good
number of physicists take the idea seriously. Some even believe that
alternate universes must exist; they may be an inescapable consequence
of the laws of information and of the physics of black holes.

The first step in the road to alternate universes has to do with what
happens to information in black holes. In the last chapter, we saw that
the information that a black hole swallows seems to be related to the
surface area of the black hole’s event horizon. As a black hole gobbles
more and more matter and energy—more and more information—
the surface area of the event horizon grows. Indeed, the black hole’s
entropy is proportional to the area of its event horizon—the surface
area of the event horizon divided by 4, to be precise. It doesn’t matter
if the black hole is perfectly spherical (and so encloses the maximum
amount of volume possible) or somewhat flattened by the its spin
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(and so encloses a bit less volume): the information content of black
holes—if, indeed, information is preserved—is the same if the surface
areas of their event horizons are the same.

This is a fairly uncontroversial belief now. Most scientists accept that
you can talk about black hole information, and that this inforrnation is
proportional to the area of its event horizon. But this belief has a very,
very strange consequence when a black hole swallows informa tion. The
strangeness has to do with the difference between an object™s volume
and its area. When you heft a heavy object, such as a brick of lead, you
are making a rough measurement of the amount of matter that is in the
brick. The heavier the object is, the more mass the brick has—how
much “stuff” is in the brick. The mass of the brick, in turn, is related to
its volume. You could increase the chunk of lead’s surface area—you
could pound it flat—or you could decrease the chunk’s surface area—
you could shape it into a ball—but the mass remains the same because
the volume of the chunk doesn’t change. It is volume, not area, that is the
gauge of the amount of stuff in an object. If you are storing in formation
(or quantum information) in that chunk of matter, you would expect it
to be proportional to the amount of stuff in that chunk: you’d expect it
to be proportional to the matter’s volume, not its area.

But with a black hole, the situation is exactly the oppos ite of what
you would expect. It’s as if the information in a black hole “lives” on
the event horizon’s surface area rather than in the volume that the
event horizon encloses. The amount of stuff in a black hole is propor-
tional to its area, not its volume. This is quite odd. The surface of an
event horizon is really a two-dimensional surface, like tlae skin of a
hollow, infinitely thin-walled ball. It’s not truly a three-dtimensional
object like a solid sphere. This means that all the information in the
black hole resides in two dimensions rather than three .! It is as if

1. Einstein’s formulation of the theory of relativity treats time as another dimension.
Our universe is therefore four-dimensional, and the event horizon is thre e-dimensional.
For simplicity’s sake, 1 will stick to the more familiar two- and three-dime nsional objects,
especially since some theories, like string theory, take us up to ten or cleveen dimensions.
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information completely ignores one of our dimensions. In a sense, the
information is like a hologram.

A hologram is a peculiar sort of image youre almost certainly
familiar with already. Most Visa and MasterCard credit cards sport
one as a security feature. It’s that peculiar floaty-looking picture ren-
dered in foil on the front of the card. It’s not so easy to see with cheap,
low-quality holograms like the ones on credit cards, but if you look care-
fully at the image, you might notice that it appears three-dimensional. It
seems as though it is floating in space.

Holograms exploit the wavelike properties of light to make a special
kind of photograph—a three-dimensional picture—of an object. Even
though the hologram is stored on a two-dimensional substrate such as a
flat piece of film or foil, the hologram encodes the full three-dimensional
information about the object that was imaged. With a high-quality
hologram, such as the ones you see in many science museums, a flat
piece of film really does produce a truly three-dimensional image of a
pair of dice or a skull or some other object. Walk around the hologram
and you will see different faces of the dice or different bones in the
skull, something that would be impossible with an ordinary two-
dimensional photo. In a hologram, all the three-dimensional informa-
tion about an object can be stored on a two-dimensional piece of film.

A black hole, like a hologram, seems to record three full dimen-
sions’ worth of information—all of the (three-dimensional) stuff
that fell past the event horizon—upon a two-dimensional medium—
the surface area of the black hole’s event horizon. In 1993, the Dutch
physicist Gerardus 't Hooft (who won the Nobel Prize in 1999 for dif-
ferent work) proposed what is now known as the holographic principle,
which, for fairly solid theoretical reasons, extends the physics of black
holes to the entire universe. If the principle is correct, then, in a sense,
we might be holographic ourselves: two-dimensional creatures that are
merely laboring under the illusion that we are three-dimensional.2 It’s

2. Or, more precisely, three-dimensional creatures that labor under the illusion that we
are four-dimensional. As if this idea weren’t strange enough.
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a very odd possibility, but nobody knows whether the holographic
principle is correct. Even if it isn’t, though, information theory has
another surprise in store.

On firmer ground than the holographic principle is that a finite-
size chunk of matter can store a finite amount of information. A black
hole, which, after all, is the densest possible chunk of matter (and, in
the abstract, the ideal information-processing machine, as Seth Lloyd
showed), has information content proportional to the surface area of
its event horizon. So long as the black hole’s mass is finite, its event
horizon is finite. If its event horizon is finite, then the amount of
information it can contain is finite—and proportional to the surface
area of the event horizon that surrounds it.

In 1995, the physicist Leonard Susskind proved that this is true not
only for black holes but for all matter and energy, no matter what its
form. If you can take a hunk of matter and energy and surround it
with an imaginary sphere with surface area A, the amount of informa-
tion that matter and energy can store is at most A/4, in the appropriate
units. This is known as the holographic bound, and it is a consequence
of the laws of information and thermodynamics.

According to the holographic bound, even a small chunk of matter
can theoretically store an astronomical amount of information. (A
dollop of matter a centimeter across can, in theory, store up to 109 bits—
a mind-bogglingly huge number roughly equivalent to the number of
atoms in a galaxy.) However, that number is finite, not infinite. If you
can contain a section of the universe with a ball of a finite surface area,
it can only contain a finite amount of information, even when the ball
is absolutely enormous. This is on very solid theoretical ground—you
have to accept it if you accept that the second law of thermodynamics
holds for black holes—but it leads to some bizarre conclusions.

Information is physical. It is not an abstraction that miraculously
sits on an atom or an electron; the information must be stored on that
object and the information must manifest itself in some physical
manner. You can store a qubit on an atom by manipulating; that atom’s
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spin, or its position, or some other physical attribute of the atom, and
each qubit you store must be reflected in the overall properties—the
quantum states—of the atom. This is not news to you; from the exam-
ple of Schrodinger’s cat on, we’ve been exploring the relationship
between an object’s quantum state and the information that the quan-
tum state represents. But scientists argue that if there’s only a finite
amount of information in a given chunk of matter, any object made of
matter must be in one of a finite number of possible quantum states—
in other words, an object can only have one of a finite number of
quantum wave functions, where the wave function encodes all of an
object’s information, accessible or inaccessible. Thus, if you imagine a |
ball with a finite surface area, theorists contend that there are only a
finite number of ways that matter and energy can be arranged inside it.

This is easier to see if we look back at our previous analysis of black
holes. The surface area of a black hole’s event horizon represented the
information that the black hole swallowed. What, precisely, did that
information represent? Well, once you dump matter down a black
hole, you lose all information about what kind of matter it is; you
don’t know whether it was atoms or neutrons or Ford Pintos, much
less whether the Ford Pintos were painted red or blue, or whether the
atoms were spin up or spin down or both at the same time. In other
words, you lose all the information about the nature of the matter you
dump in the black hole; you lose all the information about the mat-
ter’s quantum states. But the information that you lose is stored by the
black hole (if information is truly conserved) and goes into increasing
the area of the event horizon. So, the information on the event hori-
zon is equivalent to the information about the quantum states of the
matter that you dump in the black hole. Information—quantum
states—area. All three are linked.

So far, so good. Within a finite ball, there are only a finite number
of ways to arrange the stuff inside. But things start to get downright
silly when you start considering really large balls—as large as the visi-
ble universe. The universe is only about 13.7 billion years old, and
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light began streaming freely throughout it a little less than 400,000
years after the big bang. That light is the most ancient light we can see.
It is the edge of the visible universe; anything beyond that is invisible.
Since information travels no faster than the speed of light, if you draw
an invisible, enormous (but finite) sphere around the Earth that has a
radius of tens of billions of light-years, you encompass all of the uni-
verse that has been able to send information to us since the moment
when light was set free.? Conversely, everything that can possibly have
received information about the Earth since that time is contained
within that sphere. In other words, every element of the universe that
can swap information with us since that era 400,000 years after the big
bang is encompassed in an enormous but finite sphere. For the sake of
brevity, let’s call this sphere our Hubble bubble.

There’s probably more to the universe than our Hubble bubble.
Scientists are almost certain that there is more to the universe than
what is visible—more than what is encompassed in that giant sphere.
Indeed, most cosmologists think that the universe is infinitely large. At
the moment, scientists believe that our universe is infinite in extent—
that it has no borders—and that it doesn’t have a funky shape that
curls around on itself, as a handful of scientists have uncomnvincingly
argued. If you take a rocket ship and travel in one directiom for years
and years and years, you will never come across an uncrossable
boundary and you will never revisit the place you set off from.

3. Don’t worry if this doesn’t scem to make any sense, but the radius of that sphere is
actually somewhat bigger than 13.7 billion light-years. This is becauses the fabric of
space is constantly expanding. If, 14 billion ycars ago, we had a snapshot o f the universe,
we could draw a 14-billion-light-year circle around the point in space thait will eventu-
ally become the Earth, and anything within that sphere will be causally connected with
the Earth 14 billion years later. But the fabric of space and time is nota sn apshot; 14 bil-
lion years later the sphere has expanded to a radius of about 40 billion | ight-years. We
are receiving light from objects in that 40-billion-light-year sphere, eveen though the
universe is less than 14 billion years old. (It’s a weird consequence of rela- tivistic mathe-
matics; remember, it comes at us at 300,000,000 kilometers per second mo matter how
the Earth is moving—and that includes the motion due to the expansion of spacetime.)
However, it’s not terribly relevant whether the sphere is 14 or 40 or 6 zillioon billion light-
years in radius. All that matters is that the sphere is finite.
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Physicists don’t use the term infinite lightly, but they came to the
conclusion of an infinite universe for a number of reasons. For one
thing, astronomers have been trying to see hallmarks of a finite uni-
verse and have failed. For example, when cosmologists looked at the
ancient cosmic radiation from 400,000 years after the big bang, they
saw that the lack of patterns in that radiation imply that our universe
has a radius no smaller than 40 billion light-years—there’s no sign,
yet, of any edge to the universe. Though this is one piece of evidence for
an infinite universe, it is not what really makes physicists think that the
universe is infinite. The real motivation for a never-ending universe is
the theory of inflation.

Inflation is a very successful cosmological theory that describes the
universe in the first few fractions of a second after the big bang, and
it seems to imply that the universe is infinite in extent.* Of course, in-
flation could be wrong on some level (even though it seems to be
working). Alternatively, inflation could be entirely correct, yet the
interpretation that it leads to an infinite universe might still be mis-
taken (even though the mathematics seems to point in that direction).
But at the moment, most cosmologists consider the universe to be
infinitely large. Combined with the holographic bound, this means
big trouble.

If the universe is infinite, our Hubble bubble, which is finite in
extent, is just one of many, many, many nonoverlapping Hubble-bubble-
size spheres you could draw in the universe: the universe can have a
huge number of independent Hubble bubbles. Indeed, since our Hub-
ble bubble is finite, in an infinite universe, you could fit an infinite
number of these independent Hubble bubbles in the universe. Now
the information-theoretic catch: each of those spheres has a finite sur-
face area, so each has a finite information content, a finite number of
quantum states, and a finite number of ways that matter and energy

4. Though the details of inflationary theory are beyond the scope of this book, inter-
ested readers might consult my book about cosmology, Alpha & Omega.
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can be arranged within each Hubble bubble. There are only a finite
number of wave functions that the stuff inside each Hubble bubble
can have.

The wave function captures every single piece of information
about all the stuff—all the matter and energy—in our Hubble bubble,
whether we are aware of it or not. It encodes the location and momen-
tum of every single atom in that Hubble bubble, as well as everything
else you can possibly imagine about our bubble. In it are encoded the
position and color of every lightbulb on Piccadilly Circus, the velocity
of every fish in the sea, and the contents of every single book that
exists on Earth. Our Hubble bubble’s wave function even includes
your wave function; it encodes every single morsel of information
about you, down to the quantum states of each atom in your body.
Though this is an unbelievably large amount of information, our
Hubble bubble’s wave function contains everything about our visible
universe. Just for the heck of it, let’s call it wave function #153.

There are only a finite number of wave functions for a Hubble vol -
ume. There are an unbelievably, unbelievably huge number of possi-
ble wave functions (call it a kergillion), but that number is finite
nonetheless. So our wave function is one of a kergillion possible wave
functions. Other than the fact that it is our wave function, there is
probably nothing particularly special about it. It’s probably not all
that much more probable or improbable than the other kergillion
possible wave functions.’

But remember, there are an infinite number of these Hubble bub-
bles in an infinite universe. Infinity is more than a kergillion—even
more than a kergillion plus one. And once we reach a kergillion-plus-
one Hubble bubbles, something incredible must have happened.
There are only a kergillion possible wave functions a Hubble bubble
can have, so in a collection of a kergillion-plus-one Hubble bubbles,

5. Actually, it doesn’t really matter how improbable our particular wave function is; the
following argument holds so long as wave function #153 is not impossible.
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there must be at least one duplicate! Two Hubble bubbles must have
exactly the same wave function. Every atom, every particle, every little
dollop of energy is in exactly the same place, has exactly the same
momentum, and is exactly the same in every single possible way you
can imagine—and even in the ways that you can’t imagine.

Why stop at a kergillion plus one? At a kergillion-plus-two Hubble
bubbles, there must be two duplicates. At two kergillion Hubble bub-
bles, there are a kergillion duplicates: on average, there are two copies
of every possible wave function. At a million kergillion Hubble bub-
bles, there are, on average, a million copies of every single possible
wave function. Including wave function #153. Ours.

If there’s nothing particularly special about our wave function,
then in a volume that contains a million kergillion Hubble bubbles,
there are about a million identical copies of our universe. There are a
million copies of Hubble bubbles that are identical down to the posi-
tion and color of every lightbulb on Piccadilly Circus, the velocity of
every fish in the sea, and the contents of every single book that exists
on Earth. Each of those Hubble bubbles even contains an identical
copy of your wave function—down to the quantum states of each
atom in your body. There are a million copies of you, identical in every
detail. In fact, those million doppelgangers are reading a doppel-
ganger copy of this book and are finishing this paragraph as you are,
right...now.

Indeed, if the universe is infinite, then physicists estimate that an
identical Hubble bubble should be roughly 1010'"* meters away from

_us. Of course, you'd never be able to communicate with your doppel-
ganger, as it would be vastly, vastly more distant than the edge of our
visible universe, but if the universe is infinite, that doppelganger
should be there nonetheless.

But wait! It gets weirder! The finite number of wave functions were
caused by the finite information that could be stored within a given
volume, and this in turn implied a finite number of possible configu-
rations of mass and energy. Each possible configuration of mass and
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energy and information was assigned a wave function; each was given
a number. And each was counted among the kergillion possibilities.
Therefore, our collection of a kergillion wave functions contained
every possible configuration of matter and energy that a Hubble bub-
ble could have. And in our collection of a million kergillion Hubble
bubbles, on average, there are a million of each.

Is it possible to have a universe that is populated by a race of
superintelligent octopuses? Got a million of those. Is it possible to
have a universe where everyone on Earth communicates via an intri-
cate language of tap dancing and flatulence? Got a million of those. Is
it possible to have a universe identical to our own except for the fact
that you are reading this book in pig Latin? Got a million of those. If
the universe is infinite, then every single conceivable configuration of
matter in a Hubble bubble that is not forbidden by the laws of physics
must exist somewhere. In a sense, our cosmos would be cornposed of
many independent parallel universes, each of which can talke one of a
finite number of configurations.

Of all the insane things that I have tried to convince you of in this
book, this is by far the craziest. I, myself, have a very, very hard
time believing it. I'd like to think that there’s a flawed assumption
somewhere—something that physicists have gotten wrong or have
overlooked. But the logic seems fairly airtight. If the universe is infi-
nite, and if the holographic bound is correct, then it is hard to escape
the idea that the cosmos is populated with infinite copies of you—
and, worse still, there are also infinite copies of you getting eaten by a
giant carnivorous alien wombat (and vice versa). .

If you go up to a physicist in the field and ask him about this, he’ll
probably hem and haw and avoid the question. But quite a number of
eminent, noncrazy physicists will say, quite confidently, that they
believe that identical or nearly identical copies of themselv-es are float-
ing out there in the cosmos—even if they don’t necessaxily buy the
argument I’ve set forth above. There’s a very different reeason physi-
cists have for believing that parallel universes exist. This, too, has to do
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with information theory and the laws of quantum theory. Scientists
are beginning to accept a slightly different flavor of parallel universe—
one where information quite literally shapes the cosmos—and in the
process they are resolving the problems of quantum theory.

In 1999, roughly one hundred physicists took an informal poll at a
quantum computation conference. Thirty of them said they believed
in parallel universes or something quite similar, even though no direct
evidence has been found that such universes exist. This belief is, in large
part, a consequence of the mysteries of quantum theory. Information
theory is yielding a great deal of insight into those mysteries, such as
how quantum objects behave; by studying the exchange of information
among objects, observers, and the environment, physicists are learning
about the laws of the quantum world. But information is not enough.
Something is still missing. Quantum theory is not complete.

The mathematics of quantum theory is incredibly powerful. It
makes predictions with incredible precision, and it does a superb job
of explaining how particles behave. However, that mathematical
framework comes with a great deal of philosophical baggage. The
math of quantum theory tells how to describe an object in terms of its
wave function, but it doesn’t tell you what that wave function is: Is it
a real object, or is it a mathematical fiction? The math of quantum
theory describes objects’ behaviors with the phenomenon of super-
position, but it doesn’t explain how superposition works or how it
collapses: What does it mean for an object to be in two places at once,
and how can that property suddenly disappear? The math of quantum

 theory explains the spooky action at a distance between two entangled
particles, but it doesn’t explain how two distant particles can conspire
with each other without passing information back and forth. The
math of quantum theory is very clear. The physical reality that quan-
tum theory is describing is far from clear.

A scientist can get away with ignoring reality. If the mathematics
works and it predicts the physical phenomena you are studying, you
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can just pay attention to what the equations are saying without trying
to figure out what those equations mean. (In a phrase attributed to the
Nobel laureate Richard Feynman, this can be called the “shut up and

1

calculate!” attitude.) But most physicists are convinced that the num-
bers they deal with are reflections of a genuine physical reality out
there. And most of them want to know what physical reality their
mathematics represents. It is not enough to have a mathematical
description of a phenomenon; they want to know about the physical
processes that their equations describe. They want to know how to
interpret their mathematical framework. This is where the trouble
really resides.

Though mainstream scientists tend to agree about all the mathe-
matical conclusions of quantum mechanics, they disagree about the
interpretation of what those conclusions actually mean in reality.
There are a number of schools of thought—a number of interpreta-
tions of how the mathematics of quantum theory reflects physical
reality. How is it that quantum mechanics—and experiment—says
that an object can be in two places at once, yet as soon as we attempt
to observe the superposition, it is destroyed? What, physically, is
going on?

One interpretation, one way of explaining how particles can exist
in superposition and how entangled particles can communicate, relies
upon information and parallel universes to explain the weirdness of
quantum theory. However, this is not (yet) the standard interpretation
of quantum mechanics. That honor goes to what is known as the
Copenhagen interpretation. Created by some of the found ers of quan-
tum theory in the 1920s, including Copenhagen resident Niels Bohr
and the German Werner Heisenberg, he of the uncertain-ty principle,
the Copenhagen interpretation answers the question by giving a spe-
cial role to observations. The wave function of, say, an elec tron is really
a measure of the probabilities that an electron will be forind in a cer-
tain place. So long as the electron remains unobserved, this wave func-
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tion evolves smoothly. Like a fluid, it can spread out, flowing into sev-
eral different regions at the same time; it can evolve into a state of
superposition. But as soon as an observer makes a measurement and
tries to find out where the electron is, collapse! The wave function
somehow instantly ruptures, quivers, and shrinks. A celestial coin flip
determines where the electron actually is in space; the electron “chooses”
its position according to the probability distributions that the wave
function described.

For many years, the Copenhagen interpretation was the only game
in town, but it had some troubling aspects to it. For one thing, the act
of observation was ill defined, a problem that was largely responsible
for the trouble with Schrédinger’s cat. The Copenhagen interpreta-
tion didn’t really address the meaning of observation. Observations
tended to be phrased in terms of a conscious being’s making a mea-
surement, but need the observer truly be conscious? Would a scientific
instrument cause a wave function to collapse, or does the instrument
need to be seen by a conscious scientist before the collapse occurs? The
Copenhagen interpretation left this open, as it did the question of
how, precisely, the collapse process occurs. It answered neither when
nor how the collapse of a wave function happens. Nor did it really
answer whether the wave function is, on some level, a physical object
or whether it is a mathematical fiction that has no true physical ana-
logue. Though the wave function says so, is the electron really in two
places or not? Copenhagen doesn’t tell you. Because of the huge ques-
tions left unanswered in the Copenhagen interpretation, you can have
two physicists who both claim to believe Copenhagen, yet have very
different views on the nature of reality. One might think that the wave
function is real and electrons truly can be in two places at once, while
the other doesn’t believe either. This is a highly unsatisfying situation,
to say the least.

In the 1950s, a number of physicists proposed other interpreta-
tions to address the problems with Copenhagen. Because of this, there
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are several other interpretations of quantum mechanics that have a
very different point of view. All of them create as many problems as
they solve; they usually propose some radical phenomenon that is just
as ridiculous as the bizarre behavior that they are trying to explain
away. But if you're to get beyond “shut up and calculate!” and have
some sort of understanding of the physical reality, you’ve got to use
one of these interpretations to try to make sense of what the math is
saying. This book is no exception—it is not exempt from the draw-
backs of these interpretations.6

However, one interpretation is rapidly becoming a favorite of
physicists. Like the other alternatives to the Copenhagen interpreta-
tion, it carries a large burden with it—a radical and counterintuitive
phenomenon. But it is no more radical than the conclusion of the
argument I’ve set forth above: there are parallel universes. If you
accept that possibility, then quantum theory begins to make physical
sense, and information becomes a fundamental part of the fabric of
space and time. This solution was born in 1957, when a graduate stu-
dent at Princeton, Hugh Everett, proposed an alternative to Copen-
hagen that became known as the many worlds interpretatiors. The core
of Everett’s argument is that the wave function is a real object, and
when it says that an electron is in two places at once, it really is in two
places at once. But unlike all variants of the Copenhagen interpreta-

6. Throughout this book, 1 have been using vocabulary from whatever interpretation
makes it casiest for me to communicate the point I'm making. The result is something
of a hybrid, a cross between a Copenhagen interpretation where the wave function is
considered a real object and a many worlds interpretation. Even though you might
choosc a different interpretation from the one I've been using, it is largely irrelevant to
the phenomena I talk about in the book. There’s no way to distinguish which interpre-
tation is “right”; they’re nearly equivalent in their predictions, and completely identical
when it comes to experiments that have been performed in the past and are likely to be
performed in the near future. You might disagree with my bold statemen-t that an elec-
tron can be in two places at once—you might believe that there’s only a sdngle electron
and it is a “pilot wave” that is in two places at once—but the outcome of all the experi-
ments I describe will be precisely the same. Furthermore, all the interpretations agree
that there’s a fundamental difference between the classical world and the quantum
world; they all show how it’s impossible to explain, say, the two-slit expe riment with a
single, classical object going through a single slit without creating somee radical new
mechanism to explain how it can interfere with itself.
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tion, there is no real “collapse” of the wave function. When informa-
tion leaks out about an electron in superposition, when someone
measures whether the electron is on the left or on the right, the elec-
tron chooses . . . both. It gets away with this in a very odd manner—by
altering the structure of the universe with the assistance of infor-
mation.

To envision what is going on in the many worlds scenario, it helps
to think of our universe as a thin, transparent sheet like a strip of cel-
luloid. An object in superposition sits happily on that sheet, existing
simultaneously in two places at once, perhaps creating an interference
pattern. When an observer comes along and gathers information
about the particle, say, by bouncing a photon off it, the observer will
see the electron in either the right position or the left position, not in
both at the same time. A Copenhagenist would say that the wave func-
tion collapses at that point; the electron “chooses” to be on the right or
on the left. A many worlds adherent, on the other hand, would say that
the universe “splits.”

A godlike being, watching the interaction from outside the uni-
verse, would suddenly realize that the celluloid universe that the elec-
tron (and observer) inhabits is not a single sheet, but two sheets stuck
together. When information leaks out about the electron’s position, it
is really yielding information about the structure of the universe: the
information shows that the universe is twofold. In one of these uni-
verses, the electron inhabits the right position; in the other, the elec-
tron inhabits the left position. As long as these sheets are stuck together,
it is as if the electrons are on the same sheet; the electron is in two
places at once and interferes with itself. But the act of gathering infor-
mation about the electron’s position peels the sheets away from each
other and reveals the true multifoliate nature of the cosmos; the sheets
diverge because of the transmission of information.

While a godlike being would be able to see these universe sheets
divide, the observer who made the measurement, also embedded in
those sheets, would be totally unaware of what was happening. And
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trapped on the sheet, this observer would also be split in two,
Observer Left and Observer Right. Observer Left, on his sheet, would
see the particle on the left; Observer Right, on his sheet, would see the
particle on the right. And since the two sheets are no longer in contact
with each other, the two copies of the particle and the two copies of the
Observer are no longer able to interact with each other. They now
inhabit separate universes. Though the godlike being would be able to
see the full, complex, multileaved structure of these parallel uni-
verses—the multiverse—an observer in that universe would still think

Superposition in the multiverse
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he inhabits a single sheet, completely unaware of the alternate uni-
verse where the measurement had the opposite outcome. And once
the two leaves split from each other, they are essentially unable to
communicate; they cannot exchange information. It is as if there is a
barrier between the two leaves. In essence, the two are in different uni-
verses, even though they are in the same multiverse.

This idea—a multiverse that splits owing to the exchange of
information—also provides a nice explanation for the spooky action
at a distance. Take an EPR pair of particles, say, entangled in terms of
position. If one is on the left, the other must be on the right, and vice
versa. But if you create them in a state of superposition, neither parti-
cle “chooses” whether it’s on the left or on the right until it is mea-
sured; each is an indeterminate mix of left and right until the act of
measurement—until something (Nature or an observer) gathers infor-
mation about each particle.

Take an EPR pair entangled in this way and send one toward an
observer on Earth and one toward an observer on Jupiter. Each
observer makes an observation when the particle arrives; each gathers
information about the state of the particle, splitting the world-sheet—
and each observer—in two. But the splits are local splits. A godlike
being would see the world-sheet divide near each of the two observers,
but in between the two observers the sheets would remain stuck
together. Only when one of the observers (say, the Earth observer)
sends a bit of information to the other (the Jupiter observer) do the
sheets in between the two begin to peel apart. The dollop of informa-
tion, which moves at most at light speed, splits the universe as it trav-
els. When it reaches Jupiter, it completes the separation; the two
world-sheets are completely separate. In one of these now-separate
sheets, the Earth observer has measured left and the Jupiter observer
has measured right; in the other, the reverse has happened. In both cases,
it seems as if the particles conspired with each other; even though no
information travels faster than the speed of light, the two particles are
always in opposite position: one is left and the other is right.
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To an observer embedded in the sheet, it appears that the particle
only “chose” its position at the very moment of measurement; if one of
the observers wanted, before a measurement, he could have seen an
interference pattern that proved that the particle was in two places at
once. A godlike being would see that the transfers of information just
revealed the structure of the multiverse, peeling world-sheets away
from each other and exposing its multifoliate nature. To someone
embedded in the universe, such as a scientist in a laboratory, he would
have to explain the bizarre phenomenon of two particles that don’t
“choose” their positions until the very moment of measurement, yet
manage to conspire, across great distances, to be in opposite positions.
Even the spooky action of entanglement makes physical sense in the
many worlds interpretation.

It’s a rather pleasing explanation. It’s relatively simple, fairly neat,
and all (all!) it requires is a belief in a multileaved multiverse instead of
a single-sheeted universe. In the many worlds picture, a godlike
observer would see the multiverse in its full complexity—a sheaf of
world-sheets, stuck together in some places, separate in others. As
information moves back and forth in the universe, it causes sheets to
separate from each other, making the multiverse bubble and branch
out. (With a reversible measurement, one where no information is
dissipated, the sheets can even fuse back together.) Each measure-
ment, each transfer of information—including those done by Nature—
causes the multiverse to spread its sheets apart and flower. Information
is what determines where the multiverse branches and where it fuses,
where it spreads apart and where it is stuck together. In the words of
the quantum physicist David Deutsch, “The structure of the multi-
verse is determined by information flow.” Information is the force that
shapes our cosmos.

But how radical is it to assume that there are parallel universes?
Even with all the complexity of the multiverse, the incredible number
of world-sheets is no more complex than the multitude of parallel
universes that was postulated in the previous section. The same argu-
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ments apply. There are a finite number of possible wave functions that
any given region of space can have; there are a finite set of possibilities
for the configuration of energy and matter and information in a finite
volume. Each sheet in the multilayered multiverse represents one pos-
sible configuration of matter and energy and information, and in an
infinite universe all these configurations occur and recur and recur
countless times at different regions in the universe.

Though the multiverse is extremely complex, the multiverse’s par-
allel universes are no more complex than the ones that scientists think
must exist in an infinite universe. So the radical phenomenon of many
worlds isn’t that radical after all. If you accept the conclusion that par-
allel universes exist—as many scientists have—you get, at no added
cost, an explanation for all the bizarre phenomena in quantum mechan-
ics. Superposition and entanglement no longer require a deus ex
machina of a wave function “collapsing” or a particle “choosing.” It is
all a function of the information flowing from place to place, altering
the structure of the multiverse in the process. Underneath it all, our
universe may be entirely shaped by information.

Life, too, is shaped by information. All living creatures are information-
processing machines at some level; intelligent, conscious creatures are
processing that information in their minds as well as in their cells. But
the laws of information put limits on the processing of information.
There are a finite (if enormous) number of ways information can be
arranged in our Hubble bubble, so there are a finite (and s maller, but
still enormous) number of ways information can be arranged and
processed in our heads. While humans might be able to contemplate
infinity, we can only do so in a finite number of ways. The universe
might be infinite, but we are not.

Indeed, all life in the universe must be finite. As the universe
expands and evolves, the entropy of the cosmos increases. Stars burn
out and die, and energy gets harder and harder to find. G alaxies cool
down, getting ever closer to frigid equilibrium. And in a universe
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approaching equilibrium, it’s hard to find energy and shed entropys; it
gets more and more difficult to preserve and to duplicate your infor-
mation. It becomes more and more difficult to sustain life. Must life
die out completely?

In 1997, the physicist Freeman Dyson thought of a clever way to
keep a civilization alive even as the universe dies out: hibernation.
Dyson argued that creatures in a dying galaxy could set up machines
that collect energy (and shed entropy) while the creatures sleep,
unconscious, in a state of hibernation. When the machines have col-
lected enough energy and brought the civilization’s immediate envi-
ronment sufficiently out of equilibrium, the creatures awaken. They
live off the collected energy for a while, discard their entropy into their
environment, and process and repair the damage that Nature has done
to their stored information. As the energy is used up and their envi-
ronment once more reaches equilibrium, they go back to sleep until
the machines make the conditions right for them to awaken once
more.

But in 1999, Lawrence Krauss, a physicist at Case Western Reserve
University, showed that the hibernation scheme ultimately had to fail.
As the universe reaches equilibrium, the energy-gathering—entropy-
shedding machines take longer and longer to do their task—to gather
the required energy and shed the required entropy to awaken the crea-
tures. The periods of hibernation must get dramatically longer and
the periods of consciousness must get dramatically shorter as the uni-
verse expands and dies. As the universe reaches equilibrium, after a
certain point the machines can chug away forever and they will not
ever collect enough energy and shed enough entropy to give the civi-
lization even another second of consciousness. The information pro-
cessing stops forever; the information so carefully stored by the
civilization over the millennia slowly dissipates into the environment,
and equilibrium and entropy bring darkness to the last living civiliza-
tion. Life becomes extinct.

It’s a dark picture, but physicists have come to the same conclusion



264 DECODING THE UNIVERSE

in a different way. Our universe (or multiverse) is constantly churn-
ing. Information passes back and forth and the environment (con-
scious or otherwise) processes it and dissipates it. In a sense, the
universe as a whole is behaving like a giant information processor—a
computer.

So, if the universe can, even in the abstract, be considered a com-
puter, how many operations has it performed? How many operations
can it perform in the future? Thanks to the laws of information, scien-
tists have answered both questions.

In 2001, Seth Lloyd, the physicist who discovered that a black hole
would be the ultimate laptop, used similar logic to figure out how
many computations the visible universe, our Hubble bubble, could
have performed since the big bang. Through the energy-time relation-
ship, the amount of matter and energy in the universe determines how
fast those computations can be performed—yielding an enormous
10!20 operations from the beginning of time until today. In 2004,
Krauss did the other side of the calculation—the amount of computa-
tions that can be done in the future. In an ever-expanding universe,
that number is finite in our Hubble bubble, and it appears to be just a
tad more than 10!20 operations—almost precisely the same as the
maximum number of operations that could have been done in the
past. The number 10'20 is huge—but it’s finite. There are a limited
number of information-processing operations that our Hubble bub-
ble has left in it. Inasmuch as life relies upon information processing,
it, too, must be finite. Life cannot go on forever. It has at most 10120
operations left, and then all life in the visible universe will go extinct.
The information stored and preserved by those living creatures will
then be irreversibly dissipated. Though the information is never truly
destroyed, it will be scattered, useless, throughout the dark, lifeless
COSINOS.

This is the ultimate irony of the laws of information. Physicists are
using information to figure out the most profound questions of the
universe. What are the ultimate laws of physics? What accounts for th e
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weirdness of relativity and quantum mechanics? What lies at the cen-
ter of a black hole? Is ours the only universe or are there others? What
is the structure of the universe? What is life? Using the tools of infor-
mation theory, scientists are beginning to get answers to all of these
questions. But at the same time, those tools of information theory
have revealed our ultimate fate. We will die, as will all the answers we
have to these questions—all the information our civilization has gath-
ered. Life must end, and with it will end all consciousness, all ability to
understand the universe. Using information, we may find the ultimate
answers, yet those answers will be rendered worthless by the laws of
information.

This precious information that may well illuminate the dark-
est mysteries about the universe carries in it the seeds of its own
destruction.






APPENDIX A

THE LOGARITHM

The logarithm is the opposite of exponentiation, just as division is
the opposite of multiplication.

To undo a multiplication by 6, you divide by 6: 5 x 6 = 30, and
30 +6=5.

To undo an exponentiation where 6 is raised to a certain power,
you take the logarithm, base 6. That is: 65 = 7776, and log, 7776 = 5,
where log, represents the logarithm base 6.

You will seldom see the base written explicitly, and this can be a
source of confusion, because log can mean different things in different
contexts. Most of the time, log means the logarithm base 10. So, usu-
ally log 1000 = 3, because log,, 10% = 3.

However, that’s not a universal convention. Many computer scien-
tists think in terms of binary numbers, and to them it’s more useful to
have log mean log base 2. To these computer scientists, log 1000 isn’t
log,, 1000; it’s log, 1000, which is a bit less than 10. And to many mathe-
maticians, it’s more natural to think in terms of a number between 2 and
3 known as ¢; to them, log 1000 is really log, 1000, which is roughly 7.
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(Nonmathematicians often use the symbol “In” to represent “log,” but
this is not universal among mathematicians.)

You’d think that this would cause a lot of problems, but in fact, it
really doesn’t make too much of a difference what base the logarithm
is. They are all so closely related that in many equations the base can be
left ambiguous.

For example, in the Boltzmann equation, S = klogW, it doesn’t
matter whether the log is base 2, base 10, base e, or base 42. Your choice
of base gets absorbed into the k. For example, let’s assume that the
above equation refers to the logarithm base 10. It turns out that ,

S=klog,, W=k (log,,42)(log,, W) = k' log,, W

where k' is our new constant—k multiplied by log,,42. The equation
looks exactly the same in base 42 as it does in base 10: S = k' log W, but
this time, log refers to log,, rather than log,, You can completely
ignore the base, and the equation looks precisely the same.

For this reason, I have used the symbol “log” to refer to the loga-
rithm without specifying which base. In the Boltzmann equation, it
tends to refer to log base 10 or log base e, depending on which value of
the constant is used; in Shannon entropy, it is log base 2; and later on
in the book, when it comes to erasure, energy, entropy, and comput-
ing, were back to log base e.

Since the differences to the equations in question are entirely cos-
metic, for the sake of clarity I have consistently omitted the base when
using the logarithm.
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ENTROPY AND INFORMATION

v

this book, the equation for entropy (symbolized by the letter S)
has been given in three different forms. Though the forms look some-
what different, in fact they are all the same.

The first equation for entropy is Boltzmann’s: S = k log W, where
W is the number of ways that the system can have the state whose
entropy we're calculating.

The second equation for entropy is one that I derive for a specific
system-—tossing marbles in a box—which is S = k log p, where p is the
probability of a given configuration of marbles in the box. Actually, I
say S is a function of k log p—more on this in a moment.

The third equation for entropy is Shannon’s, which I didn’t give
explicitly in the main text. For the case we are concerned with,
S=-2p,;logp;, where each p, represents the probability of any partic-
ular message in the collection of péssible messages a source could have
sent you, and the Greek letter sigma, Y., represents the sum of all of
these terms. (Incidentally, the p;s can represent possible symbols
rather than possible messages; the result comes out the same, but the
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math for that example would be a little more complicated, since it
would require using conditional probabilities, which require a longer
chain of argument.)

~ Let’s use all three of these equations to analyze a system. Say, for
example, someone drops four identical marbles into a box and then
walks away; there is an equal chance that any given marble falls into
the left side or the right. Later, when we approach the box and look in,
we see that two marbles are on the left and two are on the right. What’s
the entropy of the system?

According to Boltzmann’s equation, S = k log W, W represents the
number of ways we can get the state in question, namely two marbles
on each side of the box. There are, in fact, six ways (1 and 2 land on the
right, or 1 and 3 land there,or 1 and 4, or 2 and 3, or 2and 4, or 3 and
4). So, the entropy, S = k log 6.

According to the marbles-in-a-box derivation, S is a function of
k log p. More specifically, S = k log p + k log N, where N is the number
of ways that distinguishable marbles can be arranged in the box; in
this particular example, N is 16. (The klog N term serves simply to
keep the entropy from going negative; dropping it would make little
difference.)

The probability of having two marbles on each side of the box is
3/8, as shown in the table in chapter 2, so S = k log(3/8) + klog16.
But 3/8 is the same thing as 6/16, and log 6/16 is the same thing as
log 6 — log 16. Thus, we find that the marbles-in-a-box formulation is
S=klog6 — klog16 + k log 16, which, of course, is just k log 6.

The Shannon equation deals with messages rather than marbles in
boxes, but we can easily convert between one and the other. Let’s say
that a 1 represents a marble dropping into the right side of the box and
a 0 represents a marble falling into the left side. When we drop marbles
into the box, we can write the result in a message of bits: 1100 means
that in a sequence of four marbles tossed in the box, marbles 1 and 2
wound up on the right and marbles 3 and 4 wound up on the left.
Looking at the box, we see two marbles on each side, so we know that
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the system must have received one of the six following messages:
1100, 1010, 1001,0110,0101, 0011.

When we look at the box, we don’t know which of these messages
was received; we don’t know which particular marbles are on the right
and which are on the left because they all look the same. But we know
that one of those six messages was received. Because of the way the sys-
tem was set up—a 50:50 chance of a marble’s falling on the left or the
right—we know that each of those messages is equally probable. So,
given our knowledge of the system, we can see that each message hasa
probability of 1/6 associated with it. This means that the expression
—>. p; log p; has six terms—one for each possible message—and each
P;» each probability in the expression, is 1/6. So,

§=-Xp;logp,
=—[(1/6)log(1/6) + (1/6) log(1/6) + (1/6) log(1/6)
+ (1/6) log(1/6) + (1/6) log(1/6) + (1/6) log(1/6)]
=-6[(1/6)log(1/6)]
=—log(1/6).

But —log(1/6) is the same thing as log 6, so we get S = log 6. Where did
the k go? Well, the log here is base 2, which is not the same base we used
above. The k disappeared because, as we saw in appendix A, changing
the base of alogarithm in this case merely changes the look of the con-
stant k; in base 2, and using units that are slightly different from the
ones used in Boltzmann’s equation, our new k equals 1.

OK—so Shannon entropy is the same as Boltzmann’s thermodynamic
entropy is the same as the marbles-in-a-box entropy. How does
entropy relate to information? This is a complicated question, and it is
a major source of confusion.

The entropy of a message source is equivalent to the amount of
information it can send in any given message. Say we’ve got a source
that produces strings of eight bits; each eight-bit message is equally
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probable. It has an entropy of eight bits, and each message can carry
eight bits of information. A generic message from this source would
look something like: 10110101. Most likely, it would seem pretty
random.

On the other hand, a source that produces strings of eight bits
where, say, only the messages 00000000 and 11111111 are possible,
has a much lower entropy: only one bit. Each message can only carry
one bit of information. A generic message from this source would look
like either 00000000 or 11111111—not very “random-seeming” at
all. It’s a general principle; the more “random-seeming” the message
you have received, the higher the entropy (in general) of the source of
the message, and the more information (in general) the message can
contain.

But with information, you can look at it from the receiver’s point
of view rather than the sender’s, and the situation is, in a sense,
reversed. And this can be incredibly confusing.

Remember, information is the answer to a question of some sort:
information reduces your uncertainty about which of the possible
answers is the correct one. Back to the four-marble system. Say that
you want to know the answer to the question, Where did marble 1
land? If two marbles are on the right and two marbles are on the left,
we have absolutely no information whatsoever about wher e marble 1
is; there’s a 50:50 chance it’s on either side. If there are three marbles
on the right and one marble on the left, we have a little more certainty,
alittle more information about the answer to the question; marble 1 is
probably on the right. There is a 75 percent chance that it is one of
three marbles on the right, versus a 25 percent chance it is the marble
on the left. And if all four marbles are on the right side, we have
absolute certainty. There’s a 100 percent chance that marbsle 1 landed
on the right. This time, the lower the entropy of the systerm, the more
information we have about where marble 1 landed.

It gets worse. Using our 0 and 1 code as before, “randorm-seeming”
streams like 0110 and 1100, where two balls are on each side, mean
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more uncertainty than nonrandom streams like 1111 and 0000, where
we know, for certain, which side marble 1 has landed on: the less ran-
dom the stream of symbols, the more information we have about the
position of marble 1. This appears to be just the opposite of our previ-
ous analysis.

However, it makes sense if you think about it carefully. Informa-
tion is flowing from the sender to the recipient of a message, and each
has a different role in the transaction. Entropy is a measure of ambi-
guity, unpredictability, and uncertainty, and it is really good for a
source of a message to have a high entropy. It means that the source is
unpredictable, and you don’t know what a message from that source is
going to say ahead of time. (If you always know what the message will
say, it wouldn’t give you any information, would it?) But once the
recipient receives the message, that message, if it contains lots of infor-
mation, should reduce the uncertainty about the answer to a question.
The more entropy, the more uncertainty you have about an answer,
the less information you must have received.

Sometimes you will hear people say entropy is the same thing as
information; sometimes you will hear people say that information is
negative entropy or negentropy. The difference arises because people
are accustomed to analyzing differént things. Some are looking at the
sender and the unpredictability of a potential message, and some are
looking at the receiver and the uncertainties about the answer to a
question. In truth, both are looking at the same thing: sender and
receiver are two sides of the same coin.
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