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Preface

The purpose of this book is to address the growing recognition of the need for
plasma physics in astrophysics. In fact, astrophysics has contributed to the growth of
plasma physics, especially in the field of plasma waves. During the last decade, plas-
ma physics, or more appropriately, plasma science, has witnessed an explosive
growth in two areas: pulsed-power technology and space physics. Both have led to
knowledge that is mutual and complementary, and the material in this book largely
derives from these new discoveries and their application to astrophysics. With the
passage of the Voyager spacecraft in 1989, Neptune was transformed from an astro-
nomical object to a space science object. In our solar system, only Pluto remains
unvisited. In this decade of exploration, the solar system has become recognized as
the primary plasma laboratory in which plasma processes of great generality and
astronomical significance can be studied in situ. By the 1960s, with the discovery of
the earth’s natural plasmas, the Van Allen radiation belts, and the solar wind, it was
already clear that future understanding of the earth and sun would be expressed in
terms of plasmas. Today plasma is recognized as the key element to understanding
the generation of magnetic fields in planets, stars, and galaxies; phenomena occur-
ring in stellar atmospheres, in the interstellar and intergalactic media, in radio galax-
ies, in quasars, and in active galactic nuclei; and the acceleration and transport of
cosmic rays. There are convincing arguments for the view that the clouds out of
which galaxies form and stars condense are ionized: The problem of the formation
and structure of these clouds and bodies, therefore, naturally belongs to the field of
cosmic plasmas as well as astrophysics. Each has traditionally been pursued indepen-
dently. Only recently has there been a tendency to view them as a unified discipline.

Together these problems form what is called The Plasma Universe, the basis for
this book. The material presented dwells basically on the known properties of matter
in the plasma state. Some of the interesting topics in contemporary astrophysics such
as discordant redshifts and other cosmological issues are not discussed here. The
interested reader will be referred to the IEEE Transactions on Plasma Science, Spe-
cial Issues on Space and Cosmic Plasmas (December 1986, April 1989, and February
1990), and Laser and Particle Beams (August 1988).

This book is organized into eight chapters. Chapter 1 is an introduction to the
fundamental physics of cosmic plasmas. An attempt is made to review the known
properties of plasmas from the laboratory scale to the Hubble distance. Chapter 2
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starts the application of basic plasma theory to astrophysical plasmas in the study of
magnetic-field-aligned (Birkeland) currents and charged particle beams. Chapter 3
covers magnetism in plasma and the Biot-Savart force law, while Chapter 4 concen-
trates on electric fields in space and cosmic plasmas. Chapters 5, 6, and 7 survey
double layers, synchrotron radiation, and energy transport in plasmas, respectively.
Chapter 8 covers the particle-in-cell simulation of astrophysical plasmas. Found
throughout the book are examples that apply the material of the chapter or section to
specific problems.

At the end of the book are appendixes highlighting topics that are often not
covered in plasma physics or in astrophysics texts, or else are well-documented to the
point that a short condensation suffices. Appendix A covers transmission line con-
cepts in space plasmas. Appendix B is a condensation of the polarization properties
of plasma waves. In Appendix C dusty and grain plasmas are discussed.

A list of references is given for each chapter. These are divided into parts: General
references give a list of papers and books that cover the general aspects and that
often give a more thorough treatment of the subjects covered, and special or special-
ized references document the sources for specific topics.

As far as possible, the equations are written to conform to SI regulations, but
since this book deals with the plasma universe whose elements transcend many
disciplines, from laboratory controlled fusion experiments to cosmology, a multitude
of non-SI units are used. For example, it is customary in the laboratory to state
densities in particles per cubic centimeter and magnetic induction in gauss, rather
than in particles per cubic meter and tesla, as used in space plasmas. Likewise, units
of light-years and parsecs are more meaningful to describe the dimensions of galax-
ies and clusters of galaxies than are meters. To aid visualization, both SI and familiar
units are often given in the text.

This book could not have been written without the help and encouragement of
many friends and colleagues. I am grateful to my collaborators at the Royal Institute
of Technology, Stockholm, whose work I have freely drawn upon: Drs. C.-G. Filt-
hammar, P. Carlqvist, M. Raadu, L. Block, N. Brenning, S. Torvén, L. Lindberg,
and M. Bohm. I am appreciative to my colleagues at Los Alamos: Drs. S. Gitomer,
G. Nickel, R. Faehl, R. Shannahan, A. Greene, M. Jones, G. Gisler, B. Freeman, R.
Keinigs, J. Borovosky, E. Lindman, A. Cox, and D. Lemons. Thanks are also due to
Drs. H. Kuehl, A. Dessler, T. Potemra, G. Reber, R. Beck, P. Marmet, W. Bostick, V.
Nardi, F. Gratton, B. Meierovich, A. Crusius-Witzel, N. Rostocker, T. Eastman, J.-
P. Vigier, E. Witalis, E. Wollman and N. Salingaros. I am especially indebted to O.
Buneman, J. Green, C. Snell, W. Peter, E. Lerner, and H. Alfvén for their constant
encouragement. Last, my wife, Glenda, and children, Sarah, Galvin, and Mathias,
should not be forgotten for the time given to complete this book.

Los Alamos, New Mexico Anthony L. Peratt
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1. Cosmic Plasma Fundamentals

1.1 Plasma

Plasma consists of electrically charged particles that respond collectively to electromagnetic
forces. The charged particles are usually clouds or beams of electrons or ions, or a mixture of
electrons and ions, but also can be charged grains or dust particles. Plasma is also created when
a gas is brought to a temperature that is comparable to or higher than that in the interior of stars.
At these temperatures, all light atoms are stripped of their electrons, and the gas is reduced to its
constituent parts: positively charged bare nuclei and negatively charged free electrons. The name
plasma is also properly applied to ionized gases at lower temperatures where a considerable
fraction of neutral atoms or molecules are present.

‘While all matter is subject to gravitational forces, the positively charged nuclei, or ions, and
the negatively charged electrons of plasmas react strongly to electromagnetic forces, as formu-
lated by Oliver Heaviside (1850-1925),' but now called Maxwell’ s Equations, after James Clerk
Maxwell (1831-1879),’

(1.1

%—?:—VXE

aD _ . (1.2
T-V><H—,|

V-D=p (1.3)
V-B=0 (1.9

and the equation of motion due to Hendrik Antoon Lorentz (1853-1928),

d =q(E+vxB); 4L=v;
dt(mv) q(E+vxB); o v;

(1.5)

The quantities D = ¢E and B = mH are the constitutive relations between the electric field E and
the displacement D and the magnetic induction B and magnetic intensity H, m and e are the
permeability and permittivity of the mediam, respectively, and r and j are the charge and current
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densities, respectively.> The mass and charge of the particle obeying the force law (1.5) are mand
q, respectively. )

Because of their strong interaction with electromagnetism, plasmas display a complexity in
structure and motion that far exceeds that found in matter in the gaseous, liquid, or solid states.
For this reason, plasmas, especially their electrodynamic properties, are far from understood.
Irving Langmuir (1881-1957), the electrical engineer and Nobel chemist, coined the term plasma
in 1923, probably borrowing the term from medical science to describe the collective motions that
gave an almost lifelike behavior to the ion and electron regions with which he experimented.
Langmuir was also the first to note the separation of plasma into cell-like regions separated by
charged particle sheathes. Today, this cellular structure is observed wherever plasmas with dif-
ferent densities, temperatures, or magnetic field strengths come in contact.

Plasmas need not be neutral (i.e., balanced in number densities of electrons and ions). Indeed,
the study of pure electron plasmas and even positron plasmas, as well as the electric fields that form
when electrons and ions separate, are among the most interesting topics in plasma research today.

In addition to cellular morphology, plasmas often display a filamentary structure. This
structure derives from the fact that plasma, because of its free electrons, is a good conductor of
electricity, far exceeding the conducting properties of metals such as copper or gold. Wherever
charged particles flow in a neutralizing mediam, such as free electrons in a background of ions,
the charged particle flow or current produces a ring of magnetic field around the current, pinching
the current into filamentary strands of conducting currents.

Matterinthe plasmastate can range in temperature from hundreds of thousands of electronvolts
(1eV=11,605 degrees absolute) to just one-hundredth of an electronvolt. In density, plasmas may
be tenuous, with just a few electrons present in a million cubic centimeters, or they may be dense,
with more than 10% electrons packed per cubic centimeter (Figure 1.1).

Nearly all the matter in the universe exists in the plasma state, occurring predominantly in
this form in the Sun and stars and in interstellar space. Auroras, lightning, and welding arcs are
also plasmas. Plasmas exist in neon and fluorescent tubes, in the sea of electrons that moves freely
within energy bands in the crystalline structure of metallic solids, and in many other objects.

Plasmas are prodigious producers of electromagnetic radiation.

1.2 The Physical Sizes and Characteristics of Plasmas in the Universe
1.2.1 Plasmas on Earth

On the earth, plasmas are found with dimensions of microns to meters, that is, sizes spanning six
orders of magnitude. The magnetic fields associated with these plasmas range from about 0.5
gauss (the earth’s ambient field) to megagauss field strengths. Plasma lifetimes on earth span 12
to 19 orders of magnitude: Laser produced plasmas have properties measurable in picoseconds,
pulsed power plasmas have nanosecond to microsecond lifetimes (Figure 1.2), and magnetically
confined fusion oriented plasmas persist for appreciable fractions of a second. Quiescent plasma
sources, including fluorescent light sources, continuously produce plasmas whose lifetimes may
be measured in hours, weeks, or years, depending on the cleanliness of the ionization system or
the integrity of the cathode and anode discharge surfaces.
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Figure 1.1. The remarkable range of temperatures and densities of plasmas is illustrated by this chart. In
comparison, solids, liquids, and gases exist over a very small range of temperatures and pressures. In “solid”
metals, the electrons that carry an electric current exist as a plasma within the more rigid crystal structure.

Lightning is a natural plasma resulting from electrical discharges in the earth’s lower tropo-
sphere (Figure 1.3). Such flashes are usually associated with cumulonimbus clouds but also occur
insnow and dust storms, active volcanos, nuclear explosions, and ground fracturing. The maximum
time duration of a lightning flash is about 2 s in which peak currents as high as 200 kA can occur.
The conversion from air molecules to a singly ionized plasma occurs in a few microseconds, with
hundreds of megajoules of energy dissipated and plasma temperatures reaching 3 eV. The dis-
charge channel avalanches at about one-tenth the speed of light, and the high current carrying core
expands to a diumeter of a few centimeters. The total length of the discharge is typically 2—3 km,
although cloud-to-cloud discharges can be appreciably longer. Lightning has been observed on
Jupiter, Saturn, Uranus, and Venus [Borucki 1989]. The energy released in a single flash on earth,
Venus, and Jupiter is typically 6 x 108 J, 2 x 10" J, and 2.5 x 10'? J, respectively.

Nuclear driven atmospheric plasmas were a notable exception to the generally short-lived
energetic plasmas on earth. For exumple, the 1.4 megaton (5.9 x 10" J) Starfish detonation, 400
km above Johnston Island, on July 9, 1962, generated plasma from which artificial Van Allen belts
of electrons circulating the earth were created. These electrons, bound at about 1.2 earth—radii in
a0.175 Gfield, produced synchrotron radiation whose decay constant exceeded 100 days (Figure
1.4).
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Figure 1.2. Filamentary plasma structure produced by “exploding” titanium wires within a 10 terawatt pulsed-
power generator. The photograph was taken with a pin-hole X ray camera.

1.2.2 Near-Earth Plasmas

The earth’s ionosphere and magnetosphere constitute a cosmic plasma system that is readily
available for extensive and detailed in situ observation and even active experimentation. Its
usefulness as a source of understanding of cosmic plasmas is enhanced by the fact that it contains
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Figure 1.3. Cloud to ground lightning on earth (5 min exposure). The discharge channel may be 20% ionized
plasma. The potential difference between the lower portion of the cloud and earth is in excess of 10 MV. The
bright line at the lower right is the Santa Fe-Los Alamos highway (courtesy of Henry Ortega, Santa Fe, New
Mexico).

arich variety of plasma populations with densities ranging from more than 10°cm to less than
1072 cm3, and temperatures from about 0.1 eV to more than 10 keV.

The earth’s magnetosphere is that region of space defined by the interaction of the solar wind
with the earth’s dipole-like magnetic field. Itextends fromapproximately 100km above the earth’s
surface, where the proton neutral atom collision frequency is equal to the proton gyrofrequency,
to about ten earth radii (~63,800 km) in the sunward direction and to several hundred earth radii
in the anti-sunward direction. It is shown schematically in Figure 1.5.

First detected by radio waves and then by radar, the ionosphere is a layered plasma region
closest to the surface of the earth whose properties change continuously during a full day (Figure
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Figure 1.4. Starfish event. Artificial aurora produced by plasma particles streaming along the earth’s magnetic
field lines. Picture taken from a Los Alamos KC-135 aircraft 3 min after the July 9, 1962, 1.4-megaton 400-
km-altitude nuclear detonation above Johnston Island. The event produced a degradation of radio communi-
cations over large areas of the Pacific and an intense equatorial tube of synchrotron emitting electrons having
a decay constant of 100 days. The brightest background object (mark) at the top, left-hand corner is the star
Antares, while the right-hand-most object is 8-Centauri. The burst point is two-thirds of the way up the lower
plasma striation.

1.6). Firsttobe identified was alayer of molecularionization, called the E layer. This region extends
over a height range of 90140 km and may have a nominal density of 10° cm™ during periods of
low solaractivity. A D region underlies this with anominal daytime density of 10° cm™. Overlying
the E region is the F layer of ionization, the major layer of the ionosphere, starting at about 140
km. In the height range 100-150km, strong electric currents are generated by a process analogous
tothat of aconventional electric generator, ordynamo. The region, inconsequence, is often termed
thedynamoregion and may have densities of 10°cm3. The F layermay extend 1,000km in altitude
where it eventually merges with the plasmas of the magnetopause and solar wind.
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Figure 1.5. Earth’s magnetosphere. Ions and electrons in the solar wind (left) impinge against the magneto-
sphere, distorting the field lines and creating a bow shock and the various regions shown.

The interaction of the supersonic solar wind with the intrinsic dipole magnetic field of the
earth forms the magnetosphere whose boundary, called the magnetopause, separates interplan-
etary and geophysical magnetic fields and plasma environments. Upstream of the magnetopause
a collisionless bow shock is formed in the solar wind-magnetosphere interaction process. At the
bow shock the solar wind becomes thermalized and subsonic and continues its flow around the
magnetosphere as magnetosheath plasma, ultimately rejoining the undisturbed solar wind.

In the anti-solar direction, observations show that the earth’s magnetic field is stretched out
in an elongated geomagnetic tail to distances of several hundred earth radii. The field lines of the
geomagnetic tail intersect the earth at high latitudes (~60°—75°) in both the northern and southern
hemisphere (polar homs), near the geomagnetic poles. Topologically, the geomagnetic tail
roughly consists of oppositely directed field lines separated by a “neutral” sheet of nearly zero
magnetic field. Surrounding the neutral sheet is a plasma of “hot” particles having a temperature
of 1-10 keV, density of ~0.01-1 cm™, and a bulk flow velocity of a few tens to a few hundreds
ofkms.

Deep within the magnetosphere is the plasmasphere, apopulationof cold (S1 €V)iono-spheric
ions and electrons corotating with the earth. Table 1.1 lists some typical values of parameters in
the earth’s magnetosphere.
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Figure 1.6. Daytime ionosphere at low latitudes and low solar activity.

1.2.3 Plasmas in the Solar System

The space environment around the various planetary satellites and rings in the solar systemiis filled
with plasma such as the solar wind, solar and galactic cosmic rays (high energy charged particles),
and particles trapped in the planetary magnetospheres. The first in situ observations of plasma and
energetic particle populations in the magnetospheres of Jupiter, Satun, Uranus, Neptune, and
Titan were made by the Voyager 1 and 2 spacecraft from 1979 to 1989. Interplanetary spacecraft
have identified magnetospheres around Mercury, Venus, Jupiter, Saturn, Uranus, and Neptune
(e.g., Figure 1.7).

Comets also have “magnetospheres” as depicted in Figure 1.8. The cometosheath, a region
extending about 1.1 x 10° km (for Comet Halley), consists of decelerated plasma of density
102 < n, < 4x103 andtemperature T, ~ 1.5 eV. The peak magnetic field strength found in Comet
Halley was 700800 mG.

Excluding the Sun, the largest organized structures found in the solar system are the plasma
tori around Jupiter and Saturn. The Jupiter-lo plasma torus (Figure 1.9) is primarily filled with
sulphur ions at a density of 3 x 10° cm (Section 4.6.2) An immense weakly ionized hydrogen
plasma torus has been found to encircle Saturn, with an outer diameter 25 times the radius of the
planet and an inner diameter of about fifteen Saturn radii.
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solar wind

Figure 1.7. Jupiter’s magnetosphere. [o’s plasma torus contains energetic sulfur and oxygen ions arising from
the moon’s active discharges.

1.2.4 Transition Regions in the Solar System

Examples of transition regions include the boundary layers found in planetary and comet mag-
netospheres (Table 1.2). Transition regions between plasmas of different densities, temperatures,

magnetization, and chemical composition offer a rich variety of plasma phenomena in the solar
system [Eastman 1990].

1.2.5 Solar, Stellar, and Interstellar Plasmas

The nuclear core of the Sun is a plasma at about a temperature of 1.5 keV. Beyond this, our
knowledge about the Sun’s interior is highly uncertain. Processes which govemn the abundance
of elements, nuclear reactions, and the generation mechanism and strength of the interior magnetic
fields, are incompletely known.

We do have information about the Sun’s surface atmospheres that are delineated as follows:
the photosphere, the chromosphere, and the inner corona. These plasma layers are superposed on
the Sun like onion skins. The photosphere (T~ 0.5eV)is only a very weakly ionized atmosphere,
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Table 1.2.  Plasma transition regions within the solar system

Transition region n(cm=3) T (eVR v (km/s) B (pG)b
Earth’s Magnetosphere
plasmapause 5- 1000 1 - 1000 0-0.1 500 - 5000
bow shock 10 - 50 5 - 100 (ions) 100 - 500 50 - 300
10 - 40 (e7)
magnetopause and 0.5-30 500 - 1600 (ions) 25 - 350 100 - 600
boundary layer 25-200(e7)
plasma sheet boundary 0.02-1 300 - 2000 (ions) 0- 1500 10 - 500
layer 30-500 (e™)
Other Transition Regions
Jovian boundary layer 001-1 10 - 30 keV (ions) 100 - 800 1-15
50 -3000eV (e7)
cometary boundary layer 10 - 100 1-50 20 - 300 50 - 300
heliopause 0.0001 - 1 0.1-100 10 -100 0.1-20

a Temperature associated with 1 eV = 1.602x 10~19 J = 11,600 °K.
b1 pG=0.1nT.

Figure 1.8. Comet Kohoutek (January 1974). The filamentary structure of the tail is typical of the structure of
plasmas in space.
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Figure 1.9. The Jupiter-Io plasma torus. The diagram shows the megaampere Birkeland currents flowing
between Jupiter and lo.

the degree of ionization being 10-10 in the quiet regions and perhaps 10-~10" in the vicinity
of sunspots. The chromosphere (T ~ 4 eV) extends 5,000 km above the photosphere and is a
transition region to the inner corona. The highly ionized inner corona extends some 10> km above
the photosphere. From a plasma physics point of view, the corona is perhaps the most interesting
region of the Sun. The corona is the sight of explosively unstable magnetic-field configurations,
X ray emission (Figure 1.10), and plasma temperatures in the range 70-263 eV (Table 1.3).* The
source of this heating is uncertain.’

Table 1.3  Parameters associated with the Sun

Density
at center (1026 cm‘3) 160 g/cm3
at surface aols cm‘3)I0"9 g/cm3
in corona (107 em=3) 10-16 g/cm3
Temperature
at center 1.5 keV
at surface 05eV
in sunspots 0.37eV
in chromosphere 0.38-4.5eV
in corona 70eV - 263 eV
Emission 3.826 x 1026 W

Magnetic Field Strengths

in sunspots —3.5kG
elsewhere on Sun 1t0100G
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Figure 1.10. Ultraviolet image showing eruption of a solar prominence from the sun (Skylab 1973). The Loop-
like structures may be caused by electric currents. The solar *‘north pole’ is to the left.
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Figure 1.11. The heliosphere.

Solar flares resulting from coronal instabilitics raise temperatures to 10-30keV and produce
relativistic streams of electrons and protons. Particles accelerated outward produce radio interfer-
ence at the earth. Protons accelerated inward collide with ions in the Sun’s atmosphere to produce
nuclear reactions, whose gamma rays and neutrons have been detected from spacecraft. Solar
flares consist of plasma at a temperature of about 1 keV to 10 keV. Although flares represent the
most intense energy dissipation of any form of solar activity, releasing energy in the form of
gamma rays, X rays, and microwaves, the active sun has many other plasma manifestations.

These include sunspots, photospheric faculae, chromospheric and transition region plages,
large coronal loops, and even larger scale coronal streamers and occasional coronal mass ejec-
tions. In addition, prominences (referred to as filaments when seen in Hot absorption on the disk)
frequently form between opposite magnetic polarities in active regions of the sun. These phenom-
ena are dynamic, on time scales ranging from seconds to the complete solar magnetic cycle of 22
years.

The outer corona and solar wind form the heliosphere (Figure 1.11). Atone astronomical unit
the solar wind has a plasmadensity 5 < n < 60 cm 3 anda velocity of 200 < vg,, < 800 km s~ !,
Its temperature can be as high as 50 eV, while B may reach 200 uG. The outer heliosphere has a
plasma density 1073 <n<10-'cmr3 |a temperature 0.1 < T < 10 eV, and a magnetic field
strength ~ 1 uG. The local interstellar mediam is characterized by 1002 <n < 1cm3 | atem-
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Table 1.4.  Solar system plasmas

local planetary
solar wind outer interstellar boundary

Parameter atl Al heliosphere medium layers
nj = ng (cm™3) 5-60 0.001 - 0.1 0.01-1 0.05 - 50
kT e (eV) 1-50 0.1-10 0.1-10 5 - 5000
v (km/s) 200 - 800 10 - 100 1-30 10 - 1500
B.(uQG) 10 - 200 <l-1 <1-20 10 - 500

perature of order 1 eV, and magnetic field strength 1 < B < 20 LG. Table 1.4 lists some of the
parameter values found in the solar system.

Therotating sun, coupled with its continual radial ejection of plasma, twists its magnetic field
(thatis referred to as the interplanetary magnetic field or IMF) into a classical Archimedean spiral,
as depicted in Figure 1.12a. Measurements have confirmed that the interplanetary magnetic field
is directed toward the sun in certain regions of the solar system and away from the sun in other
regions. These regions are separated by a very sharp boundary layer that is interpreted as a current
layer. This layer is depicted in Figure 1.12b which shows “ripples” in the sheet. In this situation,
the planets find themselves sometimes in a region where the field has a strong northward com-
ponent and sometimes where it has a strong southward component.

Stellar plasmas have not only the dimension of the star, 0.3 x 10km to 108 km, but also the
stellar magnetospheres, aremnant of the interstellar plasma that the star and its satellites condensed
out of. The surface temperatures vary from about 0.3 to 3 eV. Estimates of the magnetic fields
range from a few gauss to tens of kilogauss or more for magnetic variable stars.

Stellar winds occur in stars of many types, with wind properties probably connected with stellar
magnetism (Table 1.5).

Table 1.5.  Parameters associated with the interstellar medium

filaments,
stellar | hot ionized fwarm ionizedwarm neutral cool neutral | cloud edges,
Parameter wind medium medium medium medium__| shock interfaces
Neutral
density (cm3] <1 0 <1 1071 - 101 | 100- 104 101 - 104

i = ng (cm=3] 101 - 103[<10-3 - 101 10-1- 101 | 10-2-100 | 10-2-102| 100- 103
Kie@V) | 100-102f 101-104 | 05-1 [101-100[10-2-10-1| 100->103

v (km/s) 200-1000] 1-20 1-20 1-20 1-100 20- 1500
B (uG) 5-500 | <1-100 1-50 1-50 <1-20 1-1000




16 1. Cosmic Plasma Fundamentals

Magnetic field lines

Current lines
orthogonal to magnetic
field lines

Figure 1.12. (a) Magnetic field lines of the sun which are bent into Archimedean spirals owing to the rotation
of the sun and the radial emmision of plasma (which carries the magnetic field). This is a view over the north
pole of the sun looking downward at the field lines slightly above the sun’s equatorial plane. Close below the
equatorial plane, the field lines have the same geometry but opposite direction. The shapes of the associated
current lines are also shown. (b) An artist’s view of the solar current sheet in the equatorial plane. Alfvén has
proposed that the sheet develops ripples like the skirt of a ballerina. As this system rotates, the planets find
themselves in different regions so that the interplanetary magnetic field can assame a variety of orientations,
e.g., directed toward or away from the sun and northward or southward (courtesy of T. Potemra).

1.2.6 Galactic and Extragalactic Plasmas

Dark clouds within our Galaxy have dimensions of 10° km and microgauss strength magnetic
fields (Figure 1.13).

The Galactic plasma has an extent equal to the dimensions of our Galaxy itself; ~35 kpc or
10%' m. The most salient feature of the Galactic plasma are 10-*G poloidal-toroidal plasma fila-
ments extending nearly 250 light years (60 pc, 1.8 X 10'8 m) at the Galactic center (Figure 1.14).
The vast regions of nearly neutral hydrogen (HI regions) found in the Galaxy and other galaxies
are weakly ionized plasmas. These regions extend across the entire width of the galaxy and are
sometimes found between interacting galaxies. They are detected by the 21 cm radiation they emit.

Galaxies may have bulk plasma densities of 10~ cm™; groups of galaxies, 3 x 10-2cm; and
rich clusters of galaxies, 3 x 10~ cm™>.

By far the single largest plasmas detected in the Universe are those of double radio galaxies.
In size, these sources extend hundreds of kiloparsecs (10?'—10% m) to a few mega-parsecs (102—
10% m). Double radio galaxies are thought to have densities of 10 cm and magnetic fields of
the order of 10*G (Figure 1.15).
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Figure 1.12 (b).

1.3 Regions of Applicability of Plasma Physics

The degree of ionization in interplanetary space and in other cosmic plasmas may vary overa wide
range, from fully ionized to degrees of ionization of only a fraction of a percent.> Even weakly
ionized plasmareacts strongly to clectromagnetic fields since the ratio of the electromagnetic force
to the gravitational force is 39 orders of magnitude. For example, although the solar photospheric
plasma has a degree of ionization as low as 10, the major part of the condensable components
is still largely ionized. The “neutral” hydrogen (HI) regions around galaxies are also plasmas,
althoughthe degree of ionization is only 10~*. Most of our knowledge about electromagnetic waves
in plasmas derives from laboratory plasma experiments where the gases used have a low degree
of ionization, 10-10.

Because electromagnetic fields play such an important role in the electrodynamics of plas-
mas, and because the dynamics of plasmas are often the sources of electromagnetic fields, it is
desirable to determine where within the universe a plasmaapproachis necessary. We first consider
the magnetic field. The criterion for neglecting magnetic effects in the treatment of a problem in
gas dynamics is that the Lundquist parameter L, (Section 2.4.2) is much less than unity,
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Figure 1.13. The Veil nebula in Cygnus.
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Table 1.6. Characteristic quantities for laboratory and cosmic plasmas [adapted from Alfvén and
Filthammar 1963]

% B Pm o Va Ly
meters tesla kg/m3 | siemens/m m/s

Laboratory experiments

Mercury 0.1 1 104 106 77 1
Sodium 0.1 1 103 107 30 37
Hydrogen 0.1 1 107 5x10% | 28x106 | 2x104
Cosmic plasmas
Earth's interior 106 1037 104 8 x105 102 104
Sunspots 107 0.2 10-1 [ 4.4 x104 20 108
Solar granulation 106 10-2 104 8x103 103 107
Magnetic variable stars | 1010 1 103(?) | 8x105 30 3x 1011
Interstellar space 1020 109 | 1021 (7 |8x102 (M| 3x104% | 3x102!
Interplanetary space 1011 108 1020 |8x104M | 105 1015
Solar corona 109 104 | 100152 [8x105)| 3x106 | 3x1015
Dark clouds 1011 10-10 10-17 5x102 30 2 x109
L 12 5p).

<<1

L,=
Vom (1.6)

where /.. is a characteristic length of the plasma and p » is the mass density. As the conductivity
of known plasmas generally varies only over about four orders of magnitude, from 107 to 10°
siemens/m, the value of L, is largely dependent on the strength of B in the plasma as delineated
in Table 1.6.

The variation of B in plasmas can be 18 orders of magnitude, from microgauss strengths in
intergalactic space to perhaps teragauss levels in the magnetospheres of neutron sources. Onearth,
magnetic field strengths can be found from about 0.5 gauss (0.5 x 10 T) to 107 gauss (10° T) in
pulsed-power experiments; the outer planets have magnetic fields reaching many gauss, while the
magnetic fields of stars are 30-40kG (3—4 T). Large scale magnetic fields have also been discov-
ered in distant cosmic objects. The center of the Galaxy has milligauss magnetic field strengths
stretching 60 pc in length. Similar strengths are inferred from polarization measurements of
radiation recorded for double radio galaxies. No rotating object in the universe, that is devoid of
a magnetic field, is known.

In cosmic problems involving planetary, interplanetary, interstellar, galactic, and extraga-
lactic phenomena, L ,, is usually of the order 10*~10?° (Figure 1.16). In planetary ionospheres L ,
falls below unity in the E layer. Neglecting lightning, planetary atmospheres and hydrospheres are
the only domains in the universe where anonhydromagnetic treatment of fluid dynamic problems
is justified.
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Figure 1.14. VLA radiograph of large-scale, 20-cm radio emission features within ~60 pc (20 arc min) of the
Galactic nucleus. The galactic plane runs from top-left to bottom-right, through the lower diffuse structure. The
contrast is chosen to bring out radio features brighter than 15 mJy per beam area (the half-power beam width
is 5 x 9 arc s) (Courtesy F. Yusef-Zadeh).

1.4 Power Generation and Transmission

On earth, power is generated by nuclear and nonnuclear fuels, hydro and solar energy, and to a
much lesser extent, by geothermal sources and magnetohydrodynamic generators. Always, the
location of the supply is not the location of major power usage or dissipation. Transmission lines
are used to convey the power generated to the load region. As an example, abundant hydroelectric
resources in the Pacific Northwest of the United States produce power (~1,500 MW) that is then
transmitted to Los Angeles, 1,330 km away, via 800kV high-efficiency dc transmission lines. In
optical and infrared emission, only the load region, Los Angeles, is visible from the light and heat
it dissipates in power usage. The transmission line is invisible (Figure 1.17)

This situation is also true in space. With the coming of the space age and the subsequent
discovery of magnetospheric-ionosphericelectrical circuits, Kirchoff’s circuit laws (Appendix A)
were suddenly catapulted to dimensions eight orders of magnitude larger than that previously
investigated in the laboratory and nearly four orders of magnitude greater than that associated with
the longest power distribution systems on earth.
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Figure 1.15. Photographic representation of Cygnus A at 6 cm wavelength with 0.4 resolution. The east-west
extent of the radio emission is 127". The bars beneath each radio lobe denote the receiver sensitivity: The left-
hand lobe is at about 5 mJy/pixel, while the right-hand lobe is 1.5 mJy/pixel. The plasma associated with this
radio galaxy is thought to have n = 2-3x10 cm™ and B = 1-2x10~* G.

On earth, transmission lines consist of metallic conductors or waveguides in which energy
is made to flow via the motion of free electrons (currents) in the metal or in displacement currents
ina time varying electric field. Often strong currents within the line allow the transmission of
power many orders of magnitude stronger than that possible with weak currents. This is because
acurrent associated with the flow of electrons produces a self-magnetic field that helps to confine
or pinch the particle flow. Magnetic-insulation is commonly used in pulsed-power technology to
transmit large amounts of power from the generator to the load without suffering abreakdown due
to leakage currents caused by high electric potentials.

There is a tendency for charged particles to follow magnetic lines of force and this forms the
basis of transmission linesin space (Appendix A). Inthemagnetosphere-ionosphere, atransmission
line 78 earth radii in length (R, = 6,350 km) can convey tens of terawatts of power, that derives
from the solar wind-magnetosphere coupling’, to the lower atmosphere. The transmission line is
the earth’s dipole magnetic field lines along which electrons and ions are constrained to flow. The
driving potential is solar-wind induced plasma moving across the magnetic field lines at large
radii. The result is an electrical circuit in which electric currents cause the formation of auroras
at high latitude in the upper atmosphere on earth. This aurora mechanism is observed on Jupiter,
Io, Saturn, Uranus, and is thought to have been detected on Neptune and perhaps, Venus.

Only the aurora discharge is visible at optical wavelengths to an observer. The source and
transmission line are invisible (Figure 1.18). Before the coming of space probes, in situ measurement
was impossible and exotic explanations were often given of auroras. This is probably true of other
nonin situ cosmic plasmas today. The existence of amegaampere flux tube of current, connecting
theJovian satellite Ioto its mother planet (Figure 1.9), was verified with the passage of the Voyager
spacecraft.
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Figure 1.16. The Lundquist parameter L, vs linear dimension for a variety of laboratory, space, and astronomi-
cal plasmas.

1.5 Electrical Discharges in Cosmic Plasma

An electrical discharge is a sudden release of electric or magnetic stored energy. This generally
occurs when the electromagnetic stress exceeds some threshold for breakdown that is usually
determined by small scale properties of the energy transmission medium. As such, discharges are
local phenomena and are usually accompanied by violent processes such as rapid heating, ioniza-
tion, the creation of pinched and filumentary conduction channels, particle acceleration, and the
generation of prodigious umounts of electromagnetic radiation.

As an exumple, multi-terawatt pulsed-power generators on earth rely on strong electrical
discharges to produce intense particle beums, X rays, and microwaves. Megajoules of energy are
electrically stored in capacitor banks, whose volume may encompass 250 m’. This energy is then
transferred to a discharge region, located many meters from the source, via a transmission line.
The discharge region, or load, encompasses at most a few cubic centimeters of space, and is the
site of high-variability, intense, electromagnetic radiation (Figure 1.2).

On earth, lightning is another exumple of the discharge mechanism at work where electro-
static energy is stored in clouds whose volume may be of the order of 3,000 km>. This energy is
released in a few cubic meters of the discharge channel.

The aurora is a discharge caused by the bombardment of atoms in the upper atmosphere by

1-20 keV electrons and 200 keV ions spiralling down the earth’s magnetic field lines at high
latitudes. Here, the electric field accelerating the charged particles derives from plasma moving
across the earth’s dipole magnetic field lines many earth radii into the magnetosphere. The
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potential energy generated by the plasmamotionis fed to the upperatmosphere by multi-megaampere
Birkeland currents (Chapter 2) that comprise a transmission line, 50,000 kilometers in length, as
they flow into and out of the discharge regions at the polar horns (Figure 1.5). The generator region
may encompass 10'>-10"* km? while the total discharge volume can be 10°—10'° km?. The stored
or generated and radiated energies and powers versus linear dimension (approximately, the cube
root of the volume) of several cosmic plasma discharge objects are shown in Figure 1.19.

1.6 Particle Acceleration in Cosmic Plasma
1.6.1 Acceleration of Electric Charges

The acceleration of a charged particle g in an electromagnetic field is mathematically described
by the Lorentz equation Eq.(1.5),

F=ma=¢q(E +v xB) (1.7)

The electric field vector E can arise from a number of processes (Chapters 4 and 5) that include
the motion of plasma with velocity v across magnetic fields lines B, charge separation, and time
varying magnetic fields via Eq.(1.1).

Acceleration of charged particles in laboratory plasmas is achieved by applying a potential
gradient between metallic conductors (cathodes and anodes); by producing time varying magnetic
fields such as in betatrons; by radio frequency (RF) fields applied to accelerating cavities as in
linear accelerators (LINACS); and by beat frequency oscillators or wake-field accelerators that
use either the electric field of lasers or charged particle beams to accelerate particles.

The magnetospheric plasma is essentially collisionless. In such a plasma, electric fields
aligned along the magnetic field direction (Chapter 3) freely accelerate particles. Electrons and
ions are accelerated in opposite directions, giving rise to a current along the magnetic field lines
(Chapter 2).

1.6.2 Collective Ion Acceleration

The possibility of producing electric fields by the space-charge effect to accelerate positive ions
to high energies was first discussed by Alfvén and Wemnholm (1952). They were unsuccessful in
their attempt to experimentally accelerate ions in the collective field of clouds of electrons,
probably because of the low intensity of electron beam devices available then. However, proof
of principle came in 1961 when Plyutto reported the first successful experiment in whichions were
collectively accelerated. By 1975, the collective acceleration of ions had become a wide-spread
area of research. Luce (1975) reported collectively accelerating both light and heavy ions to multi-
MeV energies, producing an intense burst of D-D neutrons and nuclear reactions leading to the
identification of several radioisotopes. Luce used a plasma-focus device (Section 4.6.2) and
attributed the collective beam to intense current vortex filaments in the pinched plasma (Section
1.7). Subsequently, Destler, Hoeberling, Kim, and Bostick (1979) collectively accelerated carbon
ions to energies in excess of 170 MeV using a 6 MeV electron beam.
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Figure 1.17. White light view of North America on the evening of 13 March 1989. Photo taken by the
Department of Defense F9 meteorology satellite. Visible light radiation defines major metropolitan areas, while
other land features are illuminated by moonlight. The white band at the top of the photograph is an aurora. The
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eastern half of this composite image was obtained around 4:00 Universal time on 14 March, about three hours
after the auroral peak display. The western half was taken one orbit (roughly 100 min) later, during which the
aurora intensity had decreased substantially (courtesy of Frederick Rich, Air Force Geophysics Laboratory).
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Figure 1.18. (top) The aurora photographed from the space shuttle Challenger (photo taken by Don Lind).
(bottom) The aurora borealis photographed in ultraviolet light by the Dynamic Explorer satellite.

Individual ion energies up to several GeV using pulsed-power generators have been sug-
gested in particle-in-cell simulations of collective ion acceleration processes [Faehl and Godfrey
1978; Shanahan and Faehl 1981].

Collective acceleration as a mechanism for creating high energy ions in astrophysical plas-
mas were investigated by Bostick (1986).

1.7 Plasma Pinches and Instabilities
1.7.1 The Bennett Pinch

In cosmic plasma the perhaps most important constriction mechanism is the electromagnetic
attraction between parallel currents. A manifestation of this mechanism is the pinch effect as first
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studied by Bennett (1934). Phenomena of this general type also exist on a cosmic scale and lead
to a bunching of currents and magnetic fields to filaments. This bunching is usually accompanied
by theaccamulation of matter, and it may explain the observational fact that cosmic matter exhibits
an abundance of filamentary structures.

Consider a fully ionized cylindrical plasma column of radius r, in an axial electric field £,
that produces an axial current density j,. Associated with j, is an azimuthal magnetic field B  The
current flowing across its own magnetic field exerts a j X B, radially inward, pinch force. In the

steady-state, the balance of forces is

Vp=V(pe+p)=jxB (1.8)

By employing Eq.(1.2),V x B =y j, andthe perfectgaslawp = N k T , we arrive at the Bennett
relation

2Nk(Te+T,-)=f:—;12

(1.9)

where N is the namber of electrons per unit length along the beam, T, and T, are the electron and
ion temperatures, / is the total beam current, and k is Boltzmann'’s constant.

1.7.2 The Force-Free Configuration

Sheared magnetic fields (V xB# 0) are a characteristic of most plasmas. Here, the sheared field
isconsideredanonpotentialﬁeld(V xB # O)matiscausedbyshcarﬂowsofplasma.Anonpotential
field tends to settle into a particular configuration called a “force-free” field, namely

(VxB)xB=0 (1.10)
or

JxB=0

(1.11)

sincej=V xB uy ! ,showing that the electric current tends to flow along B. Substituting (1.11)
into (1.8) gives F = Vp = 0, hence the name “force-free”. Force-free fields tend to have a twisted
or “sheared” appearance. Examples of force-free fields are chromospheric fibrils and penambral
structures near active sunspots (Sects. 3.7.2 and 5.6.2).

The condition (1.10) can be satisfied in three ways: B =0 (trivial),V x B = O i.e., j=0), or

VxB=aB (1.12)
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where the scalara=a(r) in general. The essence of a force-free field is simply that electric currents
flow parallel to magnetic field lines. Such currents are often called “field-aligned” currents (Chap-
ter 2).

The force-free fields with constant & represent the lowest state of magnetic energy that a
closed system may attain. This has two important consequences. It proves the stability of force-
free fields with constant a, and shows that in a system in which the magnetic forces are dominant
and in which there is a mechanism to dissipate the fluid motion, force-free fields with constant o
are the natural end configuration. In astrophysical plasmas, the dissipation mechanism may be the
acceleration of charged particles to cosmic ray energies.

1.7.3 The Diocotron Instability

One of the outstanding problems in the propagation of electron beamis along an axial magnetic
field is the breakup of the beam into discrete vortex-like current bundles when a threshold deter-
mined by either the beani current or distance of propagation is surpassed. The phenomenaobserved,
closely resembles that associated with the Kelvin—-Helmholtz fluid dynamical shear instability, in
which vortices develop throughout a fluid when a critical velocity in the flow is exceeded, with
a large increase in the resistance to flow [Chandrasekhar 1961].

‘While structural changes in the azimuthal direction are observed in solid, annular, or sheet
beanus, it is with thin electron bearus that the vortex phenomenon is most pronounced. Since thin
annular beanis are easily produced and are capable of conducting intense currents, they have found
widespread application in microwave generation and accelerators. Conversely, in many applica-
tions acold bean is desired and the heating of the bean by the onset of instabilities is an undesired
property.

The instability leading to the filamentation of the beam is known as the “slipping stean1” or
“diocotron’® and occurs when charge neutrality is not locally maintained, for exaniple, when
electrons and ions separate. In the steady state Eq.(1.3) in cylindrical coordinates is

ol d(rE) =—i(n —n)
dr & (1.13)

which gives rise to a shear in the drift velocity. The shear (precisely, the axial component of the
vorticity) is given by

(Ds=(v>(v1)z=%_a(rEgr/BZ)
—__e ) = —
= eop, ne—n)=q oy(1-f) (1.14)
where
w2
q-_P

o7 (1.15)
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is called the cross-field electron beam parameter [Buneman et al. 1966], @2 = n. e2/m. v £,
and @y =Wp/Y=—€ B /m. ¥, where yis the Lorentz factor y=(1-82)""'*,and B, = v, /c fora
beam of axial velocity v, . Thefactorf, = Zn; / n, represents the degree of charge neutralization.
For strong magnetic field “low-density” beams (g < 0.1) of thickness Ar, the instability occurs at
long wavelengths

A=(m/0.4)Ar (1.16)

or at wavelengths about eight times the beam thickness.

Equations (1.13)-(1.15) are exactly the magnetron equations (c.f. “Buneman Small Ampli-
tude Theory” in Collins, Microwave Magnetrons),exceptthat n =0inaproperly vacuum-pamped
magnetron.

Figure 1.20 depicts both the vortices of a 90 kA electron beam etched onto a carbon witness
plate and those of a 58 nA electron beam detected by a sensitive fluorescent screen. Therefore,
in the laboratory, well-defined vortices are found to occur over some 12 orders of magnitude in
beam current. This mecharmism was first introduced to explain auroral curtains (Figure 1.21) by
Alfvén (1950). The diocotron instability as the cause of the auroral curtains is discussed in Section
2938.

1.7.4 Critical Ionization Velocity

If both a plasma and a neutral gas are so thin that collisional momentum exchange is negligible,
one would expect them to move through each other without appreciable interaction. That this need
not be so was suggested by Alfvén (1942) in his theory of the origin of the planets and satellites.
He introduced the hypothesis that if the relative velocity exceeds a certain critical value, a strong
interaction and rapid ionization of the neutral gas would take place. He further assamed that this
“critical velocity” v_was given by the velocity at which the neutral gas particles with mass M have
akinetic energy equal to their ionization energy eV :

1
5Mv§ =eV;

(1.17)
Table 1.7 summarizes the critical ionization velocity parameters for many elements while Figure
1.22illustrates the gravitational potential energy versus ionization potential [Alfvénand Arrhenius
1976].

At the time Eq.(1.17) was proposed, there was no known reason why such a relation should
hold. Nevertheless, the hypothesis was confirmed later in a laboratory experiment [Fahleson
1961]. Formany years itremained amystery, but experiments have now clarified the phenomenon
at least in general terms. What is involved is an instability that transfers energy from ions to
electrons, so that they become capable of ionizing. Still, important questions remain [Brenning
and Axnis 1988].

Meanwhile, critical ionization velocity phenomena have been observed in space plasma
[Haerendel 1982, Torbert 1988). The phenomenon has been invoked in several cosmical appli-
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Figure 1.20. (top) Vortices of a 90-kA electron beam etched onto a carbon witness plate (courtesy of H. Davis).
(bottom) Vortices of a 58-lLA electron beam photographed on a fluorescent screen (courtesy of H. F. Webster).

cations, such as the formation of an ionosphere at the Jovian satellite Io [Cloutier 1978], the
interaction of the solar wind with gas clouds [Lindeman et al. 1974, Gold and Soter 1976], with
comets [Haerendel 1986, Galeev et al. 1986], with planetary atmospheres [Luhmann 1988], and
with the interstellar medium [Petelski etal. 1980, Petelski 1981]. Thus, the phenomenon may have
important astrophysical implications. However, these cannot be evaluated in detail until a full
understanding of the phenomenon has been achieved, which is the goal of rocket experiments.
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Table 1.7.  Parameters associated with the critical ionization velocity

Ionization Average |Gravitational | Atomic Critical

potential | atomic mass | potential abundance velocity
Element? energy b (lO5 cm/sec) Band

Si=106 (km/sec)
volts amu____| (log) g/cm (mm/jisec)

H 13.5 1.0 20.29 2x1010 50.9 I
He 245 4.0 19.94 2x109 343 I
Ne 215 20.2 19.18 2 %106 14.3 i
N 14.5 14.0 19.18 2 x 106 14.1 i
C 112 12.0 19.11 1x107 134 i
o 13.5 16.0 19.08 2x107 127 i
(F) 17.42 19.0 19.11 4x103 133 |
(B) 8.3 10.8 19.08 1x102 12.1 hii
(Be] 9.32 9.0 19.18 8 x 10-1 14.1 i
[Li] 5.39 6.9 19.04 5x10! 122 hi§
Ar 15.8 40.0 18.78 1x103 8.7 i1l
P 10.5 31.0 18.70 1 x 104 8.1 I
S 10.3 32.1 18.70 5x 105 7.8 I
Mg 7.6 243 18.60 1 %106 7.7 11
Si 8.1 28.1 18.60 1x106 74 m
Na 5.12 23.0 18.30 6 x 104 6.5 il
Al 597 27.0 18.48 8 x 104 6.5 m
Ca 6.09 40.1 18.30 7 x 104 5.4 m
Fe 78 558 18.30 9 %103 52 I
Mn 74 54.9 18.30 1x104 5.1 m
Cr 6.8 52.1 18.30 1x104 5.0 m
Ni 7.6 58.7 18.30 5x104 5.0 I
Ie)) 13.0 355 18.70 2x103 8.4 1)
K) 43 39.1 18.30 2x103 46 il

3 Minor elements (abundance 102-104) are indicated by parentheses; trace elements (abundance <
102) are indicated by brackets.

b The very fact that separation processes are active in interstellar and circumstellar space makes it
difficult to specify relative abundances of elements except by orderof magnitude and for specific
environments (such as the solar photosphere, the solar wind at a given point in time, the lunar
crust). The abundances are the averages estimated by Urey (1972). Most values are based on
carbonaceous chondrites of Type II which forma particularly well analyzed set, apparently
unaffected by the type of differentiation which is characteristic of planetary interiors.
Supplementary data for volatile elements are based on estimates for the solar photosphere and
trapped solar wind. All data are normalized to silicon, arbitrarily set at 106.

Because the existence of this anomalous interaction has been so definitely documented plus
the fact that it has been so successfully applied to the cosmogonic process, should make it
interesting to keep in mind in cosmological contexts, too.
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Figure 1.21. Auroral vortices observed in the magnetic zenith, College, Alaska, 31 January 1973. The exposure
time is 0.1 s and the field of view is 12 x 16°. The image was obtained from a low-light level television system
with a broad-band red-light filter (courtesy T. Hallinan).

1.8 Diagnosing Cosmic Plasmas
1.8.1 The Electromagnetic Spectrum

For millennia our knowledge of the universe has been based on information received in the visual
octave,400-800 nm, supplemented during the last half-century by infrared and radio observations
(Figure 1.23). During the 1970s and 1980s, however, space research has opened the full spectrum,
including the entire infrared region and the ultraviolet, X ray, and yray regions (Figure 1.24). The
full electromagnetic spectrum is delineated into bands, which generally are designated as follows:

Gamma Ray and X ray. Most emission at these wavelengths is likely to be produced by electrons
with energies in excess of 10 eV. We know that processes in magnetized plasmas, especially
concerningelectric fields aligned by magnetic fields, accelerate auroral electrons to ke V energies.
Similar plasma processes in solar flares produce energies of 1-10GeV. Under cosmic conditions,
relativistic double layers (Chapter 5) may generate even higher energies in magnetized cosmic
plasmas.
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Figure 1.22. The gravitational energy W, and ionization potential of the most abundant elements. Roman
numerals refer to row in the periodic table, with “III” including the fourth role. All elements in a band have
approximately the same gravitational energy and ionization potential as discussed by Alfvén and Arrhenius
(1976).

Therefore we can assume with some confidence that the X rays and yrays we observe derive
mainly from magnetized plasmas with energies in excess of 10?eV. Therefore, we call the picture
we get from these wavelengths the high-energy-plasma universe, or simply, the plasma universe.

Highenergy magnetized plasmas not only emit X rays andyrays, but also synchrotronradiation
that often falls in lower energy bands, including the optical and radio regions.

The energy densities of radiation in the yray and X ray bands are ~10"® Jm™ and ~10"'¢J
m, respectively, and may arise from the total contribution of discrete sources (Section 6.7.5). The
isotropy of the X ray background ts AT/T < 107

Figure1.23. (Opposite) Cross section through the eurth’s atmosphere showing the altitude and the approximate
wavelength coverage of the different spacecraft, rockets, balloons, and ground-based observatories that make
the observations. The solid white line shows the altitude as a function of wavelength where the intensity of the
solar radiation is reduced to half its original value (from Max 91/courtesy of R. Canfield and B. Dennis/NASA-
GSFC).
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Figure 1.24. (top) Spectrum of the cosmic background radiation from 10° Hz to 10*' Hz. (bottom) The ap-
proximate year when new technology made possible observation in the different regions of the electromagnetic

spectrum. As shown, most of the spectrum was not accessible until the mid-1970s.

Ultraviolet. Ultraviolet astronomy satellites have discovered various circumstellar plasma distri-
butions in association with a variety of stellar objects, from protostars to highly evolved red giants.
The energy density of the cosmic diffuse ultraviolet background is estimated to be ~10-'* Jm™.

Visible. Visible light comes from solid bodies such as planets, but to a much larger extent comes
from stellar photospheres, which are typically plasmas with low energies—less than 10eV. Hence
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the visual universe is almost synonymous with the low-energy plasma universe. The energy
density of visible light in the universe is ~10™° J m™,

Infrared. Infrared radiation is emitted from the photospheres of stars. For exuniple, 52% of the
electromagnetic radiation emitted by the Sun falls between 100 and 1 mm. The energy density of
radiation in the infrared approaches 10 J m™ The infrared background radiation is acomponent
of the cosmic background radiation that also includes the submillimeter and microwave back-
grounds.

Submillimeter and Microwave. High-power microwave generation on earth belongs exclu-
sively to devices using relativistic electron beurus. The microwaves derive from naturally occur-
ring beum instabilities or from electromagnetic-induced beun instabilities caused by cavities or
slow-wave structures placed near the beuni. For exunuple, the diocotron instability (Section 1.7.3)
isresponsible for microwave generation in magnetrons and magnetically-insulated-transmission-
line oscillators. Microwaves from beuni interactions with slow-wave structures or cavities is the
mechunismused by backward-wave oscillators andrelativistic-klystron oscillators (Section2.7.2).
In addition high-power microwaves are generated via the Barkhausen-Kurz, orreflex, mechunism
whenever the current carried by the relativistic electrons exceeds the space charge limiting current
(Section 2.5.3) causing the formation of virtual cathodes or virtual anodes (double layers) [Peratt
1985]. A relativistic electron beun that does not produce microwave radiation is unknown.

These sume basic mechunisms are likely to have their natural analogs in cosmic plasmas.
Coronal loops conducting electric currents on the Sun produce microwaves, as do electric currents
in the lobes of double radio galaxies. The nuclei of spiral galaxies radiate at microwave frequencies
and are even sites of MASER (microwave uniplification by stimulated emission of radiation)
action [Moran 1984]. In our Galaxy water-vapor masers occur in the dusty plasma surrounding
newly formed massive stars.

Measurements in the frequency range 400 MHz to 600 GHz show a cosmic microwave
background (CMB) that can be fitted to a black body spectrum (Section 7.3) at temperature of 2.73
K (Figure 1.25).

In the Rayleigh-Jeans region (< 120 GHz) the radiation is isotropic with a precision ap-
proaching (andinsomecasesbetterthan) A T / T < 3 x 10~ 3 inascaleof1°atA = 7.6 cm[Berlin
etal. 1983]. The isotropyis A T /T < 104 over all angular scales’® (Figure 1.26) [Pariiskii and
Korolkov 1986].

The energy density of microwaves in the universe is ~4.5 X 1074 J m™,

Radio Wave. The radio wave portion of the electromagnetic spectrum is further divided into sub-
classifications.

Like Jupiter and Saturn, the earth is an intense source of long (kilometer) wavelength radio
waves. These waves were discovered by satellites above the ionosphere. Since their frequency
0<<@,, where o, is the maximum angular plasma frequency in the ionosphere, they cannot
penetrate the ionosphere and so cannot be detected at ground level. The radiation derives from the
polar aurora at high altitudes (auroral kilometric radiation or AKR). The mean intensity of AKR
from earth is 100 MW, with peak intensities as high a gigawatt.

Both Jupiter and Saturn radiate at kilometric, hectometric, and decunietric wavelengths via
the synchrotron process (Chapter 6). The average power radiated by Jupiter between 500 and 40
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Figure 1.25. Spectral brightness vs frequency for the cosmic microwave background measured by COBE at
the north galactic pole. The solid curve is a 2.735 + 0.06 K blackbody spectrum.
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North Galactic Pole

Figure 1.27. Map of southern sky at 144 meters wavelength (2.085 MHz). This map shows a bright background
(corresponding to 3.5x10° K black body) with dimming at the center of the Galaxy and along the Milky Way
(courtesy of G. Reber).

kHz is 6 GW while Saturn produces an average power of 1 GW between 3 kHz and 1.2 MHz. The
planetary radio emissions are superimposed onto a cosmic radio background.

At VHF frequencies (178 MHz), the radio background radiation has a nonthermal, isotropic
component whose brightness temperature (Section 7.3) is 6515 K [Bridle 1967]. Reber (1986) has
surveyed the southem sky at 2.085 MHz (144 m) and reports a bright background corresponding
to a 3.5x10° K blackbody (Figure 1.27).

Because of the uncertainties in radio intensity at ultra-low frequencies, the energy density
of radio waves in the universe is unknown but, nevertheless, appreciable.

1.8.2 In Situ Space Probes

Until the early 1970s, almost everything we knew about the universe had been obtained from
information brought to the observer by electromagnetic radiation. Only a very small part of our
knowledge stemmed from material information carriers, be they in the form of meteorites hitting
the surface of the earth, cosmic ray particles, or material collected by manned or unmanned
satellites or from lunar and planetary landings.

With the advent of earth and interplanetary space probes, this knowledge has been aug-
mented by in situ measurements in our own solar system. These measurements have often resulted
indiscoveries that were unsuspected or misinterpreted from information contained in the electro-
magnetic spectrum alone. For example, prior to space probe measurements, it was universally
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assumed that the outer magnetosphere was populated by hydrogen plasma from the solar wind,
and therefore ultimately from the sun. In contrast to this, we now know that the magnetosphere
is sometimes dominated by oxygen plasma originating in the earth’s own atmosphere. Electric
fields within the near-earth plasma were generally not thought possible until space probes mea-
sured them directly. Theirexistence was either not inferable by means of electromagnetic radiation
or they have radiation signatures at frequencies far below that currently measurable on earth.

Itis a sobering fact that even after hundreds of satellites had circled the earth, the generally
accepted picture of our space environment was fundamentally wrong in aspects as basic as the
origin and chemical composition of matter in the earth’s own neighborhood and the existence and
role of electric fields in the magnetosphere. This must inspire caution in making assertions about
the composition and properties of other invisible cosmic objects, whether they be stellar interiors,
interstellar plasma, pulsar magnetospheres, or intergalactic cosmic rays. The danger of miscon-
ception is panicularly great for distant astrophysical objects that will forever remain inaccessible
to in situ observation. To avoid this danger, it is essential to utilize the empirical knowledge of
plasma behavior that has been, and will continue to be, gathered from plasmas in the laboratory
and accessible regions of space.

Notes

! Oliver Heaviside was the first to reduce Maxwell’s 20 equations in 20 variables to the two
equations (1.1) and (1.2) in vector field notation. For some years Eqgs. (1.1)(1.4) were known as
the Hertz—Heaviside Equations, and later A. Einstein called them the Maxwell-Hertz Equations.
Today, only Maxwell’s name is mentioned [Nahin 1988].

2 These are “rewritten” in update form ideal for programming. This also emphasizes the
causality correctly: V x E is the cause of changes in B, V x H is the cause of changes in D.

* In free space £= €, = 8.8542 x 10" farad m™ and p1 = g = 41 x 10" henry m~".

* One of the Sun’s outstanding problems is the temperature of the corona. The temperature
rises steadily in the chromosphere, then jumps abruptly in the corona to a level 300 times hotter
than the surface. That the Sun is a plasma and not just a hot gaseous object is illustrated by the
fact that the temperature increases away from its surface, rather than cooling as dictated by the
thermodynamic principle for matter in the nonplasma state.

5 For decades the preferred explanation has been that energy flows from the Sun’s surface
to the corona in the form of sound waves generated by convective upswelling motions. However,
space-based ultraviolet observations proved that sound waves do not carry energy as high as the
corona. One mechanism that may produce coronal heating is electron beams produced in double
layersincoronal loops (Chapter 5). These areexpected toaccelerate electrons toenergies comparable
to those in the corona. Generally, the term acceleration refers to the preferential gain of energy by
apopulation of electrons and ions, while heating is defined as the bulk energization of the ambient
plasma. Paraphrasing Kirchoff that “heating is a special kind of acceleration,” one may argue,
since heating and acceleration are always present in flares and in laboratory relativistic electron
beams, that electron beam instabilities (Section 1.7.3) may be the source of coronal heating.

¢ The degree of ionization is defined as n,, / (no + n,) where n, is the plasma density and n,
is the density of neutral particles.
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7 It is not known how the energy carried by the solar wind is transformed into the energy of
the aurora. It has been demonstrated that the southward-directed interplanetary magnetic field is
anessential ingredient in causing auroral substorms so that energy transformation appears to occur
through interactions between the interplanetary and geomagnetic fields [Akasofu 1981].

¢ The term diocotron derives from the Greek diwkelv, meaning “pursue.”

? A dipole anisotropy in the cosmic microwave background, because of the net motion of
the solar system through the CMB, is measured at the 10~ level [Brecker 1984].
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2. Birkeland Currents in Cosmic Plasma

2.1 History of Birkeland Currents

An electromotive force ¢=[ v x B-dl giving rise to electrical currents in conducting media is
produced wherever a relative perpendicular motion of plasma and magnetic field lines exist
(Section 3.5.2). An example of this is the sunward convective motion of the magnetospheric
plasma that cuts the earth’s dipole field lines through the equatorial plane, thereby producing a
Lorentz force that drives currents within the auroral circuit. The tendency for charged particles to
follow magnetic lines of force and therefore produce field-aligned currents has resulted in the
widespread use of the term “Birkeland Currents” in space plasma physics. Their discovery in the
earth’s magnetosphere in 1974 has resulted in a drastic change of our understanding of aurora
dynamics, now attributed to the filamentation of Birkeland charged-particle sheets following the
earth’s dipole magnetic field lines into vortex current bundles. In anticipation of the importance
of Birkeland currents in astrophysical settings, Falthammar (1986) states: “ A reason why Birkeland
currents are particularly interesting is that, in the plasma forced to carry them, they cause anumber
of plasma physical processes to occur (waves, instabilities, fine structure formation). These in turn
lead to consequences such as acceleration of charged particles, both positive and negative, and
elementseparation (such as preferential ejection of oxygenions). Both of these classes of phenom-
ena should have a general astrophysical interest far beyond that of understanding the space
environment of our own Earth.”

Birkeland currents have a long and colorful history. Inspired by his famous terrella experi-
ments at the beginning of the twentieth century (Figure 2.1) and by his extensive studies of
geomagnetic data recorded during magnetic storms, the Norwegian scientist Kristian Birkeland
(1867-1917) suggested that the aurora was associated with electric “corpuscular rays” emanating
from the sun and deflected to the polar regions of the earth by the geomagnetic field. Birkeland
recognized that the magnetic disturbances recorded on the earth’s surface below the auroral region
were due to intense currents flowing horizontally above. He suggested that these currents, now
called“auroral electrojet” currents, were coupled to vertical currents that flowed along geomagnetic
fieldlines into and away from the lowerionosphere. The system of field-aligned currents suggested
by Birkeland is shown in Figure 2.2a.

The existence of magnetic field-aligned “Birkeland” currents was disputed because it is not
possible to distinguish unambiguously between current systems that are field-aligned and those
that are completely ionospheric from a study of surface magnetic field measurements. Sydney
Chapman, the noted British geophysicist, developed mathematically elegant models of currents
that were contained completely within the earth’s ionosphere that could adequately account for
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Figure 2.1. Birkeland (left), the founder of experimental astrophysics, is shown here with his assistant, K.
Devik, and his “terrella,” a magnetized globe representing the earth.

ground-based magnetic field observations obtained during magnetic storms. Figure 2.2b shows
the “atmospheric current system” developed by Chapman in 1927.

Hannes Alfvén, the Swedish engineer and physicist, advocated the idea of Birkeland currents
anddeveloped atheory for the generation of these currents by the solar wind [Alfvén 1939]. Figure
2.2c shows Alfvén’s diagram for these currents.

The first satellite measurements of Birkeland currents were provided by Zmuda et al. (1966,
1967) with a single axis magnetometer on board the navigation satellite 1963-38C at an altitude
of ~1100 km. The magnetic disturbances observed were initially interpreted as hydromagnetic
waves, but it was soon realized that their latitudinal extent was not appropriate for waves and they
were interpreted as being due to Birkeland currents [Cummings and Dessler 1967). Today,
Birkeland currents are routinely measured by a variety of rocket and satellite instruments.

Thelocation, flow direction, and intensity of Birkeland currents have been studied by several
satellites, and a statistical map is provided in Figure 2.3. This distribution, plotted on an invariant
(magnetic) latitude and geomagnetic local time polar dial, was determined from hundreds of orbits
of the TRIAD satellite over the polar regions [lijima and Potemra 1976). It shows that there are
well defined patterns of these currents, and these pattems coincide approximately with the auroral
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Figure 2.2. Historical diagrams of auroral current systems from: (a) Birkeland (1908),

(c) Alfvén (1939).
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- Currents into lonosphere
[::3 Currents Away from lonosphere

Figure 2.3. Distribution of Birkeland currents at earth’s north pole as determined by TRIAD satellite magnetic
field observations. The dark areas denote currents into the ionosphere while the shaded areas denote currents
away from the ionosphere. The hatched area near noon indicates confused current directions (courtesy T.
Potemra).

zone. The inflowing currents are at latitude 70° and the outflowing currents are at 74°~78° from
about noon to midnight, then reverse directions from midnight to noon.

The magnitude and flow direction of Birkeland currents are determined from the magnetic
field observations with Maxwell’s equation Eq.(1.2), j =(1/10)VXAB (where AB is the
magnetic perturbation). For currents flowing parallel to the geomagnetic field and in sheets
aligned in the east-west direction (with infinite extent), this vector formula reduces to the scalar
gradient,j; = 1/109 (AB ) / dx wherej isthecurrent flowing along the main geomagnetic field



2. Birkeland Currents in Cosmic Plasma 47

Figure 2.4. A glowing beam of electrons spirals upwards along the earth’s magnetic field. This television image
was taken during the Echo 7 sounding-rocket experiment. The view shows a portion of the corkscrew beam
several hundred meters long from top to bottom and 17 meters across. The small, bright glow at the lower end
of the beams is the accelerator that produced the energetic particles (courtesy John R. Winckler, University of
Minnesota).

(in the z direction), ABy is the perturbation in the eastward (y) direction, and x is the northward
direction.

Birkeland currents not only heat the upper atmosphere, increasing the drag on low altitude
earth circling satellites, but cause substantial density depletions. Electric fields along the dipole
magnetic field lines can give rise to field-aligned currents that reduce the ionospheric topside
electron and ion densities [Block and Falthammar 1969]. In the topside there is then an excess of
ionization in contrast to low altitudes where recombination dominates. The net effect is anupward
flux of neutral particles that are ionized at high altitudes. Auroral primary particles are charged
particles with the proper sign that have been accelerated downward. Closure of the global circuit
is accomplished by particles with the opposite sign, that move out of the magnetosphere and
precipitate in another region of the ionosphere with reversed polarity. Current measurements
suggest that the supply of plasma from the solar wind is negligible in relation to the supply of
plasma from the closed loop ionospheric/magnetospheric system.

As an example of amanmade “Birkeland current.” a ~harged-particle bean. in space under-
going a helical motion along the Earth’s magnetic field is shown in Figure 2.4. The physics of this
beam behavior are examined in Sections 2.5.3 and 2.9.7.

2.2 Field-Aligned Currents in Laboratory Plasma

In the laboratory, filamentary and helical structure is a common morphology exhibited by ener-
getic plasmas. X ray pinhole photographs, optical streak and framing camera photographs, and
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laser holograms often show a filamentary, magnetic “‘rope-like” structure from plasmas produced
in multi-terawatt pulse power generators or in dense plasma focus machines (Figure 1.2). Often,
the cross-sectional pattems from filamentation in hollow electron beams are recorded onto ob-
serving screens or witness plates. Regardless of size or current, the pattems are those of vortices
(Figures 1.20-1.21). In the dense plasma focus the vortices have dimensions of a few microns
while in laboratory electron beams the vortices may be a few centimeters in diameter. This size
variation of 4 orders of magnitude is extended to nearly 9 orders of magnitude when auroral vortex
recordings are directly compared to the laboratory data. With regard to actual current magnitudes;
filamentation occurs over nearly 12 orders of magnitude while coarser resolution experiments
show that the phenomena probably transcends at least 14 orders of magnitude, from microampere
to multi-megaampere electron beams.

2.3 Field-Aligned Currents in Astrophysical Plasmas

As far as we know, most cosmic low density plasmas also depict a filamentary structure. For
example, filamentary structures are found in the following cosmic plasmas, all of which are
observed or are likely to be associated with electric currents:

(1) In the aurora, filaments parallel to the magnetic field are often observed. These can
sometimes have dimensions down to about 100 m (Figure 1.21).

(2) Inverted V events and the in-situ measurements of strong electric fields in the magneto-
sphere (10°~10° A, 10°m) demonstrate the existence of filamentary structures.

(3) In the ionosphere of Venus, “flux ropes”, whose filamentary diameters are typically 20
km, are observed.

(4) In the sun, prominences (10" A), spicules, coronal streamers, polar plames, etc., show
filamentary structure whose dimensions are of the order 10’-10° m (Figure 1.10).

(5) Cometary tails often have a pronounced filamentary structure (Figure 1.8).

(6) In the interstellar mediam arid in interstellar clouds there is an abundance of filamentary
structures [e.g., the Veil nebula (Figure 1.13), the Lagoon nebula, the Orion nebula, and the Crab
nebula).

(7) The center of the Galaxy, where twisting plasma filaments, apparently held together by
a magnetic field possessing both azimuthal and poloidal components, extend for nearly 60 pc
(10'*m) (Figure 1.14).

(8) Within the radio bright lobes of double radio galaxies, where filament lengths may exceed
20 kpe (6 x 10®m) (Figure 1.15).

Regardless of scale, the motion of charged particles produces a self-magnetic field that can
acton other collections of particles or plasmas, intemally orextemally. Plasmas in relative motion
are coupled via currents that they drive through each other. Currents are therefore expected in a
universe of inhomogeneous astrophysical plasmas of all sizes.
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2.4 Basic Equations of Magnetohydrodynamics
2.4.1 General Plasma Fluid Equations

Fundamental equations for the plasma velocity, magnetic field, plasma density, electric current,
plasma pressure, and plasma temperature can be derived from macroscopic averages of currents,
fields, charge densities, and massdensities. In this “fluid” treatment, the Maxwell-Hertz—Heaviside
equations (1.1)-(1.4) are coupled to the moments of the Boltzmann equation for a highly ionized
plasma.

The evolution of the distribution function fir,p,?) for particles with charge g and mass m is
described by the Boltzmann equation

) ] .9 _[of
§+v.a—r+q(E+VXB) ap}f(r,p,t)_(s?)collisions @D

whichis an expression of Liouville’s theorem for the incompressible motion of particles in the six-
dimensional phase space (r, p, 7).

Inthefluid descriptionthe particledensity n (r, f),meanvelocity v (r, £), momentump (r, #),
pressure P (r, #), and friction R (r, #) are defined by

n (r,t)E[dSpf(r,p,t) 2.2)
@0V o= [ d®p vire.d 23
n (r,t)F(r,t)E/ d’p pf(r.p.9 2.4)
P (r,t)sfd3p P-pE. 0] [V-v@,0)f(r,p,) @.5)
)
= 3 -
R (r,t)_fd P [P p-] (ﬁcolliu’ons (2,6)

where the momentum p and velocity v are related by
p=myv 2.7

The fields E(r, ¢) and B (r, ¢) in Eq.(2.1) ure self-consistently solved irom Eqs.(1.1)«1.4) with

p (r,t)sefd’pf(r,p,t) (2.8)

j(r,t)Eefd3p vf(r,p,?) 2.9)
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Taking the moments[ d®p and f d3 p pof the Boltzmann equation yields the two-fluid
equations [Rose and Clark 1961, Thompson 1962, Alfvén and Carlqvist 1963, Chen 1984] forions
andelectrons a = i,¢e,

ong ) _

a1tV (raVa) =0 (2.10)
d

na Fe=qana(E+vaxB)-V- Po+Ranama¥ g @11

These are called the continuity and momentum equations, respectively. The continuity equation,
as written, is valid if ionization and recombination are not important.
Conservation of linear momentum dictates that

Ri+R.=0 (2.12)

The two fluid equations are the moments, or averages, of the kinetic plasma description and
no longer contain the discrete particle phenomena such as double layers from charge separation
and synchrotronradiation. Nevertheless, this approach is useful in studying bulk plasma flow and
behavior.

A single fluid hydromagnetic force equation may be obtained by substituting o = i, e into
Eq.(2.11) and adding to get,

oV, _ .
Pm=5=PE+jxB-Vp-p, Vos (2.13)

which relates the forces to mass and acceleration for the following averaged quantitites:

Pm = e Me + 1y m; mass density

Jm=neme Ve +nim; Vi mass current

Vm =Jm / Pm averaged velocity (2.14)
I? =neqe _+ nigi charge density

J=neqeVe +niqi Vi current density

The first term in Eq.(2.14) is caused by the electric field, the second term derives from the motion
of the current flow across the magnetic field, the third term is due to the pressare gradient
(Eq.(2.14) is valid for an isotropic distribution V- P — Vp where p= nkT ], and the fourth
term is due to the gravitational potential . The near absence of excess chargep = e(n; — n¢) = 0,
forqi,e =t e ,is acharacteristic of the plasmastate; however, this does not mean that electrostatic
fields [e.g., those deriving from Eq.(1.3)] are unimportant.'

Completing the single fluid description is the equation for mass conservation,
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9Pm -
—at_+V~ (PmvVm)=0 (2.15)

In addition to Eqs.(2.13) and (2.15), we find it useful to add the equation for magnetic induction,

a—B—Vx(vmxB)+‘+onB

ot (2.16)

obtained by taking the curl of Ohm’s law

j= o(E +v xB)
where o'is the electrical conductivity (Table 1.6).
2.4.2 Magnetic Reynolds and Lundquist Numbers
The significance of Eq.(2.16) in which (1 o)~ ! is the magnetic diffusivity, is that changes in the
magnetic field strength are caused by the transport of the magnetic field with the plasma (as
represented by the first term on the right-hand-side), together with diffusion of the magnetic field

through the plasma (second term on the right-hand-side). In order of magnitude, the ratio of the
first to the second term is the magnetic Reynolds number

Rn=uoV. ., 2.17)

interms of a characteristic plasma speed V . and a characteristic scale length /... A related quantity
is the Lundquist parameter

L,=uoVal, (2.18)
where

Va=-2B

A VP, 2.19)

is the Alfvén speed. It may be written as the ratio

-
Lu=2 (2.20)

of the magnetic diffusion time

T4= pol? 2.21)

to the Alfvén travel time
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Figure 2.5. A current-carrying plasma pinch undergoing rotation at angular frequency .

Ta=1/Va

2.5 The Generalized Bennett Relation

(2.22)

A generalized Bennett relation follows directly from Eq.(2.13) and Eqs.(1.1)-(1.4). Consider a
current-carrying, magnetic-field-aligned cylindrical plasma of radius a which consists of elec-
trons, ions, and neutral gas having the densities 7,, n;, and n,,, and the temperatures T, T;, and T,,,
respectively. A current of density j, flows in the plasma along the axis of the cylinder which
coincides with the z—axis. As a result of the axial current a toroidal magnetic field Byis induced
(Figure 2.5). An axial electric field is also present. Thus, there exists the electric and magnetic

fields
E=(E, Ey E,)

B=(0,B, B,

The derivation of the generalized Bennett relation for this plasma is straightforward, but lengthy

[Witalis 19811], and the final result is
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9%/,
%ﬁ:wmnmeﬁAwBﬁAwk
-£21% @ -16m2 N2 @ + Lna2eo (7 (@ - E} (a)
(2.23)
where
2r
a
Jo=f]r2p,,,rdr d¢=[ r2 ppn 2mrdr
A 0 (2.24)

is the total moment of inertia with respect to the z axis. (As the mass m of a particle or beam is its
resistance to linear acceleration, J o is the beam resistance to angular displacement or rotation). The
quantities AW are defined by

AW =W, - LeoE? (@) ma? 229)
“We.——L B2 (4 ma?

AWBZ = WB; 2’10 Bz (a) na (2.26)

AW =W -p (@) na? @27

where E, (@), B; (a),and p (@) denote values at the boundary r = a. The individual energies W are
defined as follows:

Wikin= l Pm(r) [v¢ N+v (r)] 2ardr (2.28)

which is the kinetic energy per unit length due to beam motion transverse to the beam axis,

a
WBZ=L’ B2() 2zrdr

2u0)y self-consistent B, energy per unit length; (2.29)

a
We,= 70’ Ez(r) 2ardr

self-consistent E, energy per unit length; (2.30)
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a

W= L p2nrdr thermokinetic energy per unit length; (2.31)
a

I(a)= fo J: 2mrdr axial current inside the radius a ; (2.32)

a
N(a= L n2mrdr total number of particles per unit length; (2.33)
where n=n; + n. + n, is the total density of ions, electrons, and neutral particles. The mean
particle mass ism = (n;m; + nom, + npymy) /n.
The self-consistent electric field can be determined from Eq.(1.13)

r-lM = _é(n,—ni)

dr

and is given by

E, ()= ‘__e"ez(lo—fe) r 0<r<a

—zene(1-fe) g2

>
2¢p r r=a

Neglecting the displacement current, the self-consistent magnetic field can be determined
from Ampére’s law Eq.(1.2) (also see Section 3.3.1),

d(rBy)
-1 o _
A HoJ

and is given by

Holr
2na?

By(n= 0<r<a
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nr

=
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The positive terms in Eq.(2.23) are expansional forces while the negative terms represent
beam compressional forces. In addition, it is assumed that the axially directed kinetic energy is

1 22
Wuku.-2 ymN B¢ 2.38)

Since Eq.(2.23) contains no axially directed energy, it must be argued that there are conversions
or dissipation processes transferring a kinetic beam of energy of magnitude W | i into one or
several kinds of energy expressed by the positive W elements in Eq.(2.23):

Wikin=W 14in + WE + Wpo + Wy (2.35)
2.5.1 The Bennett Relation

Balancing the thermokinetic and azimuthal compressional (pinch) energies in Eq.(2.23),

Moo _
Wi-g 17=0, (2.36)

yields the Bennett relation Eq.(1.9),

2
Bl Nkt
e 237)

If there is a uniform temperature T = T, = T; and if the current density is uniform across the
current channel cross-section, Eqs.(2.32), (2.33), and (2.37) yield a parabolic density distribution

o I? 2
n(r)=———|(1-L
") 47r2a2kT( a—2)
2.5.2 Alfvén Limiting Current

Equating the parallel beam kinetic energy to the pinch energy

Ho,o _
Wikin —512—0 (2.38)

yields the Alfvén limiting current

I4=4negm,c3 Byle=17 By kiloamperes

(2.39)
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foranelectron beam. This quantity was derived [Alfvén 1939] in order to determine at what current
level in a cosmic ray beam the self-induced pinch field would tum the forward propagating
electrons around. It should be noted that this limit is independent of any physical dimensions.

Lawson’s (1959) interpretation of Eq.(2.39) is that the electron trajectories are beam-like
when / < 1, and they are plasma-like when /> / , . Inlaboratory relativistic electron beam (REB)
research, Budker’ s parameter

Veua=ma? ny, e /mc2=N e?/mc? (2.40)

where n, is the electron density of the beam, finds wide application in beam and plasma accelera-
tors. Yonas (1974) has interpreted the particle trajectories as beam-like for Vg 44 < ¥ and plasma-
like for V4> Y. The relationship between /, and v, is

veual Y=11/14 (2.41)

The Alfvén limiting current Eq.(2.39) is a fundamental limit for a uniform beam, charge-
neutralized (f, = 1), with no magnetic neutralization (f, =0, Section 2.5.4), no rotational motion
(v,=0), and no externally applied magnetic field (B, = 0). By modifying these restrictions, it is
possible, under certain circamstances, to propagate currents in excess of /,.

2.5.3 Charge Neutralized Beam Propagation

Balancing the parallel kinetic, pinch, and radial electric field energies in Eq.(2.23) gives

. _Hop, -
Wiikin -ﬁl +%7¢02 g EX@)=0 (2.42)
which yields?
Imax =14 B%/[B? 2]
max=1a B /[B"-(1-f)%, 0<f.<1 (2.43)

Depending on the amount of neutralization, the denominator in Eq.(2.43) can become small, and
I max canexceed I 4.

However, the unneutralized electron beam cunnot even be injected into a drift space unless
the space charge limiting current condition is satisfied. For a shearless electron beam this is
[Bogdankevich and Rukhadze 1971]

_ 17 (‘Y 2/3 l)3/2

PPLA Y Ak |
se 1+21n(b/a kiloamperes

(2.44)

where b is the radius of a conducting cylinder surrounding the drift space. Thus, in free space
15 — 0 and an unneutralized electron beam will not propagate but, instead, builds up a space
charge cloud of electrons (a virtual cathode) which repels any further flow of electrons as a beam.
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Moreover, the space charge limiting current is derived under the assumption of an infinitely large
guide field B ; no amount of magnetic field will improve beam propagation.

2.5.4 Current Neutralized Beam Propagation

For beam propagation in plasma, the electrostatic self-field £, built up by the beam, efficiently
drives a return current through the plasma, thus moderating the compressional term po/2 /87
in Eq.(2.23), so that

Wikin= §o1? (1=fn) +L1a2 0 E}@ =0 245
where the magnetic neutralization factor is

fm=rerurn /1| (2.46)

From Eq.(2.45) the maximam current is

Imax=Ia B2I[B (A =fm) -(1=F)2], 0<fe<1, 0<fn<l. 2.47)

Thus, depending on the values of f, and f,,, the denominator in Eq.(2.47) can approach zero and
the maximam beam current can greatly exceed ] 4. The effect of currentneutralization is examined
further in Section 2.9.1.

2.5.5 Discussion

Whenacharged particle beam propagates through plasma, the plasmaions can neutralize the beam
space charge. When this occurs, E, — 0 and, as a result, the beam constricts because of its self-
consistentpinch field B . For beam currents in excess of the Alfvén limiting current, B, is sufficient
to reverse the direction of the beam electron trajectories at the outer layer of the beam. However,
depending on the plasma conductivity g, the induction electric field at the head of the beam [due
to dB/dt ~ dl/dt in Eq.(1.1)] will produce a plasma current lp =—1,. Hence, the pinch field

By()=22 (1, (1 +1,] 2.48)

can vanish allowing the propagation of beam currents /,, in excess of ] 4.

Because of the finite plasma conductivity, the current neutralization will eventually decay
inamagnetic diffusion time 74 given by Eq.(2.21). During this time a steady state condition exists
in which no net self-fields act on the beam particles. While in a steady state, beam propagation is
limited only by the classic macro-instabilities such as the sausage instability and the hose (kink)
instability.

When the beam undergoes a small displacement, the magnetic field lags behind for times of
the order 7, . This causes a restoring force to push the beam back to its original position, leading
to the well-known m = 1 (for a e ™ ¢ azimuthal dependency) kink instability.



58 2. Birkeland Currents in Cosmic Plasma

2.5.6 Beam Propagation Along an External Magnetic Field

An axially directed guide field B, produces an azimuthal current component/ , through Eq.(1.2).
This modification to the conducting current follows by balancing the energies

ﬂ012

Wikin— 27[02 +260E27ra2 0

(2.49)

In the absence of any background confining gas pressure p(a), the maximum current is

lmax=l¢ﬁ2/[ﬁ2 _(l"fe)z] (2.50)

For the case of an axial guide field, the axial current/_is not limited to /, and depends only on the
strength of the balancing /4 (B,) current (magnetic field). In terms of the magnetic fields, the
current flows as a beam when

B >> [ (l_fe)2 ]1/2
B @.51)

Note that Eq.(2.44) still holds; that is, a cylindrical conductor around the electron beam is nec-
essary for the beam to propagate.

Equation (2.51) finds application in accelerators such as the high-current betatron [Hammer
and Rostocker 1970]. In spite of the high degree of axial stabilization of a charged particle beam
because of B ,, appreciable azimuthal destabilization and filamentation can occur because of the
diocotron effect (Section 1.7.3). This can be alleviated by bringing the metallic wall close to the
beam.

2.5.7 Schonherr Whirl Stabilization

The transverse kinetic energy term W |, ;. in Eq.(2.23) explains an observation made long ago
[Schonherr 1909]. High-current discharges conduct more current if the discharge is subject to an
extemnally impressed rotation v - This phenomena can also be expected in astronomical situations
if the charged particle beam encounters a nonaxial component of a magnetic field line that imparts
a spin motion to the beam or if a gas enters transversely to an arc discharge-like plasma.

2.5.8 The Carlqvist Relation

An expression having broad applicability to cosmic plasmas, due to Carlgvist (1988), may be
obtained from Eq.(2.23) if the beam is taken to be cylindrical and in a rotationless and steady-state
condition:
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Figure 2.6. The total current / in a generalized Bennett pinch of cylindrical geometry as a function of the number
of particles per unit length N. The temperature of the plasma is T = 20 K while the mean particle mass is m=
3% 107" kg. It is assumed that the plasma does not rotate (@= 0) and that the kinetic pressure is much smaller
at the border of the pinch than in the inner parts. the parameter of the curves is AW, , representing the excess
magnetic energy per unit length of the pinch due to an axial magnetic field B, (courtesy of P. Carlqvist).

g‘_;ﬂ(an%cmw%a)ww& + AW,

(2.52)

Thus, inastraightforward and elegant way, the gravitational force has been included in the familiar
Bennett relation. Through Eq.(2.52), the Carlgvist Relation, the relative importance of the elec-
tromagnetic force and the gravitational force may be determined for any given cosmic plasma
situation. This relation will now be applied to the two commonest pinch geometries—the cylin-
drical pinch and the sheet pinch.

2.5.9 The Cylindrical Pinch

Consider the case of a dark interstellar cloud of hydrogen molecules (7 =3 x 107 kgand T =T,
=T,=T =20K). Carlqvist (1988) has given a graphical representation of the solution to Eq.(2.52)
forthese valuesandthisis shownin Figure 2.6for discrete values of AW, . Several physically different
regions are identified in this figure.
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The region in the upper left-hand part of the figure is where the pinching force due to Jand
the magnetic pressure force due to B, constitute the dominating forces. Equation (2.52) in this
region reduces to

Bora . awg,
87 2.53)

representing a state of almost force-free magnetic field (Section 1.7.2).
Another important region is demarked by negative values of AW g, . In this region an out-

wardly directed kinetic pressure force is mainly balanced by an inwardly directed magnetic
pressure force. Hence the total pressure is constant and Eq.(2.52) is approximately given by

NkT+AWpg,=0 (2.54)

For yet larger negative values of AW g, the magnetic pressure force is neutralized by the
gravitational force so that Eq.(2.52) reduces to

m2N%=AWg,

N 6—-

(2.55)

Another delineable region is where AW g, = 0, where Eq.(2.52) reduces to the Bennett relation,

Ho .y
ﬁl = AWk (n,T) (2.56)

Another region of some interest is where the classic Bennett relation line turns over into an
almost vertical segment. Here, the pinching force of the current may be neglected, leaving the
kinetic pressure force to balance only the gravitational force so that

1 =2
iGm N<=NkT .57

This is the Jeans’s criterion in a cylindrical geometry.
The size or radius of the cylindrical pinch depends on the balancing forces. For the Bennett
pinch Eq.(2.56) the equilibrium radius is

a= L ﬂO
2rn NV 2nkT (2.58)

Kiippers (1973) has investigated the case of a REB propagating through plasma. Space charge
neutralization (E, = 0) is maintained when n,, + n, = n;. For this case, the replacements 7 — 1,
andT = T ~ T, aremade to AW (n,T), where T}, is the the beam temperature and T, is the
background plasma electron temperature. For the space charge neutralized REB,
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a,,hqf_”fl_
2 V 2npk(Typ—Te) (2.59)

Note that physically acceptable solutions for the equilibrium radius are obtained only when the
beam temperature (in the axial direction for a cold beam) exceeds the plasmaelectron temperature.
From Eq.(2.53), the equilibrium radius of a pinch balanced by an internal field B, is

_ Mol

=378, (2.60)

2.5.10 The Sheet Pinch

The sheet pinch, which is the plane parallel analog of the cylindrical pinch, is a geometry of
considerable importance in astrophysical plasmas. A current of density j(x) flows in the z-di-
rectioninasymmetrical slablimited by the planesx = * d(orthogonal coordinatesx, y, zare adopted).
This current induces a magnetic field By(x). There also exists a magnetic field in the z—direction,
B (x), consistent with the current density jy(x). All quantities are supposed to vary with the x—
coordinate only.

In a similar way as Eq.(2.52) was derived, Carlqvist (1988) uses the force equation (without
the centrifugal term) to obtain the relation

ol 2(d) + 4nGm2N2(d) = 8(Apy + Aps) (2.61)
for the one-dimensional, charge neutral pinch where

d
I (@)= Zf Jodx (2.62)
0

is the current per unit length of the slab, and

d
N@d) = 2] (ne+n;+n,)dx (2.63)

is the number of particles per unit area of the slab. The kinetic pressare and magnetic pressare
difference terms in the slab are, respectively, given by

Api = pr(0) - pi(d) (2.64)

App,=pp(0)—pp (d) (2.65)
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Equation (2.61) is the one-dimensional analog of (2.52) and Figure 2.7 is its graphical
solution using the same parameter values as in Figure 2.6. Comparison of Figures 2.6 and 2.7
reveals a striking similarity between the behavior of cylindrical and sheet pinches.

Bymeansofthe theory discussed in Section 2.5, inthe next section we shall study the physical
conditions in a few different, current-carrying, cosmic plasmas.

2.6 Application of the Carlqvist Relation
2.6.1 Birkeland Currents in Earth’s Magnetosphere

Magnetometer measurements from rockets and satellites show that Birkeland currents often exist
in sheets in the auroral zones, where the current density may be as large as ju = 10 A m. The
thickness of such sheets is foand to range from a few kilometers to several handred kilometers.
Often the sheets exist in pairs with oppositely directed currents.

Consider a model of a Birkeland current with a current density j, =~ 3 X 10~° A m flowing
in a magnetospheric plasma slab of half-thickness d = 10* m [Carlqvist 1988]. The mean mass of
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Figure 2.7. The current per unit length / as a function of the number of particles N in a generalized Bennett pinch
of plane parallel geometry forming a slab. The temperature and mean particle mass are the same as in Figure
2.6.Itis assumed that n(0) = N/d. The parameter of the curves is P,=4p,,-p,(d) where p,(d) is the kinetic pressure
at the border of the slab while Ap, denotes the difference of the magnetic pressure due to B, between the center
of the slab and the borders (courtesy of P. Carlqvist).
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the electrons and protons in the slab is taken to be - = 10" kg. At an altitude of a few thousand
kilometers above the earth, n, = n, = 10'°m, T=2 x 10°K, and B, =4 x 10~ T. Substituting these
values into Eqs.(2.62) and (2.63), gives

I(d)=6x 101 Am-1
N(d) = 4 x 1014 m2

Under steady state conditions, Eq.(2.61) is applicable and its terms have the magnitudes:

to 1%(d)=5x10"7 Pa
4nGm? N*(d)=1x 10734 Pa
84p; < 8pi(0)=4x 10 Pa
8App,<8pp,(0)=5x10-3 Pa

Hence, the gravitational and kinetic pressure terms may be neglected with respect to the pinching
current and B, pressure. These values for MN(d) and App, pertain to the lower far-left region in
Figure 2.7, corresponding to the force-free magnetic field configuration (Section 1.7.2).

For a strong circular aurora, 5,000 km in diameter (Figure 1.18a), the total current is
I=1(d)2rnr=7TMA.

2.6.2 Currents in the Solar Atmosphere

The solar atmosphere consists of a highly conducting plasma in which vertical currents of about
10"'-10" A ure common in active regions where solar flures occur. For a current of / = 3 x 10"
A flowing in a filament of radius a < 10° m, j; = 0.1 A m=. The length of the filament is / = 10°
m and passes mainly through the lower corona in a loop connecting two foot-prints in the pho-
tosphere. The coronal plasma density and temperature is taken tobe 7, = n.< 10'*m? and 7= 100
eV (10°K) (Table 1.3) and uniformly distributed across the filament so that differential kinetic
pressure term AW ; (a) is negligible. Hence,

I(a)=3x 10“ A
N(a)=6x1028 m-1

Applying Eq.(2.52), the magnitudes of the remaining terms ure

Ho 12 /8m=4x10"5 ym!
Gm2N2/2=3%x108)m"
AWpg,(@)<Wpg,=1x107 m!

foramagnetic field B ; = 0.1 T within the filament. Gravity is negligible and a force-free magnetic
field configuration exists.
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Figure 2.8. Heliospheric circuit. The sun acts as a unipolar inductor producing a current which goes outward
along both the axes and inward in the equatorial plane C and along the magnetic field lines B,. The current closes
at large distances B,.

2.6.3 Heliospheric Currents

The heliospheric current system [Alfvén 1981] consists of the sun as a unipolar generator with
axial currents flowing out of (or into, depending on the polarity of the sun) the solar polar regions.
These currents fan out and close at great distances from the sun, probably near the heliopause. The
return current flows back towards (or away from) the sun in a thin and wavy layer near the
equatorial plane, eventually dividing and terminating at high latitudes on the northern and southern
hemispheres, where the currents are then conducted across the sun (Figure 2.8). The magnitude
of the total current in each of the polar regions is /, = 1.5 x 10° A.

Whether or not the polar current is diffuse or filamentary is an important problem for cosmic
plasmas.

Example 2.1 Polar currents balanced by axial magnetic fields. Consider the case of M fila-
mentary currents each containing an axial magnetic field B, = 30 x 10~# T (Table 1.3). Each
current conducts /M amperes so that, if M = 1000, a filamental currentis /=1.5x10% A. According
to Eq.(2.60), the radius of each filament is a = 100 m. If the filaments are approximately equally
spaced a diameter’s distance from one another, they form a tube of radius of the order of 5 km,
each with a current density j, = 20 A/m?. If, on the otherhand M=1,/=1.5x 10° Aand a = 100
km. For this diffuse current case, j; = 0.05 A/m2,
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Example 2.2 Polar currentsin an axial magnetic field balanced by the thermokinetic plasma.
Consider the conducting path to be plasma with n =2 x 10" m and T'= 100 eV (10¢ K) (Table
1.3).Forthis case, M = 1000 filaments each of which conducts 1.5x 10° A and, according to Eq.(2.58),
each has a Bennett radius a = 1.5 km. The filaments fill a tube of radius of the order of 50 km and
each hasa current density j, =0.2 A/m®. If M=1,1=1.5%x 10° A anda = 1500 km. For this diffuse
current case, j; =2 X 10 A/m?.

2.6.4 Currents in the Interstellar Medium

Currents in the interstellar mediam may be one or two orders of magnitude stronger than solar
currents. Consider first a single interstellar cloud of density n = 10 m, linear extent /.~ 10'° m,
and temperature T = 10 K. The total mass M_. = 2 x 10*? kg corresponds to a single solar mass.
Hence, representative values for current and number density per unit length are

I=102A
N=10"m"

Under steady state conditions, the magnitude of the terms in Eq.(2.52) are

HoI2/8m=5x 1018 -1
Gm*N?/2=3.3x10!3 -1
AW <W;=1.4x10"7Tm"!

so that the Bennett relation Eq.(2.56) is applicable.

Consider now an interstellar cloud of density n = 10° m=, linear extent /. ~ 10" m, and
temperature T = 10 K. These values are typical of the Orion nebula, where the total mass M, =2
% 10 kg corresponds to a hundred solar masses. Hence,

I=10"A
N=10“?m!

Under steady state conditions, the magnitude of the terms in Eq.(2.52) are as follows:

201%/8m=5%x1020 5 -1
Gm2N?%/2=3.3x101% )1
AW <Wi=1.4x1029T m!

That is, the pinch, gravitational, and kinetic forces are approximately balanced. The two cases
illustrated above are representative of particular values found in Figure 2.6.
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2.6.5 Currents in the Galactic Medium

By extrapolating the size and strength of magnetospheric currents to galaxies, Alfvén (1977)
suggests a number of confined current regions that flow through interstellar clouds and assist in
their formation. For example, a galactic magnetic field of the order B, ~ 10-°-10-'° T associated
with a galactic dimension of 10”°-10%' m suggests the galactic current be of the order /= 10"~
10 A.

As anatural extension of the size hierarchy in cosmic plasmas, these currents are thought to
have an axial component paralle] to an axial galactic magnetic field, in addition to the ring or
azimuthal current component, so that the galactic currents are galactic-dimensioned Birkeland
currents [Peratt and Green 1983]. From Section 1.2.6 (also see Example 6.3),7, = 2 X 10 3 m-3,
T,=3 keV(3x10'K),andB, =2 x 10-8 T. The radius is a = 17 kpe (0.5 x 10*' m). Hence,

I1=25x10"A
N=29x10¥m!

Under steady state conditions, the magnitude of the terms in Eq.(2.52) are

o 12 /87 =3x103! -1
Gm2iN2/2=2.6x%10%6Jmy-1
AW < Wi=1.3%x1030Tm!

where ithas been assumed that the galactic currents are imbedded in B, sothat AW p ; isnegligible.
Hence, the galactic pinch is balanced by the thermokinetic pressure of the plasma it contains and,
to a lesser extent, by gravity.

For agalactic field B~ 10 T over a volume V ~ 10° m* (/, ~ a, ~ 10*' m), the magnetostatic
energy Eq.(3.41) is W, ~ 10® J.

2.6.6 Currents in the Intergalactic Medium

One of the most compelling pieces of evidence for the existence of supercluster-sized Birkeland
currents comes from the discovery of faint supercluster-scale radio emission at 326 MHz between
the Coma cluster of galaxies and the Abell 1367 cluster [Kim et al. 1989]. The radiation’s
synchrotron origin implies the existence of a large-scale intercluster magnetic field with an
estimated strength of 0. 3—0 6% 107° T (0.3-0.6 uG). For the linear dimension / of the source, ~1.5
Mpc, the current /= 'A | VxB |toproduceaﬁeldoftlnsmagmtude isl ~IB [ 1o~0.5x10"
A.
Further evidence for such currents is examined in Chapters 3, 6, and 7.
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2.7 Basic Fluid and Beam Instabilities
2.7.1 Jeans Condition for Gravitational Instability

Consider matter in the gaseous, rather than plasma, state. Further assume that the gas is
nonmagnetized, static, and uniform. Take the zero-order velocity v, to be zero, and the mass
density p , and pressure p, to be constant. Next assunie a density perturbation of strength p1 / po
such that the mass density is Pm = Po + P1 and the velocity vV = V1. Under these assumptions,
Eqs.(2.15) and (2.13) may be linearized to obtain

ap1 =

LlipoV: vi=0 (2.66)
aV1

po5 = - Vp1-poVesi (2.67)

For an isothermal process in an ideal gas p1 = kT p1 / M, where M is the total mass of the mo-
lecular gas. From Poisson’s equation

V2 o1 = 4nGp, (2.68)

Equations (2.66) - (2.68) may be combined to form a wave equation

2p1 _ kT o2
% _M_V p1+4nGpop, (2.69)

Equation (2.69) has the plane wave solution

P =poei(k r- ot) (2.70)

where k = 27/ A is the wavenumber and the frequency wis given by

2
0 =k2 vf—47ero Q.71
where
Vs = VkT /M @.72)

is identified as the velocity of sound in the gas.
One of the roots of Eq.(2.71) is positive imaginary
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w=+iV4nGpo—k2v? @.73)

so that Eq.(2.70) is an exponentially growing perturbation with growth rate

r=vV4nGpo-k2v2 (2.78)

when

s

2
k2t =[2E vf<47ero
A (2.75)

That is, the gas is unstable to density fluctuations with a wavelength A greater than the critical
wavelength [Jeans 1902]

= [_mkT
Ar= 4 GMp, (2.76)

The velocity of propagation V; of the density perturbation is given by [Jeans 1902]

GpoA®
-2
: @.77)

V1=ka)=v,
v

Based on the assumption leading to Eqs.(2.66) and (2.67), Jeans found that a spherical gas
distribution whose diumeter was larger than 4 ;, would contract continuously due to G. The critical
mass of such a sphere of gas is My = % Po 113 . It should be noted that these results are only ap-
plicable for a medium in which the Lundquist parumeter Eq.(1.6) is of order unity or less.

2.7.2 Two-Stream (Buneman) Instability
Consider a plasma in which the ions are stationary v,, = 0 and the electrons have a velocity V,

relative to the ions. Let the plasma be cold, T = T, =T,=0 and assume B = 0. Under these as-
sumptions, Eqs.(2.15) and (2.13) may be linearized to yield

oniy o
ar tmoV-vi=0 (2.78)

a;:l +n0V~ Vel +(Vo~ V)n,l =0

(2.79)
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dviy_ o OVil
oM =gy T oM —— = enol (2.80)
dvel

nome

_ avel . -
7 -nome[ T +(vg V)Vu]- enok, (2.81)

where ni(( = ne0 = no. Note that in Eq.(2.78) use has been made of Vg =v;o =0 while in

Eq.(2.80)\Vio- V)Vu = 0. For electrostatic waves E | = 7 E ei(kz - o), and Egs.(2.78)~(2.81)
may be written as
—ion;y +ikngv;; =0 (2.82)
(ciw+ikV o)ngy +ikngve, =0 (2.83)
—i®nom;viy = enok) (2.84)
nome (i@ +ikV o) v, = —enoE, (2.85)

Solving Eqs.(2.82)—(2.85) for the velocities and densities gives

ie
vir=—-E

mio (2.86)
“ome (0-kvy) (287)
. _lengk

e (2.88)

el =—ien0k El

me ((O—kVo)z (2.89)

Because the unstable waves are high-frequency plasma oscillations, the plasma approximation
(Section2.4.1) cannotbe used, and the electrostatic field must be obtained from Poisson’s equation
(1.3):

&V - Ej=e(n;1—n.) (2.90)

Substituting V- E | = ik E,Eq.(2.88),and Eq.(2.89) into Eq.(2.90), yields the dispersion relation,
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1=9é _a_,"i_
0? (0-kV()? (2.91)

Equation (2.91) has four roots and, under certain conditions, two of these are complex conjugate.
The location of the complex root having a positive imaginary component is given by [Krall and
Trivelpiece 1973]

(w,,e/ mp;) ¥

o' =k Vo
(wpe/a),,,)m+ 1

2.92)

The condition for instability is that the right-hand side of Eq.(2.91) be greater than 1 at ® =@,
and is
kVi? < pe [1 + (“’pi/“’pe)2/3]3 (2.93)

This is the two-stream, or Buneman, instability [Buneman 1959]. Since the sign of the charge does
not appear, Eq.(2.93) can be equally well applied to two electron streams in a fixed neutralizing
jon background, replacing @p /@, by @pe1/Wp2.2 The introduction of thermal effects be-
comes important only if the thermal velocities are of the order of V,, in which case the flow can
hardly be classified a beam.

The physical interpretation of Eq.(2.91) is that, because of the Doppler shift of the plasma
oscillations, the ion and electron plasma frequencies can coincide in the laboratory frame only if
kV ¢ has the proper value. The ion and electron density fluctuations can then satisfy Poisson’s
equation. The electron oscillations have negative energy; they draw energy from the kinetic
energy of the electrons.* Therefore, the negative energy electron waves and the positive energy
ion waves both can grow while the total energy of the system remains constant. This type of
instability finds application in high-power microwave generation in relativistic klystrons [Peratt
and Kwan 1990]. A REB is velocity modulated by an rf signal, thereby producing bunches of
acceleratedelectrons that pass through the slower velocity ordeaccelerated electrons. This produces
a two-stream condition. As the bunches pass through a microwave resonator, they excite the
natural mode of the cavity to produce microwave power.

In space and cosmic plasmas, the two stream condition often exists to produce electromag-
netic radiation (albeit at efficiencies far less than laboratory devices), and may also be the source
of double layers in Birkeland currents (Chapter 5).

2.7.3 Sausage and Kink Instabilities

The simple pinch has a namber of serious instabilities [Shrafranov 1957]. The sausage (m = 0)
instability occurs periodically along the pinch where the magnetic pressure B: /2 o becomes
greater. This causes bulges to appear which result in even greater inward pressure between them.
Ultimately, if the axial current is strong enough, the pinch can collapse into force-free magnetic
plasmoids.
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The kink (m = 1) instability produces a helical mode in the pinch. This most often occures
when a strong axial magnetic guide field is present, that is, the pinched plasma is a Birkeland
current. The simulated time evolution of the kink instability is discussed in Section 2.9.2.

2.8 Laboratory Simulation of Cosmic Plasma Processes

The rapid development of high-voltage pulsed power technology in the 1970s and 1980s has made
it possible, for the first time, to investigate the intense currents, high voltages, and energetic
particles found in space and cosmic plasma. Megaamperes of current in pulsed beams of electrons
and ions with particle kinetic energies in the range from ~100keV to several hundred MeV have
been achieved. Although this technology was originally developed for materials testing, X ra-
diography, and nuclear weapon effects simulation, it has found widespread use in such diverse
fields as thermonuclear fusion, high-power microwave generation, collective ion acceleration,
laser excitation, and laboratory astrophysics.

A multi-terawatt pulsed-power generator may typically consist of an array of capacitor banks
(called a “Marx bank”), or many kilograms of high explosive on a magnetic-compression-gen-
erator, driving a coaxial pulseline (Figure 2.9).’ A diode consisting of an outer anode and a cathode
(terminating the inner coaxial conductor) is attached to the water pulseline through a coaxial
vacuam transmission line. The purpose of the pulseline is to shorten the microseconds-long-pulse
generated by the Marx bank, which may contain megajoules of energy, to a 30-60 nanosecond-
long-pulse at the diode, thereby producing a power amplification (watts = joules per second). In
this way, space and astrophysical magnitude quantities are generated: megaamperes of current,
megavolts of potential differences, megaelectronvolt particle energies, and terawatts of power.

/diode

(plasma load)

5 4
water pulse line V-
vacuum
transmission

line

marx bank

Figure 2.9. A multi-terawatt pulsed-power generator. The diode, that contains the plasma load, is located at the
end of the cylindrical, coaxial, pulse shaping line.
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Figure 2.10. Diagnostics setup on pulsed-power generator diode. Shown are the pulsed-laser holography and
framing camera setups.

beamsplmer

2.8.1 High-Current Plasma Pinches

A plasma pinch can be created by attaching thin (few microns thick) wires or thin cylindrical foils
between the cathode and anode, or else injecting gas between the cathode and anode at the time
of pulse arrival.

Unlike most astrophysical pinches, the laboratory pinch is available to in situ measurement
and study. The magnetohydrodynamic evolution is recorded using streak and framing cameras
to record the bulk plasma motion, pulsed-laser holography and shadowgraphy to study time
resolved morphology, and Faraday rotation measurements to plot magnetic field vectors (Figure
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Figure 2.11. Diagnostics setup to study microwave emission. The microwave horn is attached to the generator
diode.

2.10). The radiation history is recorded using X ray detectors, spectrum analyzers, pin-hole X ray
cameras, and microwave antennas (Figure 2.11).

Figure 2.12 shows the time history of a jet of argon gas injected through the cathode. At time
7 ns the gas is ionized by the arrival of the MV pulse. The images, recorded in soft X rays, show
the flaring out of the hollow gas towards the anode. At 14 ns the gas is fully ionized and the plasma
conduction current is nearly 4 MA, causing the plasma to pinch. The inward compression of
plasma is halted when the pinch undergoes a transformation to a force-free state, producing the
“plasmoids” recorded at 21 ns.® These plasmoids then pair together, sometimes producing spiral
configurations such as that (barely discernible) at 28 ns.

A detailed study of plasmoid interaction was carried out by Bostick (1956, 1957). Figure 2.13
shows the time history of spiral formation from plasmoids produced by plasma guns (Section
4.6.2) fired at each other across a magnetic field.

The unique possibility of plasma pinches to create ultradense matter, such as that in the
interiors of stars, is investigated in some detail by Meirovich (1984).
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Figure 2.12. Evolution of a plasma pinch produced by fully ionized argon gas. These photos were recorded in
soft X rays by a framing camera. The cathode is at the bottom of each frame while the anode is at the top.

2.8.2 Laboratory Aurora Simulations

The magnetized sheet electron beam has been studied in some detail in a very careful set of
experiments carried out by Webster (1957). Webster was able to produce laboratory analogs of
the polar aurora in a small, vacuum, anode-cathode arrangement in which currents as low as 58
WA were conducted and detected (Figure 1.20). The experimental setup consisted of a small
vacuum tube (Figure 2.14) that launched a 0.1 cm X 1.2 cm flat sheet electron beam by means of
aslotted grid disk in front of the cathode. The beam traveled 9.2 cm parallelto a 71 G axial magnetic
field until it struck a fluorescent screen anode. The fluorescent screen was made of a thin coating
(1 mg/cm?) of ZnO phosphor.

Figure 2.15 depicts a series of single-frame photographs of the phosphor screen showing the
beam shape at the anode as the beam voltage was increased. Here we see that the sheet beam rotates
as arigid rod through an angle of about 30°. Beyond this angle, the beam begins to fold into charge
bunches, producing vortex patterns on the phosphorus plate. At a certain critical voltage, the
vortices disrupt, producing a violent oscillation. These oscillations have a complex waveform
indicating arather broadband frequency distribution. The bandwidth increases rapidly with beam
voltage.
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Figure 2.13. The evolution of two plasmoids fired at each other across a magnetic field (courtesy W. Bostick).
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Figure 2.14. Vacuum electron tube used to simulate the aurora. The total length of the tube is about 20 cm
(courtesy of H. Webster).

2.9 The Particle-in-Cell Simulation of Beams and Birkeland Currents

Even before its application to plasmas, the particle-in-cell technique was applied to the study of
electronbeams in vacuum (Chapter 8). This section is concerned with the particle-in-cell simulation
of electron beams, in the presence or absence of an external magnetic field, propagating through
plasma. The beam may be a solid or hollow cylinder, or a planar sheet, a geometry that happens
to be of particular interest to the study of the aurora or of vacuum devices. Thin sheet beams
produced by electrons ejected from cathodes along magnetic lines of force have found a multiple
applications on earth (e.g., in cross-field microwave generators, backward-wave amplifiers, and
inmulti-gapped particle accelerators). Furthermore, solid cylindrical beams of electrons traveling
a sufficient distance along a magnetic field line can become cylindrical-sheet beams due to a
hollowing instability [Ekdahl 1987]. For these applications, the particle-in-cell simulation (PIC)
technique has been often used to study the dynamics of sheets of charged particles [Hallinan 1976,
Jones and Mostrom 1981]. This offers an opportunity to benchniark the simulation against physical
data.

A simulation of complex phenomenon is generally given little credence until it is
“benchmiarked” against physical measurements. For this reason, laboratory measurements and
the PIC approach often create a synergism in understanding the problem at hand. This approach
works best when high quality diagnostics methods are available to guide the simulation.

The beams and Birkeland filaments simulated in Section 2.9 will be found to exhibit a
number of properties which will be pursued throughout the remainder of this book: pinching of
plasma in the presence of a field-aligned electric field (Chapters 4 and 5), uniform bulk rotation
of the plasma particles indicative of force-free plasmainteriors (when the external fields are turned
off or become negligible), and the release of electromagnetic radiation via the synchrotron process
(Chapter 6).
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Figure 2.15. Laboratory simulated aurora. Voltage (current) increases continuously from top to bottom in each
column.

2.9.1 Charge and Current Neutralized Beam Propagation in Plasma

Consider a cold plasma of electrons and ions of density n,=028 cm. A beam of electrons of
radius @ = 100 km at density n,/n = 0.003 and a risetime of 7 ms propagates from the leftin a
simulation region of dimension 500 km x 300 km This problem was simulated with the particle
code ISIS (Figure 2.16). (For this problem the plasma skin depth parameter A = ¢ / @), is 10km.)
The beam is mildly-relativistic with By= 0.2. Because of the background plasma, the beam is
charge neutralized so that f, = 1 and the beam propagates without diverging.

As the beam propagates, a return current is set up within the beam by the plasma electrons.
[The electron beam flow is to the right so the beam current is to the left, i.e., a negative value. The
return current has a positive value.] Because of the return current, the beam is very nearly current
neutralized,f, = 1. The nonneutralized part of the axial current j, and the nonzero azimuthal field
B, are largely localized within a few plasma skin depths A ¢ at the beam edge (Figures 2.16 ¢,d)
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Figure 2.16. (a) Electron beam profile along the axial dimension. The beam propagates from left to right
through a plasma background. (b) Current density versus radius. The ordinate is in units of 17 kA /47TA E; =
1.35 x 10-5 A/m2. The return current is equal to the beamn current out to a radius of 75 km. (c) Self magnetic field
profiles. (d) Self field versus radius. The ordinate is in units of @ / @, which corresponds to 0.17 nT. The
two curves (b) and (d) are slices at z = 100 km and 200 km, respectively, at t = 10 ms.

andthe beam pinches only at the edge. In contrast, coldbeams witharadius ofafew A ¢ are noncurrent
neutralized and exhibit strong pinching.

2.9.2 Relativistic and Mildly Relativistic Beam Propagation in Plasma

Consider a cold plasma of electrons and ions of density n=1 cm™. A beam of electrons of radius
a=100km atdensity nb/np=8x10"‘andarisetime 0f0.2 ms propagates from the left ina simulation
region of dimension 1,000 km x 300 km (Figure 2.17). The beam is mildly-relativistic with fy=
0.2. For these values the beam current is I = 200 A, and since the Alfvén current /4 = 17 B7kA
=2.5 kA, the beam propagates unhindered, electrically neutralized by the plasma ions (Figure
2.17a).

If the beam current is increased to / = 6.4 kA (nb/np = 0.1), it exceeds /, and no longer
propagates as a beam by time ¢ = 6.6 ms (Figure 2.17b).

If the beam is relativistic with y=2 and nn = 0.003,/=2.6 kA and ], = 34 kA. The beam
propagates as shown in Figare 2.17c. A slight pinching of the beam front is seen as the current
builds up during risetime and before any return current neutralization can be established.
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Figure 2.17. Electron beam propagating through a plasma background. The “comb” structure in the incoming
beam is an artifact of every 24th particle being plotted.

If the beam current is increased to/ =86 kA (n,/n, =0.1), it rapidly pinches, converting axial
momentum into radial momentum (Figure 2.17d). Some of the kinetic energy of the beamelectrons
(Figure 2.18a) is transferred to the plasma electrons, causing the background to be heated. Some
of the initially cold plasma electrons attain energies as high as 1.5 MeV (Figure 2.18b).

2.9.3 Propagation of a Relativistic Beam Bunch Through Plasma

Consider a cold plasma of electrons and ions of density n = 0.28 cm™. A pulse or bunch of y=
40 electrons of radius a = 20 km, length / = 8 km, and density nin, = 0.02 propagates from the
left to right, as shown at time ¢ = 0.5 ms in Figure 2.19.

The beam pulse produces a “wake field”’ condition [Keinigs and Jones 1987]: The production
of negative and positive plasma electron momenta with a concomitant alternating electric field in
the wake of the pulse. The peak strength of the induced fields E, and E, are 60 and 20 V/m, re-
spectively. The frequency spectrum of the wake field is sharply peaked at the plasma frequency
(4.8 kHz), as is also the case for much longer beam lengths.

2.9.4 Beam Filamentation

Large radius beams (a>> A ¢ ) propagating through plasma are susceptible to a filamentation
instability [Molvig, Benford, and Condit 1978, Shannahan 1981, Lee and Thode 1983]. The
filamentation instability most readily occurs for large currents. In addition, relativistic beams are
more susceptible to this instability since the time to filamentation scales as ¥ /> [Molvig 1975].
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Figure 2.18. (top) Kinetic energy of beam electrons at 7 = 100 w,, ! (bottom) Kinetic energy of plasma elec-
trons at = 100 a)p_l.

Constder a relattvistic beam (Y= 20) of radius a=20 A¢ and njn = 0.2. For this case, the beam
current ts approximately the same as the Alfvén current (340kA) so that filamentation is expected.

Figure 2.20 shows the evolution of the beam. As predicted, initially the pinching occurs only
near the beam edge. At later time the beam undergoes a strong filamentation instability. The solid
beam therefore pinches into current carrying filaments whose thicknesses are of the order of A ¢ .
The actual width ts determined by the factors outlined in Eq.(2.23).

Strong magnetic fields can inhibit beam filamentation, however in most cosmic plasmas
@p < @, 5o that filamentation ts expected.

2.9.5 Dynamical Evolution of a Narrow Birkeland Filament

Constder a columnar plasma filament with a Gausstan radial density profile [Nielsen, Green, and
Buneman 1979). A large external magnetic field B,~ 0.1 Eq.(8.20) is applied uniformly
throughout the plasma column and the simulation region with the field lines parallel to the axis
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Figure 2.19. Particle, field, and frequency data for a pulsed beam propagating in a plasma.

of the column. Additionally, a strong uniform electric field ts applied along the column so that
significant currents are generated (B o/B %¢!f = 4.5). The simulation is periodic in space so that a
particle which moves out of one side of the simulation domain is retumned at the opposite side with
its same velocity. Computer economy forces a time compresston by setting m; / m, = 16 (Section
8.6.3). The number of superparticles per Debye cube is 72 Ap = 5.4. This problem was simulated
with the 3D code SPLASH (Chapter 8).

Afteraninitial current buildup, accompanied by vistble pinching, a sudden a dramatic helical
mode developed (Figure 2.21). At this point the ratio of externally applied magnetic field to self-
generated magnetic field was about 2.5:1. The effect of the instability was a transport of plasma
across B, resulting in a column of radius somewhat larger than the original radius. The magne-
tostatic energy W/, reaches its peak at = 160 @, ! (Figure 2.22a). The onset of the instability
converts this into electrostatic energy W, (Figure 2.22b). The peak of W, occursat? = 184 w; 1.
This energy is subsequently radiated away (Figure 2.22c,d) as electromagnetic waves. The fre-
quency of radiation is the bulk rotation frequency which for this simulation ts less than @ . Since
there are still relatively few Debye lengths across the column (@/ Ap = 12), it is probable that the
entire column, not just the surface, participates in a synchrotron radiation process.
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L

(a) (b)

Figure 2.21. Cross-sectional and axial views of the electron distributions in the simulated Birkeland filament
(5% of the electrons are plotted). (a) Before instability, r = 150 w; !; (b) After helix formation, r = 164 [0 !
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Figure 2.23. Cross-sectional view of a 2.1 mA electron beam.

2.9.6 Vortex Formation in Thin Cylindrical Electron Beams Propagating Along a
Magnetic Field

Historically, vortex structure and vortex interactions in charged particle beams have been known
since the turn of the 1 9th century when Birkeland first photographed the passage of particle beams
through low vacuum in his terrella cathode experiments. Cutler (1956), starting with a perfectly
circular 2.1 mA electron beam was able to record the vortex structure shown in Figure 2.23 after
the beam had propagated for 300 cm along a 34 G field.

The circularbeamemployedby Cutler was simulated with SPLASH where ¢=0.04 Eq.(1.15),
and @ dt = 0.25 [Peratt 1985]. The simulation used 250,000 electrons, 1% of which are plotted
in Figure 2.24. This figure shows the time evolution of the diocotron instability over 190 plasma
periods and is in good agreement with the measured beam pattern.

The e-folding length for instability buildup is [Kyhl and Webster 1956, Pierce 1956]

L=ACB,V/I (2.94)
where C is the beam circumference, B, is the magnetic field, V is the voltage, and / is the beam

current. Figure 2.25 plots the current required to initiate the instability, the formation of simple
vortex patterns, and the onset of vortex interactions as a function of the beam length L for anumber

Figure 2.24. (Opposite) Cross-sectional views of simulated beam corresponding to the experimental condi-
tions of Figure 2.23 at various time steps. 1% of the electrons are plotted. The vorticity is clockwise for the
outwardly directed B,.
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Figure 2.25. Beam current vs distance for instability onset (circles), simple vortex patterns (squares), and vortex
interactions (triangles). Experiment (solid symbols), simulation (open symbols), and (2.94) (dark lines).
(@) g=25x10%80V,/=10;(b) g=0.04,50V,/=4,n=0; () g=73x 10> 80V, I=10,p = 10° T;
(d) ¢=0.39,400kV,/=4,p=02T;(e)g=059,1.9MV,I=10,p=03T; (f) g=0.11, 10 MV, [ = 16,
n=n_.

of experimental and simulation cases. Also plotted is the linear-theory prediction for instability
onset Eq.(2.94). As shown, the linear theory underestimates the onset by a factor of 2 to 3.

As shown in Figure 2.24, the onset of instability occurs when 4 7 = 10 Ap (after expansion
from an initial 2.5Ap beam thickness) for a beam of circumference 314Ap . Thus, the number of
vortices expected is | = C / A = 4, as found in the simulation.

Microwaves from the following radiation mechanism are observed in the simulations. The
initially concentric ring contours of the electrostatic field E (r) and the induced magnetic field
B (r)form cross-sectional “islands™ as the nonlinear state evolves (Figure 2.26, inset). The helical
electron flow in a vortex can be generalized into axial and azimuthal current components, thereby
producing bothlong-range attractive and short-range repulsive forces betweenneighboring vortices
(Section 3.10.2), in addition to the electrostatic line-charge repulsive force

F=+n.e(l-f)/r, (2.95)
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These forces causes the most neighborly filaments to spiral together in coalescence (whenf, = 1)
and also produce microwaves from the rapid changes in the electromagnetic fields during this

process (Figure 2.26).

2.9.7 Charge-Neutralized Relativistic Electron Beam Propagation Along a Magnetic
Field

Consider the propagation of beam of 7.5 MeV electrons through a plasma of equal nambers of
electrons and ions in the presence of an axial magnetic field. To simulate this case, we choose
@p dt =0.25,Ap/A=0.1,m; / m,=40,and T; / T .= 1.0, and an axial magnetic field of strength
@;=1.0 @,. The beam radius is 7, = 3 A and the beam density is n, / A 3=3.0.For7.5 Mev
electrons, y=1+7.5 MeV/0.511 MeV = 15.8 and 8, = 0.998.

For the background plasma we choose 7, =54 and ion and electron densities
n; /A =n, /A = 0. 4. Both the beam and background plasmas are given Gaussian density
profiles.

Figure 2.27 shows the end and side views of the beam and plasma evolution versus timestep
namber. The first frame (1 @ ') depicts the initial simulation setup. Because the background
plasma is tenuous and the beam is thin, the beam is not current neutralized and pinches to a
minimumradiusr, = Awithin 25 @ ' Once this “steady state” is reached, small amplitude long
wavelength perturbation growth sets in, causing the beam to go unstable. This instability leads to
a well-defined helical mode shown in the last frame at 125 @ !.
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Figure 2.27. Evolution of a non-magnetically neutralized 7.5 MeV electron current in a plasma.
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Figure 2.28. Simulated aurora. Current increases continuously from top to bottom in each column. The
simulated beam is analogous to the experimental conditions leading to the data shown in Figure 2.15.

2.9.8 Numerical Aurora Simulations

A simulation of the laboratory aurora experiment of Section 2.8.2 is shown in Figure 2.28. The
parameters used in this simulation are g = 0.04, @, dr = 0.25, and w / Ax = 0.1, where w is the
width of the beam. To simulate the continuously increasing voltage applied to the beam, the
acceleration parameter E, / cB, was set to 0.05. The constant electric field causes the electrons
to accelerate in the —z direction and the ions to accelerate in the +z direction, thereby producing
atime-increasing beam current, in mimicry of increasing the voltage in the laboratory experiment.
The simulated beam patterns shown in Figure 2.28 are to be compared to Figure 2.15. Here we
again see an essentially rigid rotor rotation predicted by linear theory until vortices develop on the
beam.
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Figure 2.29. “Magnetic storm” produced by self-generated transverse magnetic field during beam vortexing.

The length of the arrows indicate relative field strength while direction gives the polarization. These frames
coincide with those of Figure 2.28.

The simulation allows an in-depth study of the other beam parameters and Fig 2.29 shows
the time evolution of the self-consistent magnetic field produced by the beam. The “magnetic
storm” shown corresponds to the beam profiles of Figure 2.28.
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Notes

! According to Chen (1985): “In aplasma, it is usually possible toassume n; =n.and V- E #0
atthe same time. We shall call this the plasma approximation. Itis afundamental trait of plasmas,
one which is difficult for the novice to understand. Do not use Poisson’s equation to obtain E
unless it is unavoidable!”

2 This equation differs from the Alfvén-Lawson limiting current, /g, = I4 ﬁz / [ ﬂz -1+ f,]
because of the differing ways in describing charge neutralization [Witalis 1981].

3 The dispersion relation for a beam of electrons propagating through a plasma is simply
1= 0o+ (o - kv, If the beam is relativistic » ? is replaced by @ 5/7 °.

4 In the prescription for Landau damping [Chen 1984}, if the electrons are traveling slower
than and in the same direction as the wave, they take energy from it.

5 The dielectric mediam of the Marx bank may be 300,000 liters of transformer oil while the
pulseline may contain 400,000 liters of deionized water.

¢ The term “plasmoid” was coined by W. Bostick (1956) to describe the force-free self-
magnetic field carrying entities he experimented with.
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3. Biot—-Savart Law in Cosmic Plasma

3.1 History of Magnetism

Our knowledge of magnetism and magnetic phenomena is as old as science itself. According to
the writings of the Greek philosopher Aristotle (384-322 B.C.), the attractive power of magnets
was known by Thales of Miletus, whose life spanned the period 640?7-546 B.C. It was not until
the sixteenth century, however, thatany significant experimental work onmagnets was performed.
During this century the English physician Gilbert (1544—1603) studied the properties of magnets,
realized that a magnetic field existed around the earth, and even magnetized an iron sphere and
showed that the magnetic field around was similar to that around the earth. Several other workers
also contributed to the knowledge of magnetism during this same period.

The eighteenth century was a period of considerable growth for the theory and understanding
of electrostatics. It is therefore not surprising to find that in the eighteenth century the theory of
magnetism developed along lines parallel to that of electrostatics. The basic law that evolved was
the inverse-square law of attraction and repulsion between unlike and like magnetic poles. Indeed,
it would have been difficult for the theory to develop along any other path since batteries for
producing a steady current were nonexistent. With the development of the voltaic cell by Volta
(1745-1827), it was not long before the magnetic effects of currents were discovered by Oersted
in 1820. This was followed by the formulation by Biot (1774-1862) and Savart (1791-1841), of
the law for the magnetic field from a long straight current-carrying wire. Further studies by
Ampére (1775-1836) led to the law of force between conductors carrying currents. In addition,
Ampére’s studies on the magnetic field from current-carrying loops led him to postulate that
magnetism itself was due to circulating currents on an atomic scale. Thus the gap between the
magnetic fields produced by currents and those produced by magnets was effectively closed.

Today it is expedient to base our entire theory of magnetism and static magnetic fields on
the work of Biot, Savart, and Ampére. A formulation in terms of fields produced by currents or
charges in motion can account for all known static magnetic effects. The magnetic effects of
material bodies is accounted for by equivalent volume and surface currents. The main effort of the
following sections will be devoted to the magnetic effects of currents, since this provides us with
a general foundation for the understanding of all static magnetic phenomena. Ampére’s law of
force between two closed current-carrying conducting loops will be elevated to the position of the
fundamental law or postulate from which we shall proceed.
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Figure 3.1. Nlustration of Ampére’s law of force.

3.2 The Magnetic Interaction of Steady Line Currents

The magnetic interaction of currents is best described in terms of an experimentally established
interaction in vacuum that is analogous to the electrostatic Coulomb’s law. The mathematical
generalization of the results of Ampére’s experiments, which gave the force between two current-
carrying elements, as shown in Figure 3.1, is

F2I=ﬂ_of f IzdlzX(Ildll)(;)
a o R? 3.1

The vector force F,, (newtons) is the force exerted on the conducting loop C, by C,, as caused
by the mutual interaction of the currents /, and /,. The vector distance from dl, to dl, is
r;-ri=Rr, where T is a unit vector directed from X, ¥, 2 tox,y, z, and
R=[(x2-x)+2-y1) +(z2-21)]"/% .

Equation (3.1) reveals the inverse-square-law relationship. The differential element of force
dF, between /, dl, and I, dI, may be regarded as given by the integrand in Eq.(3.1) and is

Holi 1o
dFy="—=dl,x|dl;x §
2= s << (32)

The triple-vector product may be expanded to give

sz]=”°"122[(d12~ 1) di,—(dn,- a1) 7]

4nR (33)
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One should note that Eqs.(3.2) or (3.3) do not correspond to a physically realizable condition since
a steady-current element cannot be isolated. All stesdy currents must flow around continuous
loops or paths since they have a zero divergence.

A further difficulty with relation (3.2) or (3.3) is that it is not symmetrical in /, d/, and I, dl,.
This superficially appears to contradict Newton’s third law, which states that every action must
have an equal and opposite reaction (i.e., the force exerted on/, d/, by I, dl, is not necessarily equal
and opposite to the force exerted on /, d!, by 1, dl,). However, if the entire closed conductor, such
as C, and C,, is considered, no such difficulty arises and Newton’s law is satisfied.

3.3 The Magnetic Induction Field

Equation (3.1) can be separated into a field force and a field,

F21 =f 12 d|2 X B21
A (3.4

Ho l]dlﬂ(?
Ba=l @
. R (3.5)

Equation (3.1) may be thought of as evaluating the force between current-carrying conductors
through an action-at-a-distance formulation. In contrast, Eq.(3.4) evaluates the force on a current
loop in terms of the interaction of this current with the magnetic field B, which in turn is set up
by the remaining current in the system. The current-field interaction that produces F,, in Eq.(3.4)
takes place over the extent of the current loop C,, while the magnetic field B, depends only on
the current and geometry of C, which sets up the field.

One of the advantages of the field formulation of Eq.(3.5) isthat when B isknown, this relation
permits one to evaluate the force exerted on a current-carrying conductor placed in the field B
withoutconsideration of the system of currents which give rise to B. Equation (3.5) is the law based
on the experimental and theoretical work of Biot and Savart and is therefore usually called the
Biot-Savartlaw. Since this law may also be extracted from Ampére’s law of force, it is sometimes
referred to as Ampére’s law as well.

A charge g moving with a velocity v is equivalent to an element of current / dl = gv and hence
in the presence of a magnetic field experiences a force F given by

F=qvxB (3.6)

This force is called the Lorentz force, and Eq.(3.6) is often taken as the defining equation for B.

In practice, one does not always deal with currents flowing in thin conductors, and hence it
is necessary to generalize the defining Eq.(3.5) for B so that it will apply for any arbitrary volume
distribution of current. The steady-current flow field does not diverge, and all flow lines form
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closed loops. If the direction is associated with a current density j, rather than ashort length dl, then
the total current is j dS, where dS is the differential cross-sectional area through which the current
flows. The total current contained in a volume V will therefore produce a field B given by

B= & jX_r dv
| R 37

v

where the integration is over all source coordinates x, y, and z and dV is an element of volume dS
dl. For a surface current j, umperes per meter flowing on a surface S, a similar derivation shows
that the field produced is given by

g=Ho fISXT 46
4an R? 3.8

s

The use of Eqgs.(3.4), (3.5), (3.7), or (3.8) is mathematically cumbersome for all but the simplest
geometries. For this reason, three-dimensional computer codes utilizing Egs.(3.4) and (3.5) arz
generally called upontodetermine the forces and magnetic fields associated withcomplex conductor
geometries.

A particularly useful technique for solving magnetostatic problems having cylindrical ge-
ometry makes use of Ampére’s circuital law,

IVXB-dS =[ﬂoj'ds=§n‘dl 3.9)
s s c

This equation states that the line integral of B - dl aroand any closed contour C isequalto i, times
the total net current passing through the contour C.

3.3.1 Field from an Infinite Conductor of Finite Radius

Consider an infinite conductor of radius a with total current / (Figure 3.2). The current density j
is equal to // 7a? and is uniform over the cross section of the conductor. From symmetry consid-
erations the field B only has a component B ,» which is a function of r only. Using Ampére’s
circuital law Eq.(3.9) and integrating aroand a circular contour of radius r gives

2 r (2t I r f2n
fBodl=I B¢"d¢=#of f jrdodr =%I f rdopdr r<a
()} o Jo ma" Jo Jo

or
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Figure 3.2. An infinitely long wire with a current / and self-consistent field B,.
= Bolr r<a
2ra? (3.10)
For r<a, the total current enclosed is /, so
2n
j Byrdp=pol
0
or
By= ;l.;l r2a
2z r (3.11)

A plot of the intensity of By as a function of r is given in Figure 3.3.
3.3.2 Force Between Two Infinite Conductors

Consider two thin infinite conductors which are parallel and spaced at a distance d. The currents
flowing in the conductors are /, and /, as in Figure 3.4. From Eq.(3.11) the magnetic field at C,
due to C, has a ¢ component only and is given by

B¢=“°—Il 3.12
2rd (3.12)
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W——————

Figure 3.3. Magnetic field variation across a plasma filament of radius 2a.

The force exerted on C, per unit length is given by Eq.(3.4) and is

Fa=hix By =lLl2g 3.13)

When, and I, are in the same direction, the two conductors experience an attractive force. When
1, and I, are oppositely directed, the conductors repel each other.
The fact that two straight parallel conductors exert forces of attraction or repulsion on one

another is made the basis of the definition of the ampere in the mks system. The ampere is defined
as follows:

Figure 3.4. Two parallel current-carrying filaments.
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One ampere is that unvarying current which, if present in each of two parallel conductors
of infinite length and one meter apart in empty space, causes each conductor to experience aforce
of exactly 2 x 1077 newtons per meter of length.

It follows from this definition that the numerical value of 4, in the rationalized mks system,
is exactly 47 x 1077 or, to four significant figures, u = 12.57 x 10”7 webers/ump-m.

3.4 The Vector Potential

If, in Eq.(3.7), we replace T /R2by ~V(1/R), the integrand becomes —j X V(1/R). The vector
differential operator V affects only the variables x, y, and z, and since j is a function of the source
coordinatex’,y’,z’ only, thislatterrelationmay alsobe written as follows: —j x V(1/R ) = V x (j/R)
[and V x (j/R) = (1/R)V x j—j x V(1/R)=—j x V(1/R)] since V X j=0. Thus, in place of
Eq.(3.7) we may write

B(x,y,z)=V x Ho ‘MdV

an R (3.14)

v

Equation (3.14) expresses the field B at the point (x,y,z) as the curl of a vector potential function
given by the integral. From Eq.(3.14), the definition of the vector potential function, denoted by
A, is

Ho | Iy 1
4n R (3.15)

v

A(x,y,z) =

The integral for A is a vector integral and must be evaluated by decomposing the integrand into
components along the coordinate axis. Having computed A, the field B is obtained by taking the
curl of A:

B=VxA (3.16)

The integral for A is easier to evaluate than the original expression Eq.(3.7) for B, and since the
curl operation is readily performed, the use of Eq.(3.15) as an intermediate step provides us with
a simpler procedure for finding B.

3.4.1 Field from a Circular Loop and Force Between Two Circular Loops

Considera circular conducting loop carrying a current /. The radius of the loop is@ and it is located
in the xy plane at the origin, as in Figure 3.5. Of course a seat of electromotive force (emf) is
necessary to maintain the current, and one may either imagine the turn cut and a small seat of emf
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X, Y, Z

Figure 3.5. A circular current loop.

inserted, or consider that current is led into and out of the turn through two wires side by side. Using
Eq.(3.15), we must evaluate the following integral:

_ Ho I dry
Tan T
c 3.17)
where in this case
dl'=¢ ad¢' =(—Ysin ¢ +§ cos ¢’)ad¢’ (3.18)
ri=%(x—acos ¢')+ Y(y—asixl¢’)+€z (3.19)
The expression for r, is
rl=[(x—aoos413’)2+(y—asin¢’)2+z2]”2
=(x2+y2+z2+a2—2a.xcos¢’-2ay sind}’)”2
1 _2ax . 2ay ,)1/2
r(l 2 cos ¢ ) sin ¢ (3.20)

since r?>> a For r,”' we have approximately
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=1 2 p-1 ax + 2 sin ¢’
rlar (1+rzcos¢ +r25m¢) (3.21)

by using the binomial expansion and retaining only the leading terms. The integral for A becomes

A=“°“m] (~x'sin ¢’ +ycos¢)l+—cos¢+ > sin ¢'| d¢/
4nr Jo r? (3.22)
and integrates to give
A= M_gy +§x)
4 r3 (3.23)
Referred to a spherical coordinate system, A is given by
1
A=(a r)r+(A~)Q+(A ao-“" 22 in0e=Ag (3.24)
r
so that, from Eq.(3.16)
=4 [za? (r 2cos 60 + 0 sin 0) (325
4rr3

3.4.2 Force Between Two Circular Loops Lying in a Plane

Inthe plane of the loops, 8= /2, sothat By = 0 g I @? /4 r3, and Ampére’s law of force gives

-~ A[.1()1] (12 ~ [.101]1202
Fy=I,xBy 3’12)((—0 a3 )= r ( ) ) (3.26)

3.5 Quasi-Stationary Magnetic Fields

To complete a discussion of magnetostatics, it is necessary to derive an expression for the stored
magnetic energy ina cosmic network. This will then make a full discussion of inductance and also
amore powerful technique for determining forces between current-carrying circuits, possible. In
order to determine an expression for stored magnetic energy due to time-stationary currents, it is
necessary to know something about time-varying currents and time-varying magnetic fields.
Consequently, this section starts with a statement about Faraday’s law of induction.
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Figure 3.6. Illustration of Faraday’s law.

3.5.1 Faraday’s Law

If we consider any closed stationary path in space which is linked by a changing magnetic field,
it is found that the induced voltage around this path s is equal to the negative time rate of change
of the total magnetic flux through the closed path. Let C denote a closed path as in Figure 3.6. The
induced voltage around this path is given by the line integral of the induced electric field around
Candis

=@QE- d
¢ { 3.27)
The magnetic flux through C is given by
y=|B- dS
fs (3.28)

where S is any surface with C as its boundary. Thus the mathematical statement of Faraday’s law
is

3
E-a=-2]B.as
fc at]s (3.29)

Basically, the law states that a changing magnetic field will induce an electric field. The induced
electric field exists in space regardless of whether a conductor exists or not. When a conducting
path is present, a current will flow, and we refer to this current as an induced current. Faraday’s
law is the principle on which most electric generators operate. Note that the electric field set up
by a changing magnetic field is nonconservative, as Eq.(3.29) clearly indicates. The changing
magnetic field becomes a source for an electric field.
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3.5.2 Motion Induced Electric Fields

Whenever a conductor moves through a static magnetic field, a voltage is induced across the
conductor. This voltage is in addition to that calculated by Eq.(3.29). The magnitude of this voltage
may be found from the Lorentz force Eq.(3.6). The force is seen to act in a direction perpendicular
to both v and B. The interpretation of the Lorentz force gives rise to the concept that an observer
moving through astatic magnetic field also sees, in addition to the magnetic field, an electric field.
A unit of charge moving with the observer appears to be stationary, and any force experienced by
that charge is ascribed to the existence of an electrostatic field. But a force is experienced and is
givenby Eq.(3.6). Consequently, inthe moving reference frame, this fact is interpreted as revealing
the existence of an electric field E given by

E=-F=vxB (3.30)

Equation (3.30) gives an alternative and more general method of evaluating the induced
voltage in a moving conductor.

Asan example consider aacylindrical conductor moving with a velocity v through a uniform
field B, as in Figure 3.7, where B is orthogonal to v. Each electron in the conducting medium
experience a force F = —evB which tends to displace the electrons along the conductor in the
direction shown. When an equilibrium state is reached, the process stops, and the conductor is left
polarized as shown with an electrostatic force equal and opposite to the Lorentz force. In this case,
E = —vB. The induced voltage between the ends of the conductor is defined by

7]
=] E-a
¢ f (331)

]

The induced voltage caused by motion of a conductor through a magnetic field is called motional
emf .

Figure 3.7. Induced voltage (potential drop between P, and P,) in a conductor moving across a magnetic field.
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Figure 3.8. The Faraday disk dynamo. A potential ¢ =V is produced at the terminals.

3.5.3. Faraday Disk Dynamo

The Faraday disk dynamo is illustrated in Figure 3.8. It consists of a circular conducting disk
rotating in a uniform magnetic field B. Brushes make contact with the disk at the center and along
the periphery. The magnitude of the induced voltage is found from the Lorentz force, Eqs.(3.30)
and (3.31). An electron at a radial distance r from the center has a velocity @ r and hence expe-
riences a force ew rB directed radially outward. The electric field acting on the electron at equi-
libriam is also @r B but is directed radially inward. The potential from the center to the outer rim
of the disk is thus

d d Bd?
¢=f E(r)dr:—wa rdr=—m2
0 0 (3.32)

The value computed from Eq.(3.32) is the open-circuit voltage of the Faraday disk dynamo and
therefore also represents the emf of the generator.

3.6 Inductance

Consider a single current-carrying loop in which a constant current has been established. This
current produces a magnetic field. If the current is caused to change, so will the magnetic field.
But this means that the total flux linking the loop also changes and, by Faraday’s law, a voltage
is induced in the loop. The self-induced voltage always has a polarity that tends to oppose the
original change in current. For example, if the current begins to decrease, the induced voltage acts
ina direction to offset this decrease. This property of a single circuit is known as self-inductance.
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C4 V2 Voo

Figure 3.9. Illustration of two circuits and their relative displacement (L,, negative).

The similar effect of a changing current in one circuit producing an induced voltage in another
circuit is known as mutual inductance.

Mathematically, inductance may be defined in terms of flux linkages. If y,, is the magnetic
flux linking circuit C, due to acurrent/, flowing in circuit C, (Figure 3.9), the mutual inductance
L,, between circuit C, and C, is defined by

_ flux linking Codueto currentin Cy _ yp,
2= currentin C; 1 (3.33)

The self inductance L, of circuit C, is defined in a similar way; that is,

flux linking Cyduetocurrentin Cy _ yy

Lu= currentin C; T (334

The mutual inductance between C, and C, may be defined by

Ly = T, (3.35)

Itcan be shown that L, = L,, so that Eqs.(3.33) and (3.35) are equivalent. This is a statement of
the reciprocity theorem.

The above definition of inductance is satisfactory only for quasi-stationary magnetic fields
where the current and the magnetic field have the same phase angle over the whole region of the
circuit. Athigh frequencies the magnetic field does not have the same phase angle over the whole
region of the circuit because of the finite time required to propagate the effects of a changing
current and field through space. A more general definition in terms of the magnetic energy
associated with a circuit will be given in the following section.
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3.7 Storage of Magnetic Energy
3.7.1 Energy in a System of Current Loops

The energy W, stored in the magnetic field of N current filaments is given by

N N
=1 LiL1;
Vs 2.2 2 Lilil, (3.36)

N
LN 1
Ws =12 will (3.37)

where I, is the current flowing in the ith filament and y is the flux linking the ith filament due to
all the other current filaments in the current loop. This in turn is given by

N

v=2 Lijl;

j=1

j#i (3.38)
In terms of field energy, the inductance may be defined by the equation
Wg =1L12 (3.39)

so that
—2Wp

L==0 (3.40)

This definition is often easier to apply in practice in order to evaluate L than the original definition
interms of flux linkages. The quality of acircuit that allows the storage of magnetic energy iscalled
inductance. In terms of the field integral the magnetic energy Eq.(3.39) is

We=LIB - Hdv=-1H Hav
2V 2u

(341)

v
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3.7.2 In Situ Storage in Force Free Magnetic Field Configurations

The storage of energy in the force-free magnetic field (Section 1.7.2) can be thought of as a slow
process where the field evolves through a sequence of force-free configurations, each time ending
upinahigherenergy state [Tandberg-Hansson and Emslie 1988]. Anexample of this slow process
is in the photosphere and lower chromosphere of the Sun, where the energy of the plasma motion
dominates the magnetic energy and, therefore, the field is swept passively along with the plasma.
This situation is characterized as a high-f plasma; i.e., the parameter

B= gas pressure _ 2UonkT
" magnetic pressure g2 (3.42)

is large (8>> 1). Higher up in the corona where the density is so small that the magnetic pressure
dominates, we have a low-f3 plasma, and the magnetic field must take on a force-free character
[Gold 1964] as it slowly evolves. This magnetohydrodynamic (MHD) process is possible since
the timescale for the “wind-up” is days or weeks, while the field adjustment at any stage takes place
with the Alfvén speed Eq.(2.19), leading to timescales of the order of seconds.

If ot is constant in time and space, we can take the curl of Eq.(1.12) and find

VB +a’B =0 (3.43)

which is the vector Helmholtz equation. This linear problem then is completely solvable
[Chandrasekhar and Kendall 1957, Ferraro and Plumpton 1966, Nakagawa and Raadu 1972].

Using Eq.(3.43) and the observed boundary conditions in the form of the value of the
longitudinal magnetic field (from magnetograph observations), we can compute the structure of
the force-free field and the resulting stored magnetic energy. In these cases, & is adjusted until
reasonable agreement is obtained with observations. With the availability of complete vector
magnetic field observations, the field calculations have improved since czcan be determined with
higher precision from Eq.(1.12) with the expression

_(vxB)- B
=T (3.44)

In general, the parameter o is not constant in space and time, that is
a=aofrt) (3.45)

so that Eq.(3.43) is nonlinear, and the problem must be solved by computer simulation.
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3.8 Forces as Derivatives of Coefficients of Inductance

The force between separate current-carrying loops or circuits may be evaluated by Ampére’s law
of force. However, an altemative method that is much easier to apply in many cases may also be
used. Thisalternative method essentially consists of evaluating the derivatives of mutual-inductance
coefficients with respect to arbitrary virtual displacements of the circuits with respect to each other
(see, e.g., Figure 3.9). When circuits are displaced relative to each other, the mutual inductance,
and hence the energy stored in the magnetic field, changes. The change in the magnetic energy
is in turn related to the work done against the forces of the field in displacing the circuits.

If we have N circuits and displace the jth circuit by an amount dr}, the force Fl. exerted on C/
by all the other circuits is given by

N
dL
Fj = 2 i1, .
n=1

nnj (3.46)

where F  is the component of force along drj acting on the jth circuit.

Example 3.1 Force on two parallel filaments. Consider two thin infinitely long conducting
filaments as in Figure 3.4. The filaments are separated by a distance D. The currents in the two
filaments are /, and /,. The flux linking C, due to the current /, in C, is

_Hohi [ gy
Y=o ]D X per unit length
From Eq.(3.46) the force per unit length exerted on C ,byC,is

F=IL1L djll)

daD 2nD

P dyia _ whh
2

I=constant =

in accord with Eq.(3.13) obtained using Ampére’s law.

3.9 Measurement of Magnetic Fields in Laboratory Plasmas

B-Dot Probes. The simplest way to measare the magnetic field in the vicinity of a point in space
is to use a small coil of wire (Figure 3.10). In a uniform, time-varying magnetic field, the voltage
induced in the coil is

®=NAB
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Figure 3.10. B-Dot probe and integrating circuit.

where N is the number of turns in the coil of area A and the dot denotes the time derivative of B.
If B, rather than B , is the desired quantity, an integrating circuit may be used to obtain a voltage
proportional to the field

NAB
®= RC

where RC is the time constant of the integrator.

Rogowski Coil. Many different variations of the B-dot probe are available. One of the most
widespread is the Rogowski coil. This is a solenoidal coil whose ends are brought around together
to form a torus as shown in Figure 3.11a. Consider a coil of uniform cross sectional area A with
a constant number of tumns per unit length n. If the magnetic field varies little over a one-turn
spacing,i.e.|V B |/ B << n thetotal fluxlinkage by the coil Eq.(3.28) can be written as an integral
over the individual turns:

y/=n§.] B- dldA
1 JA

where d 1 is the line element along the solenoidal axis as depicted in Figure 3.11b. The purpose
of the return wire threading the loops is to exclude the contribution of flux passing through the torus
center. Changing the order of integration and using Eq.(3.9) gives

v=nApo I

The signal voltage from the Rogowski coil is then
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Figure 3.11. (top) Rogowski coil. (bottom) Equivalent geometry for the integral form of flux through a
Rogowski coil.

¢=dyldt= nAﬂoi

The Rogowski coil provides a direct measurement of the total current, particle and displacement,
flowing through its center. Its signal is independent of the distribution of the current within the
loop. The merit of the Rogowski coil is that it need not come into contact with the current whose
field it measures. This is an important consideration for intense relativistic electron beams.

Internal Magnetic Field Probes. It is often possible to use internal sensing coils in tenuous
nonenergetic plasmas. Stenzel and Gekelman (1981) have used such probes with great success
to measure the time evolution of magnetic fields in all three dimensions in plasmas contained in
large vacuum chumbers.

3.10 Particle-in-Cell Simulation of Interacting Currents

The basic geometry ander study is shown in Figure 3.12. This figure depicts two current-conduct-
ing plasma filuments aligned along a magnetic field B, and separated by a distance comparable
to the diameters of the filument. The plasma is charge neutral n_ = n and initially thermalized at
atemperature Vi x = Viny = Vin, for both ions and electrons. The density distribution across a
column may either be a flat profile, a Bennett profile, a Gaussian profile, or any arbitrary profile
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Figure 3.12. Basic geometry under analysis: two parallel Birkeland currents formed by the tendency of charged
particles to follow magnetic lines of force B and to pinch due to their own induced magnetic field.

n, (r). The conduction of current is initiated by placing an electric field E=E, along each column.
This then produces a current which increases with time. Whether or not a filament pinches, or is
simply confined by the self-consistent azimuthal magnetic field B , depends on the strength of E,.

Solution of the relative motion of the two filaments and their reconfiguration by the Biot—
Savart forces requires a 3D particle-in-cell treatment. The codes SPLASH and TRISTAN have
been applied to this geometry (Chapter 8).

3.10.1 Simulation Setup

Wechoose atemperature typical of cosmic Birkeland filaments, a few kiloelectronvolts, by setting
the initial dimensionless simulation parameters (Section 8.8) to &, dt =0.25, 1p / A=0.25,and
¢ dt | A=1.0. A field-aligned Birkeland filament s established by means of the parameter @ o / @y
= 1.5. For this choice of parameters, B, = 0.0625 [Eq.(8.19)] and, for T, = T,, B, = 0.0069
[Eq.(8.20)]). Current flow within the filaments is initiated by setting E, / B, = 0.01 c, so that
0< B,<1[Eq.8.18)].

For SPLASH, the radius of each filament is 34 and the center-to-center separation is 114,
while for TRISTAN the radius and separationare 12Aand 444, respectively. (Because of the spline
interpolation technique, the particle space-time resolution is approximately eight times better than
the cell width A.)

3.10.2 Initial Motion of Current Filaments

Initially, the Biot—Savart force between filaments conducting /, currents can be approximated by
Eq.(3.13). However, because of the axial magnetic field B, the particles spiral as they drift or
accelerate in the z—direction, thereby producing a generalized current I = 2 1, +¢ 1, . The force
betweenthe/, currentscan be approximated by Eq.(3.26). Figure 3.13 illustrates the total Biot—
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Figure 3.13. The forces between two adjacent Birkeland currents. The parallel components of current (dark
gray lines) are long-range attractive, while the counter-parallel azimuthal currents (light gray rings) are short-
range repulsive. A third force, long range electrostatic repulsion, is found if the electrons and ions are not present
in equal numbers. These forces cause the currents to form sheets, filaments, or “magnetic ropes” and they can
be found far from the source region. A projection of the current-induced magnetic fields is shown above the
graph.

Savart force as a function of the spacing between helical current filaments. As shown, the elec-
tromagnetic forces between filaments are ordered as—R 1'21 (long-range attractive) and R 1_3 (short
range repulsive).

During long-range attraction, the motion of either filament may be approximately described
by the equation

LG
d? 4am(a-n (347

whose velocity solution is
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dr yoL [ l/2
vV=s-—=
dt 27[M a-r

where L is the length of the filament region involved in Biot—Savart attraction, M is the total mass,
2a is the distance of separation between filaments. If the filaments are sufficiently separated so
that the logarithmic correction is of order unity, Eq.(3.48) is approximately given by

Mol 1/2 / (2L 1/2 BMF
kel v=I, = sl Z==
27M \ M 2 VM, (3.49)

In dimensionless gaussian simulation units, Eq.(3.49) is

(3.48)

v=I,

Bid L
M A (350)

where M = N, (ne/A 3) (mi/m + 1)mr2L and N_ are the total simulation mass and number of
interacting simulation filaments, respectively. The parameter d = d/A is the distance between
filaments and r, = r./A is the radius of a filament, both given in cell widths.

3.10.3 Polarization Forces

In the presence of an axial field B , the electrons gyrate in a counter clockwise direction while the
ions gyrate in a clockwise direction. The relationship between the ion and electron gyroradii is
ri = (m; / m, ) ree >> . .Inadditiontothe gyration, the charged particles experiencea polarizing
force caused by the net motion of the plasma filaments across the guide field B,. The net motion
derives from Eq.(3.49) which causes a vx B force, primarily in the y—directions inadjacent filaments
as shown in Figure 3.14a. As a result, the electrons in columns 2 and 1 are accelerated in the +y—
directions, respectively. This leaves a net excess of the heavier ions in the original filament
positions, and thereby produces, via Eq.(1.3), an electric field which opposes a further diffusion
of electrons. The electrons can separate from the ions about a Debye length Ap = VeokT [ n, €2
before they are restrained by the ions. The ions then follow the electrons in a process known as
ambipolar diffusion [Roseand Clark 1961]. Itis evident that the dimensions of the plasma be much
larger than the Debye length for ambipolar diffusion to take place. Figure 3.14b depicts the
displacement of the currents in the filaments (because of excess of axial current-conducting
electrons at the +y surfaces) caused by the inward motion of the filaments across B. The net result
of the juxtapositioned currents I is a clockwise torque on the plasma filaments (Figure 3.14c).

3.10.4 Magnetic Energy Distribution and Magnetic Isobars

The two parallel axial currents produce the magnetic energy isobars [thmugh Eq.(1.2)] shown in
the time sequence of Figure 3.15. At T=9, the contoars of B? are very nearly symmetric about each
filament. Since the currents increase with time (because of the constant field E), the B? isobars
move out from each filament until a linear superposition of isobars produce a magnetic minimam
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Figure 3.14. Net motion between adjacent Birkeland currents. (a) Polarization fields E dueto V X B forces.
(b) Net forces at early time (c) Net forces during filament distortion.

(“sump”) or core between the two filaments (Figures 3.15 and 3.16). The core has the shape of
anellipse. Theeffect of the netinward motionis already seen at timestep 16 with the juxtapositioning
of the B? isobaric peaks associated with the axial currents.

Inaddition to the magnetic peaks and core, two narrow magnetic channels form oneither side
of the core (Figure 3.17). At T=255, the field strength squared in the vicinity of the core is B? =
0.33. The field induced pressure is

Ps =(2p0) 'B? 351
At time T=255, a channel exists only on the right-hand-side of Figure 3.17 with length 9 A’ and

width 0.5 A" t0 2.0 A’ (The channel alternates from right to left with the passage of time [Peratt
1986). The velocity of the isobars toward the core is, approximately, 0.032 cells per timestep, or
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igure 3.15. Contours of magnetic energy B? about two adjacent filaments at the sim ross-se
T=9-20in 1 AT steps. The contours at the locations of the two filaments correspon nel axima whil
the central ellipse is an energy minimum. “Hot spots” in azimuthal field energy feed hrotron radiation

are beginning to become noticeable in later time frames.
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Figure 3.16. Isometric view of magnetic energy contours of Figure 3.15. Time increases from top to bottom.

Veomp=0.032 A" /dr (3.52)

Because of the inward traveling isobars, plasma extemal to the two conducting currents is swept
into both the channel and the core. Part of this extemal plasma derives from unpinched plasma
which conducts the current before the Bennett relation Eq.(1.9) is established.

The phenomena described in the simulation is observed in the laboratory. Figure 3.18 shows
laser Schlieren photographs taken at two different times of two interacting Z pinches. The Z
pinches were created by stringing two 2 cm long wires between an anode and cathode of a pulsed
power generator (Figure 2.9), which then exploded into plasma pinches with the conduction of
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Figure 3.17. Isometric and planar views of self-consistent magnetic fields at T = 255 showing elliptical core
and one-sided isobaric channel between energy maxima. Peak field squared = 1.5 units, 0.1 units/contour.

250 kA current. Figure 3.18a (/=40 ns) shows that the Bennett relation has been established and
the conducting paths are confined to circular (but filamentary) cross-sections. At times=60ns, the
second frame shows that, in addition to the plasma flowing off the filaments, plasma external to
the pinches has been compressed into the central core and also into a channel on the right-hand-
side of the core. For the parameters of this experiment, V ¢ o mp = 100 km / s (10cm / ps). Figure
3.18b shows the time evolution (of wire midsections) as they explode into Z pinched plasmas.
Each filament undergoes about a dozen pinch oscillations the first 40 ns [Felber and Peratt 1980],
followed by the appearance of inward *“jets” of plasma toward the core. The jets of plasmacoalesce
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Figure 3.18. (a) Schlieren photographs « .fasma light from of two interacting current-carrying plasma
filaments (Z pinches) at times 40 and 60 n¢ .espectively (end view). The pinches are produced by exploding
two parallel, 15 mm diameter, stainless steel wires with 250 kA of current. The two space frames show that
plasma from the right-hand side filament has been channeled towards the central core, by the magnetic field
isobars, at a velocity of about 100 km/s. The process is slightly asymmetrical: Plasma from the right-hand side
filament has reached and filled the core at time 60 ns, whereas the plasma from the left-hand side filament has
not yet started to move inward. (b) Streak camera photograph showing time evolution of interacting Z pinches
conducting 667 kA (side view). A slit focused the midsections of the wires onto the film (cf, Figure 6.21). Three
distinct regions are recorded: A radiation burst lasting about 5 ns, a “jet” region lasting about 50 ns, where
plasma from the exploded wires is channeled inwards [as well as change in the circular cross sections (Figure
3.19)] and then, a spiral region, where the filaments rotate about each other. Reference is made to Figure 1.15
for a similiar radiation pattern in astrophysical plasma.

in the core at about 80 ns. However, with regard to radiation in the axial direction: This continues
to come from the intense electron currents in two hot spots at the outer locations. This phase is
followed by the rotation of the filaments into a spiral structure. A half-rotation is observed to take
about 100ns, corresponding to a rotation velocity of about 15 km/s.

The radiation burst is an extremely transient phenomena, lasting for only about 5 ns. This
appears to be correlated with the constriction of the single Z pinches to very small diameters, but
is intense only when when two Z pinches are present.
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3.10.5 Net Motion

The long term motion between the filaments is nonlinear and involves a reconfiguration of their
cylindrical cross-sections. This motion is shown in Figure 3.19 for simulation time upto T=1,700.
As shown, the initially circular cross-sections are deformed into ovals that then take on a “jelly-
bean-like” profile prior to forming embryonic spiral arms. Once formed, the arms become thin as
they trail out behind the rotating center.! Notshown in this sequence is plasmaconfined in the core,
onto which the outer plasmas converge, which tends to obscure the nuclear region.

Since E Il B is out of the plane of the page, the column electrons spiral downward in counter-
clockwise rotation while the column ions spiral upward in clockwise rotation. The current density
isj=n.q.v.+n;q;v;. Apolarization induced charge separation (Section 3.10.3) also occurs
in each arm, which, as it thins out, produces a radial electric field across the arm. Because of this
field, the arm is susceptable to the diocotron instability (Section 1.7.3). This instability appears as
awave motion in each arm and is barely discemable in the single frame photographs in Figure 3.19
at late times. However, the instability is readily apparent in the spiral rotational velocity curve.
Figure 3.20 is the rotational velocity curve for the spiral configuration shown in the last frame of
Figure 3.19.

The velocity essentially consists of a linearly increasing component due to a central body
undergoing rigid rotation, with two “flat” components on either side of 7 = 0 due to the trailing
arms. The diocotron instability modulates the “flat” components at the strong-magnetic-field,
low-density instability wavelength Eq.(1.16).

3.10.6 “Doubleness” in Current-Conducting Plasmas

The r ' dependency of the Biot—Savart force law between current-conducting filaments leads to
a curious phenomena: a pairing of filaments (c.f. Section 2.6). This pairing leads directly to a
“twoness” or “doubleness” when many filaments are present in plasmas in which the magnetic
field plays a major role.

Asanexample, Figure 3.21 shows the evolution of three plasma filaments having parameters
identical to those of Section 3.10.1 but spaced 3A” and 6A” apart. The two closest interact strongly
to form a spiral while the third filament remains relatively quiescent. Examples of pairing in the
filaments formed in the dense plasma focus (Section 4.6.2) is given by Bemard et al. (1975) and
Bostick (1986).

3.11 Magnetic Fields in Cosmic Dimensioned Plasma
3.11.1 Measurement of Galactic Magnetic Fields

Interstellar magnetic fields in spiral galaxies can be observed indirectly in the optical and radio
range. In recent years observations of the linearly polarized radio continuam emission led to a
significant improvement of the data. Extensive reviews of the observational methods have been
published [Heiles 1976, Spoelstra 1977, Verschuur 1979, Sofue et al. 1986] and the results
reviewed by Wielebinski (1989). The methods used to measare magnetic fields in galaxies include
the following:
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Figure 3.19. Single frame stills of plasma in the simulation of two adjacent Birkeland filaments: ay/ W= 3.0,
T,0=T;o= 32 keV. T =1-1700, and acceleration field = 62 mV/m. Not shown is the plasma trapped in the
elliptical core at the geometric center of the simulation. The plasma tends to obscure the coalesed region.
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Figure 3.20. Rotational velocity of two adjacent Birkeland filaments. Note the fine scale structure due to the
diocotron instability (Section 1.7.3) on the “flat” portions of the velocity curves. The velocity is given in
simulation units.

Optical Polarization. Elongated paramagnetic dust particles become oriented perpendicular to
the interstellar magnetic field lines by the effect of paramagnettc relaxation, first discussed by
Davtis and Greenstein (1951). Extenstve observations of several thousand stars revealed regular
features of the magnetic field in our Galaxy with the distance range of the observed stars. The field
strength and the degree of uniformity of the field, however, can only be determined with limited
accuracy because too little ts known about the size, shape, temperature, and magnetic properties
of interstellar grains.

Zeeman Splitting of Radio Lines. Spectral lines are split up when the emitting atoms enter a
magnetic field. The amount of splitting in alongitudinal field is 2.8 Hz/uG for the neutral hydrogen
(HI) and 3.3 Hz/uG for the OH radio line and has been observed in several Galactic clouds
[Verschuur 1979].

Faraday Rotation of Polarized Radio Emission. Continuous radio emisston is observed from
interstellar plasma clouds (HII regions) which radtate by interaction of thermal particles (free—free
emissston), and/or by synchrotron emisston. Thermal radio emisston ts unpolarized, and synchro-
tron radiation ts partly polarized.

The plane of polarization of a linearly polarized radio wave s rotated when the wave
passes through a magnetized plasma according to Eq.(B.14). For an electron plasma, positive
(counterclockwise) Faraday rotation occurs if the magnetic field is directed towards the observer;
negative (clockwise) Faraday rotation occurs if the field points away from the observer. For a
positron plasma, the sttuation ts reversed. From Eq.(B.14), the rotation angle Ay increases with
the integral of [, B ] over the line of sight (where B | is the magnetic field component along the
line of sight) and with A (A = wavelength of observation). The quantity Ax / A 2 is called the
“rotation measure” (RM).

An accurate determination of RM requires observations at (at least) three wavelengths
because the observed direction of the polarization vectors is ambiguous by +n 180°.

Synchrotron Radiation. The average field strength B | can be estimated from the average syn-
chrotron intensity Eq.(6.94) since the intensity depends on the field strength and the density of
cosmic-ray electrons inthe relevantenergy range. However, tomake this estimation, anequipartition
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Figure 3.21. Interaction of three Birkeland filaments. Same parameters as Figure 3.19.

between the energy densities or pressure equilibrium of the magnetic field and cosmic rays is
assumed. Since the strength of the magnetic field and the local star formation rate ure related
quantities, equipartition is not valid, and the field strengths estimated ure too small [Beck 1990].

3.11.2 Milky Way Galaxy

In the solar neighborhood, the strength of the magnetic field has been determined with rather high
accuracy, applying methods in both the optical and the radio range. From the rotation and dispersion
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Figure 3.22. Model of the magnetic field in our Galaxy (courtesy of R. Beck).

measures of 38 pulsars within 2 kpc from the sun, the strength of the uniform field has been found
tobe 1B | =2.2+0.4 uG. The total synchrotron radiation radio emission in the anticenter direction
yields an effective total field strength of 6 + 1 uG. A uniform field of 3 pG plus a turbulent field
of a similar strength yields a total field strength of ~4 pG which is sufficient to account for the
minimum Galactic radio emission between spiral arms, using the local cosmic-ray electron den-
sity [Phillipsetal. 1981]. The maximum effective field in spiral arms has to be stronger; its strength
depends on the clumpiness of the field along the line of sight. If magnetized plasma clouds occupy
5% of the line of sight, the mean strength in the plasma clouds must be ~45 pG.
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The observations are roughly consistent with this value. Zeeman splitting of HI linesrevealed
field strengths up to 50 £ 15 PG in Orion A [Hamett 1984]. The OH lines allow measurements
with higher accuracy. In a molecular cloud in NGC 2024 the field stength is B, = - 38 + | uG
[Crutcher and Kazés 1983]. Faraday rotation of radio waves from background sources reveal field
strengths of a few microgauss in HII regions and up to 50 UG in molecular clouds [Heiles, Chu
and Troland 1981].

Measurements of the Zeeman effect have now been made in HI clouds [Verschuur 1987],
OH molecular clouds [Crutcher et al 1987], and in H,O masers [Fiebig and Giisten 1988]. These
data indicate that the magnetic fields in the Galaxy are along the local spiral arm (i.e., azimuthal).
For example, Vallée (1988) shows that any deviations of pitch angle of the field from the spiral
arm are slight, possibly less than 6° (Figure 3.22). Valée also deduces a field reversal in the
Sagittarius arm. This could support claims that the galactic magnetic field is bisymmetric [Sofue
and Fujimoto 1983].

High resolution radio continuum VLA observations at 6 and 20 cm wavelengths [Yusef-
Zadeh, Morris, and Chance 1984] reveal numerous plasma filaments in the inner 60 pc (3 x 10
m or 317 light years) of the Galaxy, ~0.3 pc in diameter by 1060 pc in length (Figure 1.14). The
filaments are highly polarized, indicating a synchrotron origin for the radio emission. The filaments
are aligned roughly perpendicular to the galactic plane so that the magnetic field is poloidal in 2
cylindrically force-free configuration. The polarization structure near the Galactic center has been
recorded with the Effelsberg 100 m telescope by Seiradakis et al. (1985) at 6.3 cm (4.75 GHz) and
2.8 cm (10.7 GHz). Figure 3.23 shows a radiograph of the intensity of polarized emission at 10.7

Figure 3.23. Polarized intensity radiograph (linear scale) of Galactic center at 10.7 GHz. The peak polarized
flux density of components A, B and C is 690, 310, and 140 mly, respectively (courtesy of R. Beck).
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Figure 3.24. Bisymmetric spiral structure in the linearly polarized radio emission from spiral galaxies. (above)
Flux density of M51 at 1.66 GHz (18.0 cm). The sensitivity is 30 mJy per beam area (p. 126) Flux density of
the linearly polarized emission of NGC 6946 at 4.75 GHz (6.3 cm) superimposed on an optical photograph.
Contours are drawn at 0, 1, ..., 5 mJy/beam area. The lengths of the E vectors are proportional to the degree
of linear polarization. The ellipses indicate radial distances of 6 and 12 kpc (courtesy of R. Beck).

GHz and depicts two radio lobes on either side of a core. Seiradakis et al. note that the “core-lobe”
structure is the same as that of a classical double radio source. Seiradakis’s results have been
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substantiated by 9 mm (33 GHz) observations of Reich (1988), who finds that in the galactic center
the magnetic field runs exactly perpendicular to the galactic plane [Wielebinski 1989]. The
strength of the field is 1 milligauss. An azimuthal (toroidal)/poloidal galactic field of about 1 mG
strength was observed earlier in plasma simulations of spiral galaxies [Peratt 1984].

3.11.3 Spiral Galaxies

During the last decade, radio polarization observations have revealed large-scale magnetic fields
inspiral galaxies. For example, the Effelsberg radio telescope has collected polarization data from
aboutadozen spiral galaxies at 6 to49 cm wavelengths [Beck 1990]. Rotation measures show two
different large-scale structures of the interstellar fields: Axisymmetric-spiral and bisymmetric-
spiral patterns (Krause 1989]. Figure 3.24 illustrates two cases of bisymmetric spiral structure in
the large-scale magnetic field of spiral galaxies [Harnett et al. 1989, Horellou et al. 1990].

The orientation of the field lines is mostly along the optical spiral arms. However, the uniform
field is often strongest outside the optical spiral arms. In IC 342 two filamentary structures are
visible in the map of polarized intensity (Figure 3.25). Their degree of polarization of ~30 percent



3. Biot-Savart Law in Cosmic Plasma 127

» ot
> * ¥ e gt B . -
¥ i g
. ¢ <.'. e ¢ .
e L 4 S n i ’ -
. - LA .
s 2 ¥ ' . : .
y P e - a o ! i -
v . - -
S 5 . oy
P NG .’ z
' ol - - -
L . . ' E *e 0
- R Yo .- .
5 - M . - 4 ve
s' ‘.- . - -~
. - 4
. . ) < .
o y - : p
. ta' -
) i ’
AT a: e »
s A R
- s
e > * o9 &g
; . - ] . ) 9
‘ . ] ] 5 a
. ¥ : i
205 -l il T
~ ¥ Tw . e
» i »" *. . AL o ley g
T T X 1 . . .
e W 8 v 5% o
. 3 F % . '
5 PO N r e ; aad
- . g AP Al
£ .- - - »
. ‘ch ' . [ .
- P %
% R . 4 f o »
. . - By
» ) -

Figure 3.25. Orientation of the observed B vectors in IC 342 with an angular resolution of 2.’45, corrected for
Faraday rotation as derived from data at 6.3 and 20 cm. The vectors have arbitrary lengths and are superimposed
onto a contour map of the linearly polarized intensity at 20 cm (courtesy of R. Beck).

indicates a high degree of uniformity of the magnetic field on the scale of the resolution (~700 pc).
These filaments extend overa length of ~30 kpc and hence are the most prominent magnetic-field
features detected in normal spiral galaxies so far.

A detailed analysis of the rotation measure distribution in a spiral arm southwest of the center
ofthe Andromeda galaxy M31 [Beck et al. 1990] shows that the magnetic field and a huge HI cloud
complex are anchored together. The magnetic field then inflates out of the plane outside the cloud.
The tendency for the magnetic field to follow the HI distribution has been noted in several recent
observations. Circumstantial evidence has accumulated which suggests that there is a close con-
nection between rings of CO and H_seen rotating in some galaxies and the magnetic fields in the
nuclear regions. This is particularly apparent in observations of spiral galaxies viewed edge-on.
This scenario has also been invoked for our Galaxy [Wielebinski 1989].

Neutral hydrogen is detected from galaxies via the van de Hulst radio-emission line at 21.11
cm (1.420 GHz), which arises from the transisition between the hyperfine-structure sublevels of
the ground state of a hydrogen atom [Kaplan and Pikelner 1970]. This is the sole procedure for
the direct observation of neutral hydrogen in galaxies. High-resolution observation of neutral
hydrogen in irregular and spiral galaxies usually reveal extended Hi distributions. Contour maps
of the HI typically show a relative lack of HI in the cores of spiral galaxies but high HI content in
the surrounding region, usually in the shape of a “horseshoe” [Rogstad et al. 1974, Bosma et al.

1977, 1981, Hummel and Bosma 1982, Van Woerden et al. 1983]. This region is not uniform but
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may have two or more peaks in neutral hydrogen content. Figure 3.26 shows several examples of
Hi distributions in spiral galaxies.

Example 3.2 Bisymmetric magnetic field distribution in a simulated spiral galaxy. For the
simulated galaxy we choose A' = 1.66 x 10°° m, df"'=5.87 x 10" s, a mass per unit length of 10*
kg/10*' m (10* g/35 kpc), and B, = 2.5 x 10°* T (c.f., Example 6.3, Section 6.7.2). Figure 3.27
shows the plasma spiral formed in this simulation overlayed on its magnetic field line (squared)
isobars. The diameter of the spiral is about 50 kpc with a mass of 10*' kg, i.e., a size and mass of
that observed from spiral galaxies. A direct comparison to observations is made by superimposing
the Hl distribution in NGC 4151 on its optical photograph [Figure 3.27b]. The observation shows
two peaks in neutral hydrogen surrounding a void. The void is orientated towards one of the arms.
The simulation allows the two peaks to be traced back to their origin. Both are found to be the
remnants of the originally extended components (i.e., cross-sections of the original Birkeland
filaments). As discussed in Section 4.6.3, the accamulation and neutralization of hydrogenic
plasma is expected in strong magnetic field regions. The hydroger deficient center is the remnant
ofanelliptical galaxy formed midway between the filaments, in the magnetic null (Section3.11.4).

3.11.4 Rotational Velocities of Spiral Galaxies

Rotational velocities of spiral galaxies are obtained by measuring the doppler shift of the H_line
emitted by neutral hydrogen in the spiral arms. If the galaxy is canted toward earth, the emission-
line in the arm moving away from earth is red-shifted while the line in the arm moving towards
earth is blue-shifted. Figure 3.28 shows six radidl velocity versus radius curves typical of spiral
galaxies. These data show 1) anearly linear solid-body rotation for the galaxy center (the first few
arcminutes from center), 2) a nearly radially independent velocity profile in the spiral arms, and
3)distinct structure in the spiral arms that appears on the so-called flat portion of the velocity curve
(beyond the first few arcminutes or, equivalently, the first few kiloparsecs).

Example 3.3 Rotational velocity of a simulated spiral galaxy. Using the scaling of Example
3.2, the rotational velocity given in Figure 3.20 can be converted to physical units. The average
velocity for the flat portion of the curve is v = 0.0213 A’/ dt’, or, in time-compressed units, 6 X
10° km/s. Applying the mass correction factor 10.7 (Section 8.6.3) and the electric field correction
factor 2.5,” the rotational velocity is 226 km/s. This curve is replotted in the last frame of Figure
3.28andis in good agreement with the observations. Concomitant with the lengthening of the arms
is a thinning of the arms as shown in Figure 3.19. As discussed in Section 3.10.5, a diocotron
instability is produced. This instability shows up in both the cross-sectional views of the spiral
arms and in the velocity profile, where a distinct vortex “saw-tooth” pattern is measared. Good
examples of this instability are found in the Sc-type galaxies M101, NGC 253,and NGC 2998 [Arp
1986). Figure 3.29, NGC 3646, is an example of a very large diocotron instability, similar to that
observed in auroras, in the spiral arms.

Figure 3.26. (opposite) HI distributions superimposed on optical photographs of galaxies. (left column) NGC
4736, NGC 5033, and NGC 4151. (right column) NGC 3198 and M83 [Peratt 1986].
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Figure 3.27. (top) HI distribution superimposed on an optical photograph of NGC 4151. (bottom) Simulation
magnetic energy density superimposed on simulated spiral galaxy. The resolution of the magnetic energy
density is insufficient to resolve the magnetic field structure in the simulation spiral arms.
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Figure 3.28. Spiral galaxy rotational velocity characteristics. The bottom right-hand-side curve is the

simulation result taken from Figure 3.20.

3.11.5 Elliptical Galaxies

Elliptical (E) galaxies, as distinct from peculiars, irregulars, and spirals, are characterized by a very
smooth texture, a bright nucleus, and a tenuous outer envelope of large extent (sensitive photo-
graphic plates show that the visible envelope may be 20 times the diameter of the nucleus, Figure

3.30).

Ellipticals are most often found midway between the extended radio components of double
radio galaxies and radioquasars. Figure 3.31 is an example of this geometry. Like SO galaxies
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Figure 3.29. Optical photograph of NGC 3646. Note the well-defined diocotron instability in the spiral’s arm.

Figure 3.30. Isodensitometer tracing of the elliptical galaxy M87, made from a 60 min exposure with the 1.2
m Palomar Schmidt telescope. The inner circle is the diameter given in the Shapely—Ames catalogue, while the
outer ellipse spans as much as 70 arcmin. The horizontal extent of the image frame is 500 arcmin. Note that the
inner isophotes have vertical major axes, but the outer isophotes show noticeable clockwise twisting.
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Figure 3.31. (a) Optical photographs of the elliptical galaxy NGC 1316 and the spiral galaxy NGC 1317.
(b) Radio and optical structure of NGC 1316.

(galaxies with little or no evidence of star-forming activity) E galaxies are found most frequently
in regions characterized by high galaxy density (i.e., areas most susceptible to interactions).

Diffuse elliptical galaxies are also found midway between the synchrotron emitting galactic
simulation filaments. These galaxies are characterized by a twisting of their outer isophotes.
Elliptical galaxies have weak or no magnetic fields.
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Example 3.4 Simulated elliptical galaxy. Figures 3.15 and 3.17 depict the elliptical core formed
in a plasma galaxy simulation. In physical units, the bottom frame of Figure 3.16 corresponds to
an elapsed time of 20 Myr from the start of the filament interaction. At this time, the field strength
squared in the vicinity of the core (approximately midway up the figure) is B, = 0.592 x 10'° T.
The field induced pressure defining the boundary of the core at this time is pB = (2o 'B} 6=
1.4 x 10" Pa (1.4 x 10" dyn/cm?). This isobar extends some 50 kpc and can balance the
thermokinetic pressure ofa 10°m (10-2cm) 6 ke V plasmacompressed intothe core. The magnetic
field is null at the core center.

As is the case with elliptical galaxies, the simulated elliptical plasma galaxy shows only a
slight twist of rotation (Figure 3.17), caused by the start of a clockwise rotation of filaments
beginning a Biot—Savart force law interaction (Section 3.10.3).




3. Biot-Savart Law in Cosmic Plasma 135

3.11.6 Intergalactic Magnetic Fields

A large-scaleintercluster magnetic field with an estimated strength of 0.3-0.6 uG located between
the Coma cluster of galaxies and the Abell 1367 cluster was discovered in 1989 [Kim, Kronberg,
Giovannini, and Venturi 1989] (Section 2.6.6).

Notes

! Bostick (1957) was the first to observe the formation of spiral structures produced by
interacting plasmoids crossing magnetic field lines.

? To reduce the computation time to spiral formation, the acceleration field E, was increased
2.5 times, from 12 mV/m to 30 mV/m. A field strength ~ 1-10 mV/m is consistent with that
associated with double layers in the near-earth plasma (Section 4.4). It should be noted that over
the axial extent of a spiral galaxy, ~ 10 kpc, a millivolt per meter field strength corresponds to a
potential of 3 X 10" V (Section 5.6.4).
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4. Electric Fields in Cosmic Plasma

Electric fields play acrucial role incosmic plasmas. Electric fields can accelerate charged particles
to high energies and cause currents to flow, generate and “unfreeze” magnetic fields in plasmas,
cause plasma to pinch into filaments, separate chemical elements, and initiate the collapse of
plasma to the condensate and neutral state of matter.

Until fairly recent times, electric fields were thought impossible, first in space (because the
conductivity o was thought to be zero), and then in cosmic plasma (because the conductivity &
wasthoughttobeinfinite and the plasmathoughttobe uniform). Forthesereasons, othermechanisms
were sought to explain the existence of highly-relativistic charged particles which, in terrestrial
laboratories, are produced only by accelerators with high potential gradients (i.e., electric fields).

Thediscovery of magnetic-field-aligned (“‘parallel”) electric fields in space above the aurora
has profoundly changed our concepts of particle energization and plasma dynamics in the
magnetosphere. It may also have far-reaching implications for the understanding of other space
and astrophysical plasmas. The parallel electric field itself is hard to measare directly, but con-
current evidence of its existence has come from measured particle distributions—electrons as well
as ions—both outside and inside the regions of parallel electric fields. Thus the existence of
parallel electric fields with voltages of several kilovolts is now beyond doubt, but their distribution
in space is still incompletely known.

Section 4.1 briefly mentions how electric fields occur. The methods of measuring electric
fields are discussed (Section 4.2), followed by the mechanisms that lead to parallel electric fields
in the magnetosphere (Section 4.3). A review of the data obtained from satellite and rocket
measarements is then presented in Section 4.4. The fruit of these efforts is knowledge that is
fundamental to our understanding of plasma-related phenomena in the rest of the aniverse, which
will forever lie beyond the reach of in situ measarement. Sections 4.5-4.6 start the application of
this knowledge to these regions of the aniverse.

4.1 Electric Fields

Maxwell-Hertz—Heaviside’s equations (1.1) and (1.3),

_ B
VXE__W

V-E=play==-F(n-n)
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tell us that electric fields derive from either of two mechanisms: time-varying magnetic fields or
charge separation. These two equations are deceptively simple and convey no information about
the multitude of mechanisms whereby a time-varying magnetic field arises or charges separate.
Two examples of the former are given in Sections 3.5.2 and 3.5.3. Charge separation can occur
from from plasma instabilities (Section 1.7.3), gyrations in a magnetic field, magnetic field and
temperature gradients, diffusion, drifts, and radiation forces. Intense, high-frequency radiation
nearly always produces free chargesin dielectrics which lead to potential gradients V ¢ from which
an electric field E = — V¢ derives.

In electromagnetism, understanding the physical system under study is incomplete without
the knowledge of the electric field. For this reason, field maps of E are highly sought after in
laboratory and space plasmas. However, in contrast to the relative simple measarement of magnetic
fields, electric fields are far harder to measure.

4.2 Measurement of Electric Fields

A wide variety of techniques for measuring electric fields with strengths ranging from millivolts
per centimeter to megavolts per centimeter have been developed. In pulsed energy applications,
E-dot (or V-dot) probes, resistive dividers, and electrooptic crystals are used. In space plasmas,
spherical double probes, radar, electron beams, and ion detectors find employment. The mapping
of electric fields in space plasma is also possible by following the motions of rocket releused
ionized barium clouds, observing the paths that whistler waves take, and from the convection of
ions in space regions. Rydberg states may also be used for the measurement of electric fields in
space and astrophysical plasmas [Garscadden 1986].

V-Dot Detectors. A V-dot detector is the electric field analog to the B-dot detector (Chapter 3).
This detector can be as simple as a chopped-off coaxial cable with its tip exposed to the voltage
that is to be measured. A slightly modified design uses a coaxial cable with a small metal sphere
or a plate attached to increase sensitivity. The exposed tip can then be inserted through one
electrode or conductor into the medium in which an electric field is present. The detector will
capacitive couple to the opposite electrode or conductor, producing a signal proportional to the
area of the detector times the rate of change of the voltage between conductor elements.

Figure 4.1 illustrates how a V-dot detector is used to measare the field component normal
to the probe plate. The current density J consists of two parts: a conduction current dependent on
the field E and the conductivity of the medium ¢, and a displacement current that is proportional
to the permittivity €,

J=Jcond+Jdisp=0E+5Oaa_l:: 4.1)

The total current coming out of the probe plate is

ot “2)
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Figure 4.1. V-dot detector geometry.

where the resistance is defined as

R=__ %
o ] E- dS, 43)
the capacitance is C = £/0R , and the voltage is
¢=f E-d
L 4.4)

for an electric field over length L. With these definitions Eq.(4.2) can be rewritten as

dt " RC RoC 4.5)

where ¢, is the signal voltage produced across a calibration resistance R , ¢, = IR . The solution
to Eq.(4.5) is given by

t

=_1 _¢-tRC t'IRC @ (') dt’
0=p.ce ]0 et /RC go(r') dt “6)

Theaccuracy of Eq.(4.6) depends in large part on how well the parameters R, R , and C are known.

Electro-Optic Crystals. The electrically induced birefringence in electrooptic crystals can be
used to measure electric fields directly. The experimental arrangement is shown in Figure 4.2. A
beam of laser light is directed through an input polarizer whose polarization axis is parallel to the
crystal’s x-axis. An output polarizer is placed after the crystal as shown. When placed inanelectric
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Figure 4.2. Electrooptic-crystal electric field detector.

field E, the crystal experiences a potential drop ¢ = EL across its length L. The ratio of the laser
light intensity, output to input, is then given by

I, _ . 9
I sin? [(%) E] 4.7

where ¢y, is the potential which produces a light retardation of p radians, given by

On= A
2 n03 res (4'8)

where A = 27c/wis the free space wavelength of the laser light, n, is the index of refraction of the
crystal (typically, 1.5-3.3), and r,, is the crystal electrooptic coefficient (10-30 x 10~ m/V). For
a KD*P crystal, ¢7 is 3.3 kilovolts. The number of variations measured in I /I, gives the ratio
@/¢,, from which the strength of E aligned along the major axis of the crystal can be obtained.

Electrooptic crystals find application in laboratory regions where high electric field strengths
exist. For example, a 10 kV/m field strength is required to produce ~10- variation in I /1 .

Spherical Double Probes. Spherical double probes often find application in measuring electric
fields in space, where field strengths may be of the order of amillivolt permeter. A spherical double
probe consists of two spherical sensors mounted at the ends of wire booms that spin with the
satellite as shown in Figure 4.3. The potential difference is measured between the sensors that are
typically spaced tens of meters apart. Forexample, ISEE~1 utilized a 73.5 m probe-to-probe boom
length while the GEOS probe-to-probe separation was 42 m (Figure 4.4).

The spherical sensors, each several centimeters in diameter, are constructed of vitreous
carbon to ensare uniform work function and photo-emission properties. Unlike magnetic field
sensors, probe biasing is necessary to obtain a balance between currents from escaping photo-
electrons along the boom with currents from impinging ambient electrons. Often electron guns
are necessary for controlling the satellite potential in order to achieve a satisfactory balance.
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Figure 4.3. The Viking spacecraft with magnetometers and electric field double probes.
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Figure 4.4. Electric field double probes. (a) The relative dimensions of double probes on the GEOS and ISEE
satellites. (b) Sensor arrangement. (c¢) Overall configuration and the paths of photoelectrons which influence
the electric field measurements. This figure shows the GEOS-1 guard-boom arrangement. On GEOS-2 the
cable braid (100 cm) between probe inner tip and plug could be controlled at negative potentials of afew volts.
On ISEE~1 the whole wire boom outer braid potential could be controlled.

In the presence of an electric field, the resulting spin modulation signal between the probes
will provide the direction and magnitude of the spin averaged, spin plane component of the electric
field. The full electric field vector E can be constructed from the measured data under conditions
E >>E.

Ion Detectors. An ion detector in a uniform plasma can measure the bulk velocity components
v, or v , parallel and perpendicular to B, respectively. In the hydromagnetic approximation the
gyrocenter drift isug = E X B /B2, and in a uniform plasma it is ug = v. This allows checking
of electric field double probe measurements against a plasma experiment (e.g., in the solar wind
where Ug = v is the solar wind velocity component perpendicular to the instantaneous magnetic
field vector B).

Electron Beams. Electron beams emitted from an electron gun may also be used to measure the
electric field. The electrons emitted perpendicular to the local magnetic field B gyrate around the
field and return to their point of origin, provided no other extemal forces act on them. The actual
beam has dispersion causing the electrons to spread in the plane perpendicular to B. Their orbits
average after each revolution at the point of origin, which acts as a focal point for detection. When
an electric field that is perpendicular to B is present the electrons undergo a drift motion which
results in a shift of the focal point from the origin. This process is identical to the E x B drift of
electrons in a magnetron or along a cathode that is magnetically insulated (Figure 4.5).
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0.00

Figure 4.5. Trajectories of electrons in the presence of an electric and magnetic field. The electrons are emitted
from a metallic surface located at an arbitrary radius R = 7.0.

The displacement perpendicular to the beam s amounts to

s=v. 1 _(21: )Ecoswt
=V 52 4.9)

where v  is the drift velocity of the electrons perpendicular to the beam, £, is the gyrotime, and
ot is the momentary angle between E and the direction of the beam. Thus measurement of s and
B allows the determination of E through Eq.(4.9)

As an example, for a satellite in stationary orbit about the earth (34,000 km), the magnetic
field B ~ 100 y (100 nT) so that a measured 3 m displacement at the satellite would yield
E ~1 mV/m. The gyroradius is about 1 km, so that the electrons spend most of their flight time
away from the satellite and its disturbed surroundings.

4.3 Magnetic Field Aligned Electric Fields
4.3.1 Collisionless Thermoelectric Effect

The average force that a charge carrier experiences from a turbulent time-varying wave field will
be different for particles of different energy. In a collision-dominated plasma the friction force
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decreases rapidly with energy. This is the ordinary thermoelectric effect, which is capable of
supporting a dc electric potential between plasmas of different temperatures without requiring a
netelectric current. In the classical case we can write the magnetic-field-aligned component of the
electric field

k a2 d 1+ 7,
El='—T¢“/ZE("eTe+“/3

n.e (4.10)
where 711 is the thermal diffusion coefficient, which has the value 1.4 for singly charged particles
in a fully ionized plasma, and d/ds is the derivative along the magnetic field. The thermoelectric
field vanishes only if the density 7, and temperature T, vary in a manner that keeps n,T, : il
constant.

4.3.2 Magnetic Mirror Effect

Parallel electric fields supported by the magnetic-mirror force were proposed by Alfvén and
Filthammar (1963) with application to magnetically trapped particles in the absence of net cur-
rents. Subsequently, the existence of this mechanism in laboratory plasmas was verified by Geller
etal. (1974).

In the case of currents flowing out of the ionosphere, the effect of the magnetic-mirror force
becomes particularly pronounced, because the downward flow of current-carrying electrons is
inhibited except for those in the loss cone (Figure 4.6).

SOURCE PLASMA
B

4=0

o

n T
e e

Figure 4.6. The magnetic mirror force restricts the motion of the charge carriers and makes a certain voltage
¢ necessary in order to carry a given current density j, through the throat of the mirror.



4. Electric Fields in Cosmic Plasma 145

Tooutline the basic physical characteristics of mirror-supported parallel fields due toupward
Birkeland currents, we note that the electron current density j, at ionospheric altitude is related to
the total field-aligned potential drop ¢, by the relation [Knight 1973, Lemaire and Schere 1974]

j1=en AT Bi ( ﬂ’ex __en
NN ey Bon P\T(B7B,,-1) @.11)

where T and n are the electron temperature and density of the magnetospheric source plasma, B,
is the ionospheric magnetic field strength, and B,, is the magnetic field strength at the top of the
potential vanation along field lines. This result will apply provided the electron loss cone in the
source plasma is always replenished, otherwise the current can be choked to arbitrarily low values,
approaching the idealized case described by Alfvén and Falthammar. Lemaire and Scherer (1983)
have extended Eq.(4.11) to account for both cold and warm electrons as well as ions.

Among the features of Eq.(4.11) is a wide range of voltages for which there is a linear
relationship between voltage and current density. Itis to be noted that current densities commonly
observed above the auroras require potential drops of several kilovolts. Comparisons of the energy
flux derived for magnetic-mirror-supported parallel fields to the measured energy flux fromrocket
flights are in excellent agreement [Lundin and Sandahl 1978].

4.3.3 Electrostatic Shocks

Electrostatic shocks are nonlinear solutions of the coupled time-independent Poisson—Vlasov
equations [Eqgs.(1.3) and (2.1), in the absence of collisions]. They are characterized by an elec-
trostatic potential jump supported by space charges of electrons and ions in the shock region.

Electrostatic shocks in the magnetosphere are limited regions of strong (several hundred
mV/m) transverse electric fields (Figure 4.7).

In earth’s magnetosphere electrostatic shocks are reasonably uniformly distributed in local
time, with a slight preference for the cusp, and scarcity in the post-midnight (0-6 h) region.
Electrostatic shocks have been seen as far out as about 7 R_. Large shocks occur preferentially
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Figure 4.7. Peak electric field strengths in electrostatic shocks observed with ISEE-1. (Courtesy of C.-G.
Filthammar).
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above 5,000 km and in the 16-22 h local-time region. However, parallel electric fields related to
electrostatic shocks probably extend down below 1,100 km [Mozer 1980]. Upward pointing
parallel electric fields of the order of 100 mV/m and extent of 2 km have been measured at an
altitude of 7,950 km.

4.3.4 Electric Double Layers

The electric double layer is a thin (tens of Debye lengths) space-charge structure sometimes
observedin laboratory experiments of current-carrying plasmas. Between the two sheaths of equal
but opposite charges that constitute the double layer there is a strong electric field, but not in the
plasma outside it.

The characteristics of the classical double layer are such that for space plasmas electric field
strengths as large as 1 V/m are possible. However, this field should have a very narrow altitude
range of the order of 100 m, and should therefore be very hard to detect. Instead of a single strong
double layer, satellite measarements and numerical simulations reveal the existence of numerous
weak double layers, whose total contributioncan lead tosignificant energy gains by the accelerated
particles. For example, S3-3 and Viking satellite data indicate that field-aligned potential drops
are made up of hundreds or thousands of weak double layers.

Although both wave and dc electric fields can accelerate particles, only a dc field, such as
that found in double layers, can accelerate electrons and ions in the opposite directions to about
the same energy. Because this mechanism is observed in space, laboratory, and simulation plasmas,
in association with strong electric fields, the topic of double layers is covered in detail in
Chapter 5.

4.4 Magnetospheric Electric Fields
4.4.1 The Plasmasphere

The plasmasphere is populated by acollision-dominated plasma for which the generalized Ohm’s
law (Section2.4.1)canbeexpected tohold. Itis therefore, electrodynamically, the least complicated
partof the magnetosphere. At least in the inner parts of this region one would expect a corotational
electric field simply mapped from the corresponding areas of the ionosphere. The measarements
with GEOS-1 and 2 and ISEE-1 have confirmed this but have also shown interesting deviations.
Thus, the average quiet-time electric fields largely agree with what has been expected from
Whistler results and theoretical considerations. However, the instantaneous electric field is highly
variable and shows considerable deviations fromsimple corotation. Anexampleof the plasmaspheric
electric field is shown in Figure 4.8. Inside 3.3 Earth radii there is a very good agreement with the
expected corotational electric field, but further out considerable deviation from corotation are
found.

During disturbed conditions, large deviations from corotation are observed near the
plasmapause (Figure 4.9). Just inside the dusk side of the plasmapause, electric fields many times
stronger than the corotational field, and oppositely directed, have been observed with GEOS-2.
During a substorm very strong electric fields were recorded adjacent to and just outside the
plasmapause. The field strength projected to the ionospheric level exceeded 100 mV/m, and the
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Figure 4.8. Magnitude and direction of GEOS-1 spin plane component of the electric field for an inbound pass
through the plasmasphere. Curve 1 is a model field representing perfect corotation. Curve 2 is model field
without any corotation. (Courtesy of C.-G. Fglthammar).

event was accompanied by significant penetration of the convection electric field inside the
plasmapause.

4.4.2 The Plasmasheet

Unlike a largely homogeneous and steady dawn-to-dusk electric field, the actual electric field in
the plasmasheet has proved to be extremely variable, not only in time but also in space. During
geomagnetically quiet times the electric field is too weak to be measured with the double probes
flown so far (i.e., less than a few tenths of millivolts per meter). Finite small values (0.1-0.3 mV/
m) have, however, been measured with the electron beam technique of the GEOS spacecraft.

Duringthe substorm active phase, the electric fields are both strong and variable. As induction
electric fields are important during times of extreme variability, there does not even exist an
electric potential on the global scale. An example of electric fields measared in the plasmasheet
is given in Figure 4.10. Field strengths up to several tens of mV/m have been recorded near the
plasmasheet boundary.

Two-point measarements of the electric field components taken by GEOS 2 and ISEE-1
show a time delay between observed pulses (Figure 4.11). The direction of propagation was
usually toward the earth with a velocity of the order of the average Alfvén velocity.
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Figure 4.9. (a) The probe localions and universal limes. (b) Comparisons of E and E during disturbed con-
ditions observed by GEOS—1 and ISEE~1. (Courtesy of C.-G. Filthammar).

Occasionally, strong electric fields associated with “electrostatic shocks" were seen by
ISEE. Figure 4.7 illustrates the peak electric field recorded versus earth radii. As shown, these
fields are of the order of a few hundreds of mV/m and extend from 2.5 to 7.5 R,
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Figure 4.10. The field E measured in the plasmasheet during a substorm active phase. (Courtesy of C.-G.
Falthammar).

4.4.3 The Neutral Sheet

At quiet times, the electric field strength in the neutral sheet is typically less than 0.5 mV/m. At
active times, the field can reach 6 mV/m (Figure 4.12).

4.4.4 The Magnetotail

Double probe measurements in the central tail lobes have proven unsatisfactory because of low
plasma densities. However, in other regions of the tail, measurements have been possible. In-
formation about the electric field have also been drawn from plasma flow detected through
anisotropies in measured particle fluxes. One result of the latter kind, is the occurrence of velocity
fields with a nonvanishing vorticity (Figure 4.13).

4.4.5 The Magnetopause

Electric fields in the magnetopause ure characterized by violent fluctuations with field strengths
ashighas 10mV/m. The surprisingly large amplitudes of these fluctuations probably overshadow
any dc field that were expected from early models of the magnetopause. Also, the fluctuations ure
probably important for the penetration of plasma into the magnetosphere, as suggested by several
investigators.

4.4.6 The Auroral Acceleration Region

Probably the most interesting electric field observations of all ure those made in the auroral
acceleration region (Figure 4.14). The first electric field measurements in this region were made
with the S3-3 satellite. It led to two major discoveries: “electrostatic shocks” and multiple electric
double layers.

Electrostatic shocks with field amplitudes of hundreds of mV/m were measured by S3-3 in
the altitude range up to the S3-3 apogee of 8,000 kin. Other measurements were made by ISEE—
1 and by Viking, which extended the measurement of electric fieldsup to 13,527 kin. Anexample
of the electrostatic shock type observed with Viking is shown in Figure 4.15.
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Figure 4.11. Two-point measurements of electric field pulse by ISEE-1 and GEOS-1. (Courtesy of C.-G.
Falthammar).

A typical feature of the Viking electric field data is the prevalence of extremely strong and
irregular electric fields above the auroral oval. The occurrence of such electric fields is correlated
with regions of electron precipitation. The transition from quiet, several mV/m electric fields at
subauroral latitudes to the hundreds of mV/m auroral type oval fields has been found to be very

sharp.
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Figure 4.12. (a) Dawn-to-dusk component of the electric field and (b) sunward magnetic field in the neutral
sheet. A quiet condition crossing at 16.30 UT with unobservably small electric fields is followed by a disturbed
condition crossing in the 20.00 to 21.30 time interval with large and irregular electric fields. (Courtesy of C.-

G. Filthammar).
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Figure 4.13. The occurrence of velocity fields with a nonvanishing vorticity is shown in this graph taken in the
magnetotail. (Courtesy of C.-G. Filthammar).
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Figure 4.14. Schematic representation of electric equipotentials in the auroral acceleration region.
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Figure 4.15. Close-up of an electrostatic shock observed with the Viking satellite. The structure of the double
electric field spike is shown with enough time resolution to show fine detail. Electric fields with a strength of
150 mV/m are directed inward from both sides. (Courtesy of C.-G. Filthammar).
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Figure 4.16. Comparison of “instantaneous” global ionospheric potential as calculated with Marklund—
Blomberg model and the in situ electric field measurements at the Viking spacecraft. For convenience of
comparison, the Viking electric field, projected down to the ionosphere, is rep dby E x B vectors, which
should be tangential to the equipotentials. The equipotentials are given in steps of 5 kV. (Courtesy of C.-G.
Filthammar).

4.4.7 Global Distributions of Auroral Electric Fields

In situmeasurements in the magnetosphere have, by necessity, a limited time and space coverage.
Measurements ure taken along satellite orbits that ure traversed at intervals of more than an hour
for low orbits, and many hours for high orbits. However by combining (1) in situ measurements
with (2) remote-sensing information such as the Viking UV pictures of the whole auroral oval,
as well as (3) ground-based data relevant to these measurements, and (4) aquantitative mathemati-
cal model of the electrodynamics of the auroral ionosphere, rather detailed information can be
obtained of the “instantaneous” distribution of auroral electric fields and currents.

Figure 4.16 shows an example of the “instantaneous” global electric potential in the iono-
sphere as calculated from the Marklund-Blomberg model and the electric field measured in situ
with Viking and projected down to the ionosphere.'

The instantaneous global electric potential pattern calculated by Marklund and Blomberg
shows, as it should, a general but not detailed agreement with average patterns calculated for the
same geophysical conditions. An example is shown in Figure 4.17. The calculated pattern has also
been projected to the equatorial plane and compured to the average plasmapause. The instanta-
neous demarcation line between open and closed equipotentials of the instantaneous potential
distribution shows, as it should, a general butnot detailed agreement with the average plasmapause.
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Figure 4.17. Comparison between instantaneous and average potential distributions. (a) Instantaneous iono-
spheric electric potential pattem calculated with the Marklund-Blomberg model. (b) Average potential pattern
according to Heppner and Maynard (1987) for the same conditions. (¢) The same pattern projected to the
equatorial plane. Also shown, for comparison, is the average plasmapause (heavy line) as deduced from the
Whistler data [Carpenter 1966). (Courtesy of C.-G. Filthammar).

4.5 Outstanding Questions

The earth’s magnetosphere still poses a number of unsolved problems that involve electric fields
in a fundamental way. The way in which plasma enters the magnetosphere, both from the solar
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Figure 4.18. A schematic illustration of how a subsurface layer of charged particles forms when a dielectric
material is exposed to energetic particles. In general, ions do not penetrate significantly below the surface, but
electrons can penetrate to depths ranging from a few micrometers to a few millimeters, depending on their
energy and the type of target material. When the electric field that develops between the surface and subsurface
layers reaches a critical breakdown value, a surface discharge will occur.

wind and from the ionosphere, is still far from fully understood. More direct measurements are
needed to solve the problem of plasma entry.

The earth’s ownionosphere is an important source of magnetospheric plasma. The expulsion
of ionospheric plasma is the result of complex interactions between the ionosphere and the
magnetosphere. In these interactions, electric fields, including magnetic field-aligned electric
fields, seem to play an important role.

The auroral acceleration region still holds a number of unanswered questions. They
concern, for example, the existence, distribution, and other properties of field-aligned electric
fields, and their role in auroral acceleration. These are questions that are also relevant to the
understanding of cosmical plasmas in general, which are known to have a remarkable capability
of energizing charged particles.
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4.6 Phenomena Associated with Electric Fields
4.6.1 Surface Discharges

Surface discharges are produced by large electric fields that develop between the surface and
subsurface layers in dielectric materials as a consequence of energetic charged-particle deposi-
tion. For example, when spacecraft dielectrics are exposed to bursts of kiloelectronvolt particles
during magnetic substorms, the particles penetrate a few micrometers to a few millimeters,
building up field strengths which may be of the order of hundreds of kilovolts per centimeter. A
schematic representation of this process is shown in Figure 4.18.

If the material is a conductor or a semiconductor, aconduction current will flow in response
to the charge deposition and will effectively neutralize the field. If the material is an insulator, the
space charge will build up at a rate faster than the local relaxation time, and the associated electric
field will increase. When the field reaches a critical value that depends on the material, surface
smoothness, and porosity, a surface discharge will occur. This is a problem that often occurs in
laboratory pulsed-power and, in fact, is the limiting constraint on how much power can flow in
laboratory transmission lines. Figure 4.19 illustrates the *“Lichtenstein figures” recorded just
below the surface of an acrylic transmission line spacer. Voltage breakdown at dielectric interfaces
nearly always results in the formation of these dendrite-type streamers.

Surface discharges will also occur on natural dielectrics in the solar system when these
surfaces are exposed to large fluxes of energetic particles. This condition can be found, for
example, where magnetospheric currents interact with the surfaces of the giant planets and their
satellites.

4.6.2 Plasma Gun Arc Discharges

The plasma gun or dense plasma focus is one of the most “physics-rich” devices in plasma science.
Characteristically, it is one of the least understood. The annihilation of magnetized plasma in a
pinch results in the collective acceleration of ions to very high energies and the prodigious
production of neutrons. In the late 1950s and early 1960s this device saw application in explaining
the origin of the planets and satellites [Alfvén 1960, Alfvén and Wilcox 1962]. Today, the dense
plasma focus forms one of the most promising altematives (to Tokamaks) in magnetic fusion
[Gratton et al. 1990].

The plasma gun or plasmafocus [Alfvén 1958, Lindberg 1960, Lindberg and Jacobsen 1961,
Filippov 1962, Alfvén and Filthammar 1963, Mather 1971, Bostick 1975, Alfvén 1981] is a
plasma discharge consisting of a short but finite Z pinch (Section 6.6.1) which forms near or at
the end of a coaxial plasma discharge. In the laboratory, the coaxial discharge is formed by
switching a charged capacitor bank between a center electrode and an outer conducting tube
electrode (Figure 4.20). The discharge is manifested by a current sheath, called a penumbra, that
forms between the inner and outer electrodes when the inner electrode is at a positive potential (i.e.,
an anode) and the outer electrode is at ground (i.e., a cathode). The current sheath is equally-well
defined whether the inner electrode is at a positive or negative potential but ion and neutron
production at the focus are observed only when the inner electrode is an anode. Part of the stored
magnetic energy in the tube and extemal circuit is rapidly converted to plasma energy during the
current sheath’s collapse toward the axis. The current flow convergence is largely due to the self-
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Figure 4.19. Lichtenstein figures recorded on the surface of an acrylic insulator used in a terawatt pulsed-power
generator.
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Figure 4.20. Typical plasma gun apparatus. A capacitor bank is discharged through two coaxial electrodes
forming aplasma current sheath between innerand outer electrodes. The jxB force accelerates the sheath outward
to the ends of the electrodes where the inner sheath radius is forced inwards forming a columnar pinch or “focus™
on axis. Also depicted on the diagram is the “‘penumbra*, the long-lived state of the current sheath at the muzzle
of the plasma gun. (Courtesy of W. H. Bostick).



4. Electric Fields in Cosmic Plasma 159

constricting nature of the current filament, whereas the heating and compression from the r,z
implosion on the axis are due both to the magnetic forces of the current-carrying plasma filament
and to inertial forces. Partial conversion of the kinetic energy of the imploding axisymmetric
current to internal heat energy may occur during the implosive phase owing to self-collision.

Development of the plasma current leading to the formation of a plasma focus at the center
electrode terminus can be conveniently subdivided into three main phases. First is the initial gas
breakdown and the formation of aparabolic current front. Second is the hydromagnetic acceleration
of a current sheath toward the open end. Third is the rapid collapse of the azimuthally symmetric
current sheath toward the axis to form the plasma focus.

Breakdown Phase. The breakdownhas aradial, striated light pattern with adefinite multifilamentary
structure (Figure 4.21). This structure, except for its obvious radial striation, appears cylindrically
symmetric (Figures 4.20 and 4.22). As the current increases, the terminus of this visible pattem
moves radially outward until it reaches the outer electrode. The current front motion is best
described as an unpinch or inverse process [i.e., the (j<B), body force is exerted outward between
the center electrode surface and the plasma current sheath]. During this inverse phase, the sheath
remains stable because of the stability of the inverse pinch process (the B, lines are convex).

The filamentary structures within the focus, rather than blending together, form a finite
namber of intense radial spokes (“spider legs”). These spokes appear to retain their identity
throughout the acceleration phase and finally coalesce or focus on the axis beyond the end of the
center electrode, forming a thin circular annulus (Figure 4.21).

Acceleration Phase. The current sheath across the annulus Ar is not planar, but canted backward
from the anode to the cathode owing to the radial dependence of the magnetic pressure gradient.
The total acceleration force jxB acting perpendicular to the current boundary leads to radial and
axial motion. The (j<B), radial component is outward and forces the current sheath to be annular
at the outer electrode. The axial force (j<B), varies as r = across the annulus and leads to higher
sheath velocities near the surface of the center electrode. In the laboratory, fast image converter
photographs distinctly show a parabolic current front. Owing to the parabolic current boundary,
plasma flows centrifugally outward from anode to cathode along the current boundary as the
acceleration continues. Plasma s seen to progress radially outward and beyond the outer electrode
diameter as the current front accelerates downstream.

The overall time for plasma sheath acceleration to the end of the center electrode is related
to the discharge potential across the annulus and the mass density of the background gas. For the
case in which the current sheath pushes the gas ahead of the sheath, the sheath velocity is

E2 1/4

Ho Pmo

Vg =

4.12)

where E and p m0 are the discharge field strength and initial mass density, respectively.

Collapse Phase. The third phase encompasses the rapid convergence of the axisymmetric current
sheath to the axis and the conversion of stored magnetic energy to plasmaenergy in the focus. The
r,zconvergence is due to the jB pinch force. With this configuration, there is noequilibriam along
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Figure 4.21. End-on recording of the plasma gun penumbra (courtesy of W. H. Bostick).

the axis; hence the plasma may readily escape axially in either direction. By the very nature of the
convergence, much of the gas that the sheath encounters during collapse is ejected downstream
and lost. The gas trapped in the focus is estimated as ~10% of that originally present.

The pinch effect is perhaps the most efficient way of heating and compressing a plasma. As
the pinch induced implosion velocity of the current boundary imparts the same velocity to both
ions and electrons, and because of the ion-electron mass difference, most of the energy appears
as kinetic energy of the ions. In pinch devices, the ions are preferentially heated.

Dynamic Behavior of the Current Sheath. The dynamic behavior of the plasma current sheath
can be analyzed using the measured time dependent values of the voltage ¢yt) across the electrodes,
the tube current /(t), and the sheath resistance R(?).
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Figure 4.22. Side-on image converter photographs of the plasma penumbra. (a) Before columnar collapse or
pinch. (b) and (c) During pinch or “focus”.

The circuit equation representing the voltage across the electrodes ab in the equivalent
electrical circuit (Figure 4.23) is

o(=(d/d)[Lp® IO+ Rp () (4.13)

The part of the circuitto the left of ab in Figure 4.23 represents the electrical discharge and external
circuit resistance R, and external parasitic inductance L, . The circuit to the right of ab represents
the discharge inductance L,(t) and resistance RD( t).

Using Eq.(4.13), the following quantities are calculated.

L
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Figure 4.23. Equivalent electrical circuit of the plasma gun discharge. The subscripts e and D denote external
and discharge circuit elements, respectively.
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(1) Discharge inductance:

,

t
L(r)=f [ -T1@R ®)dt/10)

4.19)
(2) Magnetic energy storage Eq.(3.39):
W ()= (Le+Lo)I? @.15)
(3) Mechanical energy of the sheath:
.
W (t)=l] Lol
2] (4.16)
where d/dt(L p) = Lp is obtained from Eq.(4.13); and
(4) Pinch voltage during collapse:
¢ =Lpl+IRp 4.17)

The instantaneous mass of the plasma sheath can be estimated using the momentum equation
Eq.(2.13) pm OV /0t =j X B,

te
=[10-7 2 i -1
mg (1) {10 ]o 1 ln(ro/r.)dt}v (4.18)

where v=v is the sheath velocity and r, / r; the ratio of the outer to inner electrode radii. The upper
integration limit ¢_is the time to inner penumbra plasma collapse or pinch on axis.

Example 4.1 Electric arcs on the Jovian satellite Io. The satellite Io was observed by the
spacecraft Voyager 1 and Voyager 2 to be covered with volcanoes [Morabite 1979, Smith 1979,
Strom 1979, Strom and Schneider 1982]. Nine active volcanoes were observed during the Voyager
1 encounter, eight of which were still active during the Voyager 2 flyby four months later. Detailed
pictures of the plumes from one of these volcanoes were rather striking in that the plume material
was ejected in a well-defined cone whose geometry showed converging (rather than diverging)
matter at large lateral distances from the vent, and the plume material was concentrated into
striations. Thus, we have a volcanic vent with exit velocities of about 0.5 km/sec, but with the
volcanic effluent concentrated into a cone with a half angle initially less than about 25° to the vent
axis. Furthermore, the material in the cone tends to concentrate into filuments that terminate on
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Figure 4.24. The Jupiter-Io system (north pole view). The rotational period of Jupiter is approximately 9"50™.
The orbital (synchronous) period of Io is 1.770 days. The relative velocity of the plasma torus flowing past Io
is 57 km/sec. Io’s radius of orbit is 4.22 x 10° km. (Diagram is not to scale).

a narrow, well-defined, concentric annulus [Strom and Schneider 1982]. The possibility that
details of the volcanic discharge are a manifestation of a plasma arc at the volcanic vent were
initially suggested by Gold (1979).

The dominant electric field in the Jovian magnetosphere is one that is associated with the
corotional motion of plasma. This is given by E = — (Ao) X R) xB =-Av xB,whereRis
the position vector from the center of Jupiter and @ is the angular velocity vector of Jupiter’s
rotation. The electric field is directed outwards where A® = @ — @’ is the difference between
@ and the angular velocity ®’ of Io’s motion.

Plasma in Jupiter’s magnetosphere injected from Io (the Io plasma torus) flows past Io with
a speed of about 57 km/sec. The magnetic field from Jupiter at Io is 1900 nT. The vxB voltage
induced across Io (3,630 km) is therefore 400 kV, and approximately 10° A was observed to be
flowing out of the satellite [Acuna et al. 1981, Southwood et al. 1980]. It would seem plausible
that the current would tend to concentrate in the volcanic plumes, which would give the current
easy access to the highly conducting molten interior of Io. We would suppose that the crust,
consisting of sulfur and frozen sulfur dioxide, would be a relatively poor conductor, thus directing
the current to the volcanic vents. If we assume the available power (~0.4 TW) is equally divided
between the four largest volcanic plumes, we have ~10'! watts of continuous power available for
each volcanic plasma arc. This is roughly equal to the kinetic energy flux of material issuing from
a volcanic vent. A small fraction of this power can account for the faint auroral glow reported by
Cook et. al. (1981).

Figure 4.24 illustrates the basic geometry at hand. Viewed from the north Jovian and Ionian
poles, Jupiter’s dipole magnetic field is into the plane of the figure while the plasma flow within
the torus is counterclockwise toward Io. With this orientation, the electric field is directed from
Jupiter to Jo. Volcanic activity on Io generally occurs within an equatorial band of +30° latitude.
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Figure 4.25. Voyager 1 oblique views of Prometheus’s plume. The left-hand image was taken 2.3 hours before
the right-hand image.

Figures 4.25 and 4.26 are photographs of the particularly well-developed volcanic plume
Prometheus (latitude—2.9°, longitude 153°) taken at two different aspect angles by Voyager 1. The
height and width of this plume is 77 km and 272 km, respectively [Strom and Schneider 1982]
while the vent velocity of the gaseous material ejected is 0.49 km/sec. The current flow is outward
from Prometheus (i.e., the vent of Prometheus is an anode). To relate these pictures to the plasma-
arc process, we must explicitly assume that the fine particulate matter that makes the volcanic
plumes visibleis entrained by the plasma. Thus, as the plasmamoves to form filaments, we assume
that the plasma carries with it the small solid particles.

While an exact calculation of the breakdown field associated with a volcanic arc discharge
requires precise knowledge about the region where the breakdown occurs?, an estimate can be
made in the following way [Peratt and Dessler 1988]. For a sufficiently large separation between
anode and cathode electrodes, the breakdown field strength in air, nitrogen, freon, and sulfur
hexafluoride is [Miller 1982],

Ep,(MV/m)=2.64p F-1 4.19)

where p is the pressure of the ambient gas in atmospheres and F represents a field enhancement
factor of order unity that depends on the shapes of the anode and cathode. Applying Eq.(4.19) to
S0,, the most common gas on Io, while setting F=1 and taking an ambient pressure of the gas near
the vapor-liquid transition (the triple point for SO, is 0.0163 atmospheres), yields E, =0.04 MV/
m(0.4kV/cm). This value is to be compared to the breakdown field strength for lightning on earth
[0.44 MV/m (4.4 kV/cm)].

Substituting E=0.04 MV/m and pmo = 2 gm cm~3 into Eq.(4.12), we obtain a parabolic
sheath velocity of v =0.893 kmy/sec, close to that observed for Prometheus (0.49 kmy/s). Itis at this
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Figure 4.26. Horizon view of Prometheus’s plume.

velocity that gas and plasma are pushed into Io’s upper atmosphere by means of the arc discharge
mechanism. The volcanos effluent is concentrated into a penumbra whose morphology differs
from those of ballistic or shock models in two ways. The first is the radial striations resulting from
the electromagnetic pinch and accretion of matter into filaments (Figures 4.21 and 4.25). The
second is the termination of the penumbra on a narrow cathode annulus (Figures 4.22 and 4.26).

4.6.3 Marklund Convection and Separation of Elements

Whenanelectric field is present in a plasma and has acomponent perpendicular to amagnetic field,
radial inward convection of the charged particles is possible. This situation is depicted in Figure
4.27. Under the influence of the E x B force, both the electrons and ions drift with the velocity

v=(ExB)/B? (4.20)

so that the plasma as a whole moves radially inward. This mechanism provides a very efficient
convection process for the accumulation of matter from plasma. The material should form as a
filamentary structure about the twisted magnetic flux tubes, the lines of which are commonly
referred to as “magnetic ropes” because of their qualitative pattern (Figure 4.28). Magnetic ropes
should tend to coincide with material filaments that have a higher density than the surroundings
(this is also the case for the filaments in the current sheath of the plasma focus). The cosmic
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Figure 4.27. When the pressure is negligible the plasma acquires a drift velocity v such that the electric field
in the moving plasma is parallel to B. Therefore, current flows only along the magnetic lines of force.
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Figure 4.28. A “magnetic rope” with magnetic field lines shown at three different radii.

magnetic flux tubes are not directly observable themselves, but the associated filaments of con-
densed matter can be observed by the radiation they emit and absorb.
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Figure 4.29. Plasma density profile as a function of radius sketched qualitatively for three cases: No
recombination, recombination with T = constant, and recombination with a lower central temperature.

When a plasma is only partially ionized, the electromagnetic forces act on the non-ionized
components only indirectly through the viscosity between the ionized and non-ionized constitu-
ents. From Eq.(4.20), the inward drift of matter is at a velocity | v | =E, /B o Hence, at a large
radial distance r, the rate of accumulation of matter, per unit length, into a filament is

E
‘Z—M 270V o = (2701 p e

r tol, 4.21)

If the electric field is antiparallel to the current, the drift is outwards.

Marklund (1979) found a stationary state when the inward convection of ions and electrons
toward the axis of a filament was matched by recombination and outward diffusion of the neu-
tralized plasma (Figure 4.29). The equilibrium density of the ionized component normally has a
maximum at the axis. However, because of the following mechanism, hollow cylinders, or
modifications of hollow cylinders of matter, will form about the flux tubes.

Because of the radiated loss of energy, the filaments cool and a temperature gradient is
associated with the plasma. As the radial transport depends on the ionization potential of the
element, elements with the lowest ionization potentials are brought closest to axis. The most
abundant elements of cosmical plasma can be divided into groups of roughly equal ionization
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potentials as follows: He(24eV); H,O,N(13eV); C,S(11eV); and Fe, Si, Mg(8eV) (Table 1.7).
These elements can be expected to form hollow cylinders whose radii increase with ionization
potential. Helium will make up the most widely distributed outer layer; hydrogen; oxygen, and
nitrogen should form the middle layers, while iron, silicon, and magnesium will make up the inner
layers. Interlap between the layers can be expected and, for the case of galaxies, the metal-to-
hydrogen ratio should be maximum near the center and decrease outwardly. Both the convection
process and the luminosity increase with the field ..

For the case of a fully ionized hydrogenic plasma, the ions drift inwards until they reach a
radius where the temperature is well below the ionization potential and the rate of recombination
of the hydrogen plasma is considerable. Because of this “ion pump” action, hydrogenic plasma
will be evacuated from the surroundings and neutral hydrogen will be most heavily deposited in
regions of strong magnetic flux.

Exumples of this convection for galaxies are given in Section 3.11.3. In addition, Mirabel
and Morras (1984) have detected the inflow of neutral hydrogen towards our own galaxy.

4.6.4 Particle Acceleration and Runaway

The equation of motion of an electron in a region of plasma in which there is an extemal electric
field E is [c.f. Eq.(C.1)]

mev=—eE-v.m,v (4.22)

where v, is the electron-electron collision frequency associated with the so-called dynamical
friction from Coulomb scattering [Rose and Clark 1961], given by

V.o e*n,InA
=

2neq m2 3 (4.23)
where

Ao 12n(eok T /e
ndi2 “24)

Considering only the case of electron velocities along the electric field, we may utilize the scalar
form of Eq.(4.22) and write

v=LfE e‘n,vinA
Me  2melm?y? (4.25)

e

Equation (4.25) is the dual of the sum of a uniform field plus the field of a point charge.
To gain some insight into the meaning of Eq.(4.25), consider two electrons, one with initial
velocity v(0) small and the other with initial velocity v(0) large. For the former, if
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e3n, InA !

V(0)<Vcri1 =|: (4.26)

2
2negm,E

the right-hand side of (4.25) is negative and the electron eventually decelerates to a stop. For the
latter, v(0) > v__, and the electron accelerates. Since Eq.(4.23) decreases with the inverse cube of
the velocity, the drag force decreases as the electron accelerates, causing the electron acceleration
to increase still further.

This phenomenon is known as electron runaway. Electrons with an initial velocity above the
threshold velocity gain speed indefinitely (within the limits of relativity), so long as the electric
field is present, and “run away”, while initially slow electrons come to rest.

To determine what portion of an electron population undergoes runaway, we rewrite the
critical velocity Eq.(4.26) in form of the kinetic energy

2
meVm-,___ezne lnA=2.6xlO‘”ne InA eV

2e anel E E 4.27)

We note that the threshold velocity equals the electron thermal velocity v, for a field

E=Ep= e3:e In A =e3nezlnA -
2rmeg meV,Z;.e 2mey kT (4.28)
This field is called the Dreicer field. In terms of the E_, the critical velocity is
Ep\!/2
Verit=Vihe F) 4.29)

so that large fields £ imply low v_, and a large population of runaway electrons.

Example 4.2 Runaway electrons in fusion and cosmic plasmas. Consider a fusion plasma
n=10® m3, E=10 V/m, and In A = 20. Substituting these values into Eq.(4.27) shows that elec-
trons with energies above 5 keV will run away. Consider a cosmic plasman =10° m, E=10 V/
m,and T=3keV. Forthese values, electrons with energies greater than 0.5 micro-electronvolts will
run away. Thus, electrons in cosmic plasmas are readily accelerated to high energies in the
presence of even very small electric fields.

Equation (4.22), and the runaway process, will be modified if a magnetic induction B is present.
However, if E and B are parallel, the runaway condition is not altered. In addition, the body of
electron population which attracts electrons of less than runaway speed is eroded by the escape
of electrons brought up to critical speed. If the electric field persists long enough, all the electrons
will eventually run away in energy.
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4.6.5 Field-Aligned Electric Fields as the Source of Cosmic Rays

Cosmic rays are extraordinarily isotropic on earth, having a degree of anisotropy of about 0.1 for
low energy particles, then decreasing to +5 x 10~ for particles approaching energies of 10° eV.
At one time, it was generally believed that cosmic rays were bomn in the shock waves produced
by supemnovae. However, it is now realized that the degree of anisotropy that would be produced
by such shocks is far larger than that observed.

Example 4.3 The anisotropy of charged particle fluxes from supernovae produced shock
waves. Consider the number of supernovae in our Galaxy capable of subtending a cone of
cosmic ray flux of solid angle(D / R g 4/)* on earth where D ~ 10°-10° pc is the size of the shock
accelerating medium and R, , ~ 10* pc. This number is

Nsn =fsn Tsn (D/Rgal)2

where the frequency of supernovae events is fsn ~ 1/100 yrs, and the duration Ts, ~ 107 ys.
Thus, 10 < N;,< 500 and the degree of anisotropy defined by an=(2N,)"!/2 is large,
0.03<an<0.3,

Colgate (1990) points outs that because of the high anisotropy of any shock wave acceleration
together with the complete lack of any laboratory evidence that shock-wave/charge particle
acceleration actually exists, that field-aligned electric fields are the most plausible mechanism for
producing cosmic rays. This mechanism is addressed in Section 5.6.4.
Notes .
5
! To facilitate cornparison, the Viking electric field is represented by means of the E x B
vectors, which should be tangent to the electric potentials.

2 Comparison of the side-on penumbra morphology (Figures 4.20 and 4.22) to the side-on

plume morphology (Figure 4.26) suggests that the location of the electrical discharge may be well
below the surface of Io.



5. Double Layers in Astrophysics

Double layers were discovered by Irving Langmuir (who called them “double sheathes”) in his
experiments with low-pressure discharges in the 1920s. Subsequently, they were observed by
nearly all the pioneers in experimental plasma physics [Tonks 1937, Schonhuber 1958, Crawford
and Freeston 1963, Babi c et al. 1971]. The double layer consists of two thin and close regions of
opposite charge excess which give rise to a potential drop, and therefore an electric field, across
the layer. H. Alfvén first advocated the existence of double layers in cosmic settings (1958), but
proof of their existence in the earth’s magnetosphere did not come antil potential probes on earth
satellites made in situ measurements two decades later.

5.1 General Description of Double Layers

The basic phenomena ander study in this chapter is illustrated in Figure 5.1. Electrons and ions
counterflow withvelocitiesv wandvn,respectively,orwitharelativedrii‘tvelocityV 0=Veot+Vio.
Because of this coanterflow, an instability or instabilities are set up within the current. The net
result is a reconfiguration of the current carrying charges over a narrow region so as to cause a
potential drop. Because of the potential drop a beam of electrons with instantaneous velocity v,
is accelerated to the right while abeam of ions with instantaneous velocity v, is accelerated to the
left. The phenomenon responsible for this behavior is called a double layer.

The classic double layer (DL) [Langmuir 1929] is therefore an electrostatic structure which
can appear within a current carrying plasma and sustain a significant net potential difference. The
thickness is of the Debye length scale and can be very small compared to the dimensions of the
region in which the DL is embedded. Intemally the DL is not charge neutral and must contain at
leasttwo layers of opposite net charge (hence the term “double layer”) associated with an intemal
electric field.

Four populations of particles are required to produce the space-charge distribution needed
to support the double layer potential. These ure (i) the current-carrying streaming electrons, (ii)
the current-carrying streaming ions, (iii) trapped electrons on the downstream side of the streaming
electrons, and (iv) trapped ions on the downstream side of the streaming ions.

Figure 5.2 is a sketch of the potential profile, the four-particle populations, and their con-
tributions to the space-charge distribution to support the double layer potential. The streaming
electrons and ions ure present because the field-aligned current is an essential ingredient of a
double layer. Due to the acceleration of the streaming particles by the double layer potential, the
density of each streaming particle population decreases on the downstream side. Therefore,
trapped particles must be produced to ensure overall charge neutrality.

Because electrical currents in astrophysical settings ure often aligned along magnetic fields,
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Figure 5.1. (top) Condition for the development of a double layer. (bottom) A double layer.

the internal electric field has a component parallel to the magnetic field. Thus, the DL is a region
where ideal magnetohydrodynamics breaks down. As a whole the DL has no net charge and the
surrounding plasma may be perturbed by extended presheaths matching the conditions at the
edges of the DL to those in the undisturbed plasma.

-
n‘O
>

Figure 5.2. A sketch of the double layer potential ¢, the trapped and streaming ions and electrons, the space

charge due to each of the four populations of particles, and the net space charge required to support the double
layer potential.
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A basic property, which is of particular interest for applications to astrophysics, is that
particles traversing the DL are directly accelerated by the net potential difference, ¢pr . The DL
acts as an electrical load dissipating energy at a rate / §p; (where [ is the total current through the
DL), which is transformed to the directed kinetic energy of accelerated particles. Thus, the DL
exhibits inertial resistance. This should be contrasted with the effect of ohmic or anomalous
resistance, which is to transform electrical energy to thermal or random particle motions. Since
the DL acts as a load, there has to be an external source maintaining the potential difference @pr,
and driving the current/. In the 1aboratory this source is usually an electrical power supply, whereas
in space it may be the magnetic energy stored in an extended current system Eq.(3.36), which
responds to a change in current with an inductive voltage.

The material in this chapter is based primarily on the in-depth reviews of Block (1978),
Carlqvist (1982, 1986), Borovsky (1984), and Raadu (1989).

5.2 The Time-Independent Double Layer
5.2.1 One-Dimensional Model

It is instructional to first consider a one-dimensional, time-independent model of a double layer
with a high potential drop [Carlqvist 1986]. In this model the layer is situated between the cathode
boundary at x = 0 and the anode boundary at x = d (Figure 5.3). The potential is set ¢ = 0 at
x=0and ¢ = @pL atx = d so that the potential drop across the layer is ¢pL. Electrons and ions
are emitted with zero velocity from the cathode boundary and anode boundary, respectively.

The ions and electrons inside the double layer are accelerated in opposite directions along
the magnetic field by the electric field. The ions accelerate towards the cathode while the electrons
accelerate towards the anode. Since the initial velocity of the particles is zero, conservation of
energy dictates the potential energy be balanced by the kinetic energy so that

=0: ¢=¢DL)
d¢/dx=0 d¢/dx=0
Je 1
CATHODE -~ ANODE
BOUNDARY BOUNDARY
—_— -
Ve Vi
x=0 x=d

DOUBLE LAYER

Figure 5.3. Schematic of a one-dimensional double layer model. The DL has the thickness d and sustains a
potential drop @pL. lons and electrons are emitted with zero velocity from the anode boundary and cathode
boundary, respectively, and accelerated in opposite directions by a strong electric field.
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Zed =micyi-1) .1)

for the ions, and

ep=m,c?(Ye-1) 5.2)
for the electrons, where Ze is the ion charge and the Lorentz factors are %; = (1 - ﬂ,-z)_] 2 ,and
re=(1-8."""* for ion apd electron velocities B, and B, [Eq.(8.18)], respectively.

At the potentials ¢ and ¢, B, and 3, are given by
' A1/2
Bi= (¢ +2¢;¢ )
L S k5.4 N
! 53
oi+¢ (53)
and
2 1/2
g, =07+2000)
=
[ 5.4

where ¢, = m,c 2/e = 511 kV is therestmass energy of electrons, ¢; = m; c 2/Z e = 0.939 GV
is the rest mass energy of ions, and ¢ = ¢p; — ¢.
The current densities of the ions and electrons are

ji=Zen;Bic
and
Je=—en,Bec

respectively. Combining Eqs.(5.1) and (5.2) with Eqs.(5.3) ard (5.4) and inserting the particle
densities in Poisson’s equation, we find

ﬂ__e(lni—n)
dx? &
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Multiplying both sides of Eq.(5.5) with 2d¢/dx = -2d ¢,/dx and integrating, yields,

d¢\” 2j. V2 2j; V2
(d—x) j 2¢e¢) ] (¢ +2¢,¢) (5.6)

€oC

This equation describes the momentum balance in the layer and may be cast in a more
familiar form

2 2 1
n;Yim;v; +ne7'emeve-§eoE2=C1

The constant of integration C, is obtained by inserting the boundary conditions d@/dx = O for
¢=0and ¢ = ¢p. in Eq.(5.4). This is given by

2je (,2 12 _2ji(,2 12
= e (o v 20000d""* = 2ilgsi 426000 (5.7)

5.2.2 Ratio of the Current Densities

From Eq.(5.7) the ratio of the ion current density to the electron current density is

: 2
Ji_[¢pL+2¢ v
Je

PpL+2¢i (58

For the nonrelativistic double layer ¢pr. << ¢. < ¢; and Eq.(5.8) reduces to [Carlqvist 1982]

{i:zl/Z(ﬂl/z
PRk (59)

Equation (5.9)isreferredto asthe Langmuir condition. Forre]alivisticdoui:‘.elayets(%l, >> 62 ¢e),
and Eq.(5.8) reduces to

'ﬁzl—i g 1

- +—=
le oo ¢pL (5.10)
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5.2.3 The Potential Drop

We can integrate Eq.(5.6) to find the potential drop of the double layer as a function of the total
currentdensity/ = ji + je andthe thicknessof thelayerd. Fornonrelativisticdoublelayers, Langmuir
(1929) found by numerical integration

e L I a1

Here C, is a constant having the value 1.865 [Raadu 1982].
For relativistic double layers a direct integration of Eq.(5.6) yields

1/2
2)

¢DL=(4eoc’d .12)
The potential drop of both the nonrelativistic and relativistic double layers depend on the product
jd? . Note also that the relativistic double layer is strongly influenced by the mass-to-charge ratio
of the ions. In Figure 5.4 the double layer potential ¢p;. has been plotted as a function of jd 2 for
double layers carrying electrons and two kinds of ions (H*, Fe*). Included in the figure is also a
layer which, instead of ions, carries positively charged dust grains (Appendix C). The mass and
charge chosen for the grains are m = 10 kg and Z e = 10, respectively, being constant with
aradiusr =1.4x10° m, adensity of p = 10° kg m?, and a potential ¢,= 10V of the grains.

5.2.4 Structure of the Double Layer

The charge distributions in the relativistic double layer are illustrated in Figure 5.5. The density
of the positive charges Zn, shows a spike close to the anode surface and is almost constant in the
rest of the double layer. The spike is caused by rapid ion acceleration away from the anode. A
similar variation is found for the electron density n, near the cathode surface. The negative spike
is much thinner than the positive spike because of the smaller mass of the electrons. In order for
charge neutrality to prevail in the layer as a whole, the almost constant charge level of the electrons
must be slightly larger than that of the ions. The charge distribution in the layer consists, ap-
proximately, of a positive surface charge at the anode surface and a small and uniform negative
charge density in the rest of the layer. For a constant current density, the density of the surface
charge remains constant and independent of the thickness of the relativistic layer.

5.2.5 Kinetic Description

Mathematically, double layers are a subset of the Bemnstein-Greene—Kruskal (BGK) solutions
[Ichimaru 1973] of the Poisson—Vlasov equations for constant-profile electrostatic potential
structures, moving ataconstant speed or stationary in a plasma. The BGK solutions include double
layers, electrostatic shocks, ion-acoustic solitons, and nonlinear wave trains of any potential form.
In the moving frame of a constant-profile constant-speed potential structure, the Vlasov equation
[Eq.(2.1) in the absence of collisions] becomes time independent and can be written as
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Figure 5.4. Potential drop ¢p;. (left-hand vertical scale) as a function of j& (lower horizontal scale) shown for
three strong one-dimensional double layers consisting of (1) electrons and protons, (2) electrons and singly
ionized iron ions, and (3) electrons and dust grains of mass mg= 10-% kg and positive charge 10 e. Notice that
the three curves practically coincide in the nonrelativistic regime but differ significantly in the relativistic
regime. The diagram also illustrates the maximum potential drop ¢pLx (right-hand vertical scale) as a function
of the filamentary current /, (upper horizontal scale) for relativistic double layers in a current filament (courtesy
of P. Carlqvist).

vaﬁ_q_sa"’ o =0
9x my;ox ov (5.13)

where the subscript denotes the particle species f, is the distribution fanction. and ¢ is the elec-
trostatic potential. Solutions of the time-independent Vlasov equation, f, can be any function of
the constants of particle motion. In an unmagnetized plasma, a constant of the motion is the total
energy (i.e., the sum of the kinetic and potential energies). Hence a general solution of Eq.(5.13)
can be written as

fo=fs (v + 24, 0/ m,) (5.14)
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Figure 5.5. Schematic diagram illustrating the densities of positive ion charges Zn,, and of negative charges
(electrons) n_ as a function of x for a one-dimensional DL. The resulting charge distribution may roughly be
described as a positive surface charge at the anode boundary x = d, and an equal but negative charge distributed
uniformly in the rest of the DL.

The number densities of the electrons and ions can be calculated from the distribution function
f.. Thus, using Eq.(2.2) in velocity space, Poisson’s equation Eq.(1.3) can be written as [Kan and
Akasofu 1989]

320 e | -
— = e d3V e d3V i
ox? I f l f

= eio [n{d) - ni(d]

= ¥9) (5.15)

where the number densities 7, and 7, are functions of the electrostatic potential ¢, as can be seen
from Eq.(5.14) upon integration over the velocity space. The third equality is just a further
simplification in notation. A standard method for solving the nonlinear differential of the type of
Eq.(5.15) is to treat it as an equation of motion for the fictitious particle in a pseudo potential ¥,
in which “¢” is taken to be the “coordinate” and “x” is taken to be the “time.” The double layer
solution to Eq.(5.15) exists if ¥{¢) has the appropriate form as shown in Figure 5.6. In this case,
the fictitious particle which starts from point A will roll down the potential well ¥and climb back
up to stay at point B. As the fictitious particle moves from A to B in Figure 5.6, the electrostatic
potential ¢ makes a monotonic transition from ¢, to ¢, as required by the double layer. To ensure
that ¢, and ¢, are asymptotic states of the double layer potential, ¥ must be maxima at points A
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Figure 5.6. A sketch of the pseudo potential Y as a function of the double layer potential ¢.

and B. To ensure that the transition from A to B can take place, ¥ must have a minimum between
A and B. Thus, the conditions for the existence of double layer solutions are

M Y<0 forpo<dp<op (5.16)
2 ¥a=0, ¥,=0, ¥3=0, and ¥3=0 (517
3) ¥,<0, and ¥5<0. (5.18)

Double layer solutions are guaranteed if the electron and ion distribution functions are such that
the resulting ¥ satisfies Eqs.(5.16)~«5.18).

5.3 Particle-in-Cell Simulation of Double Layers

By their very nature, double layers are nonuniform in density and produce particle beams with
non-Maxwellian velocity distributions. Moreover, the formationof doublelayersis atime-dependent
problem. For these reasons, the evolution of double layers is often studied by numerical simula-
tion.

Numerical simulation has certain advantages over laboratory experiment and space-satellite
observation. Numerical diagnostics do not perturb the system. Additionally, the orbits of the
particles and their phase-space densities, easily obtained from simulations, are nearly impossible
to obtain from real plasmas, and instantaneous multi-point measurements are impractical in space
plasmas and strongly perturbing in the laboratory. Moreover, the electrons and ions can be
delineated in a simulation and help to unfold the physical mechanisms at work. This is impossible
in real plasmas.

The basic problems of double layers that simulations hope to solve are as follows

(1) What is their geometry and structure and how is this related to the plasma parameters?
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(2) What is their generation mechanism?
(3) What are their stability properties?

Double layers have been simulated by two types of computer programs: particle codes and
Vlasov codes. In particle codes large numbers of particles are moved according to Eqs.(1.1)-(1.5)
(Chapter 8). Vlasov simulations manipulate particle distribution functions f{(x,v) which are re-
solved on a position-velocity grid.

These two methods are equivalent in the limits of infinite nambers of particles, vanishingly
small time-steps, and infinite spatial resolution. Each type of simulation has its advantages:
boundary conditions on the distribution functions being easier to implement with the Vlasov
method and magnetized and multi-dimensional plasmas being easier to analyze with the particle
method. We utilize the particle approach throughout; the Vlasov method is reviewed by Borovsky
(1984).

5.3.1 Simulations of the Two-Stream Instability

Since current-conducting plasma can form double layers once a threshold in current density is
passed, it is of some interest to examine the events leading up to double layers in current flows.
The flow of electrons through ions is subject to the Buneman (two-stream) instability as given by
thelinear treatroent of Section2.7.2. As the formation of adouble layer involves trapped populations
of electrons and ions, an extension of the linear analysis to quasilinear and nonlinear regimes is
necessary.

Some indication that the Buneman instability might lead to double layers is given by the fact
that plasma is unstable to an electron-ion two stream instability if the drift velocity of the electrons
exceeds the electron thermal velocity, V o > 1.3 v, [Buneman 1959], while theory [Block 1972,
Carlqvist 1972] and experiments [Torvén 1975] have shown the threshold for strong double
layers' is Vo > vr..? Additionally, both phenomena are electrostatic in nature.

The nonlinear evolution of the Buneman instability was studied by Hirose, Ishihara, and
Langdon (1982) who employed a one-dimensional PIC simulation model of a force-free plasma
(E,=0). Under the condition V¢ >> v, the Buneman instability can develop with the maximam
growth rate and frequency,

r-E(”’f N l(me 1/3

) 2m," 7 ZmJ @pe (5.19)
—l m,\1/3 1{m.\1/3

w_2(2m,', 1+3 2mi, @pe (5.20)

atresonance k Vo = @, . The Buneman instability is “strong” (i.e., "> @). However, the linear
regime cannot persist more than a few growth periods because of strong nonlinear effects. These
nonlineareffects are (i) the deceleration of the electron beam (anomalous resistivity), (ii) consequent
electron heating, (iii) modification of I and @, and (iv) electron trapping.

There are two time scales of interest in the nonlinear evolution of the Buneman instability.
The first is the time at which the exponential growth e terminates (Figure 5.7). The second is
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Figure 5.7. Time evolution of electric field energy density for an argon plasma obtained by computer
simulation. The system length in the simulation was chosen as one wavelength of the most unstable mode (after
Hirose, Ishihara, and Langdon, 1981).

the time when electron trapping sets in. Figure 5.7 shows that after electron trapping begins, the
electric field energy density oscillates at twice the ion plasma frequency. (The oscillation has the
nature of a standing wave; the electric field and ions exchange energy at this frequency. It is not
acomplete standing wave since neither field nor ion kinetic energy become zero.) This oscillation
is amanifestation of strong ion oscillations at the nonlinear stage of the instability. The role of the
Buneman instability is to create large amplitude ion density perturbations at a wavelength that
corresponds to the most unstable mode.

The following sequence of events lead to electron trapping. When the field energy reaches
a saturation plateau, the electron drift velocity V, approaches zero and then takes on negative
values. When this occurs, the linear assumption of electrons freely streaming through ions is no
longer valid. The electrons begin to reflex in the axial coordinate and rotate in phase space. This
isdepicted by the phase space vortices as shown in Figure 5.8. The phenomena observedresembles
that associated with the Kelvin-Helmholtz fluid instability.

The trapped electrons follow different orbits with different periods due to the nonadiabatic
nature of the trapping. This causes the phase space “‘smearing” seen at later times in the simulation.
The region for which V, = 0 and a substantial number of electrons are reflected backwards is called
avirtual cathode. Hirose et al. did not observe reflexing in ion motion but did note that the kinetic
energy of the ions acquired 10% of the initial electron drift energy.

Borisetal. [1970] studied the two-stream instability when E , # 0. Intheirsimulationacurrent
was driven by imposing a axial electric field in the simulation region. They simulated an electron-
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Figure 5.8. Electron phase space diagram. (a) t=38 @ . (b) =56 @y . () =68 wp.

positron plasma with periodic boundary conditions in both one and two dimensions. The electrons
leaving the simulation region to the right, or the positrons leaving to the left, were re-introduced
at the opposite boundary at the same exit vertical position (2D) and same exit velocity. Since
m; =m,, the growthrate is large Eq. (5.19) and phase space vortices rapidly appear. Because of
the periodic boundary conditions and the axial electric field, collective runaway of some of the
electrons was observed. One of their observations was that electron heating by the two-stream
instability tended to conserve the condition Ve = Vg as the drift velocity increased.

5.3.2 Simulations of Double Layers

Simulations of double layers may involve one or two dimensions in space. The one dimensional
system requires far less central processor time but suffers from excluding transverse particle
motions associated with expansion or contraction, heat loss at surfaces, and a realistic magnetic
field strength (the magnetic field strength may be taken as infinite in a 1D simulation since there
can be no transverse losses). Two dimensional simulations may be run with or without the
presence of a magnetic field.
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To date, almost all PIC simulations of double layers have been electrostatic; again the cost
of running a fully electromagnetic simulation is a major consideration.

InPIC simulation, boundary conditions must be specified for both the fields und the particles.
For field conditions, one may either specify a particular boundary as being metallic (with tangen-
tial electric fields set to zero), wave trunsmitting as in free-space, or un axis of symmetry. Con-
ductors may be placed at or within the boundaries und their potentials fixed or allowed to float with
respect to some reference conductor. The conductors are often made “trunsparent” to act as grids,
sothat particles may accelerate through potential gradients. Sometimes a periodic field or potential
boundary condition is specified. For this case ¢(0) = ¢ (L), where L is the dimension of the system.
Since a double layer has a potential drop, periodic field boundary conditions may only be used
when the double layer is small compared to the system length.

The particle boundary conditions may be reflecting, absorbing, or periodic. If periodic,
V¢,i(0) = V¢ i (L). Much has been learned about the nature of double layers from periodic bound-
ary conditions. However, since the electron und ion bearn velocities are unidirectional, the double
layer cun be simulated only for times shorter thun a particle trunsit time. For this reason, periodic
particle boundary conditions do not allow the full growth of double layers.

In nonperiodic simulations neither the potential or the particle velocity vectors are periodic.
Nonperiodic simulations cun either have a floating or self-adjusting potential, or else have a fixed
potential, across the system. The first case corresponds to a constant current source; the second
case is a constant voltage source. Both are appropriate to study double layers which appear as
elements in un electric circuit.

5.4 Double Layers in Current Filaments

Observations show that electric currents in cosmic plasmas often tend to flow in thin filaents or
sheets. Particularly in filaments, the current density may reach comparatively high values. Hence,
as suggested by laboratory experiments, the conditions for double layer formation in filarnents are
optimal.

A double layer that occurs in a current filament cannot, however, be strictly one-dimensional
but must constitute a two-dimensional or three-dimensional structure. To clarify the physics of
such a layer as studied in 2D simulations, we shall consider the following simple model.

Consider un electric circuit which contains a plasma filarnent. The filarnent has the radius
of cross sectionaund carries acurrent density j,so that the total filamentary currentis/o = 7 a 2jg.
Thelengthscaleofthecircuitis /implying aninductance of theorder L = ¢ ! . Hence, themagnetic
energy Eq.(3.39)

1

_ 21 2
Wg _ELIO ~E,uollo 5.21)

is stored in the circuit.

We now assume that a double layer with the potential drop @py. is formed in the filarnent.
Inside the layer, stored magnetic energy is released as kinetic energy of the particles accelerated
through the layer. The power developed by the layer is
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PpL=IlodpL (5.22)

Hence, we obtain the time constant for the release of the stored energy

: W pollo
B =—=
Por 24, (5.23)

The ions and electrons accelerated in the double layer form beams when leaving the layer (Figure
5.1). These beams exert a pressure upon the plasma surrounding the layer. As a result of this, the
double layer may expand (orexplode). The expansion leads to a growing potential drop across the
layer and even larger beam pressures.

Aslong as the double layer has a thickness d that is small compared with its radial extension
a, the one-dimensional theory is approximately applicable. However, if the thickness grows
larger, a two-dimensional treatment becomes necessary.

In order to get an idea of what the potential drop of the double layer may be in this latter case
we consider a capacitor consisting of two circular plates of radius a separated by the distance d.
The two plates are charged with the constant surface charge densities +0,. and —0,.. When
d << a the potential drop between the plates is

9c=0cd/& (5.24)

(i.e., the same as in a purely one-dimensional geometry). The potential ¢c is then proportional to
the separation d. For larger separation, ¢¢ grows more slowly with d. Finally, when d >> a the
potential drop tends to the constant and maximum value

®cm=0calg (5.25)

Notice that Eq.(5.25) may be formally obtained from the potential drop in the one-dimensional
case by puttingd = a.

The charge distribution in the relativistic double layer is in several respects similar to the
charge distribution in the capacitor considered above. In both cases there is a pronounced charge
separation while the total charge is equal to zero. Furthermore, the positive “surface” charge
density at the anode boundary of the relativistic double layer appears to be independent of the
thickness of the layer, just as the surface charge density of the capacitor is independent of the
separation between the plates. Hence, when the thickness of the double layer dis much larger than
the radius a we should expect the potential drop of the layer to approach the maximum value

(5.26)



S. Double Layers in Astrophysics 185

corresponding to the one-dimensional potential drop given by Eq.(5.12) withd =aandj = . In
terms of the filamentary current /, Eq.(5.26) may be rewritten as

oilo )1/2

Aneoc (5.27)

OpLm =

Thus, the maximum potential drop of the relativistic double layer is a function of the total current
rather than of the current density. In Figure 5.4 ¢p . mis shown as a function of I, in the relativistic
regime.

The potential ¢p L m as described by Eq.(5.27) constitutes the maximum potential drop that
can be sustainedby the double layer. One condition for @p 1. to be approached s, as we have seen
above, that the double layer expands so that its thickness becomes larger than its radius. There is,
however, another condition which depends on the circuit that also has to be fulfilled if ¢p; is to
approach ¢p L m. Due to the fact that the magnetic energy stored in the current filament cannot be
released faster than the Alfvén travel time Eq.(2.22) along the filament, there is an upper limit to
the power that can be supplied by the circuit. For ¢p L mto be reached, this power has to be at least
equal to the maximam power of the double layer Io@p; ,, . This condition seems to be well met in
cosmic circuits.

5.5 Basic Properties of Double Layers
5.5.1 Double Layers as a Surface Phenomena

If an electrical discharge is produced between an anode and a cathode (Figure 5.9), a cathode
sheath forms near the cathode and serves to accelerate electrons that carry a current through the
plasma. This sheath, a “virtual cathode,” is one layer of the double layer. Similarly, a “virtual
anode” is set up near the anode, protecting the plasma from this electrode. Again, a space charge
layer constitutes the border between the double layer and the plasma. The double layers carry
electric currents.

The lateral limitation of the plasma s also produced by double layers, which reduce and slow
the escape of fast electrons and also accelerate ions outwards, so that ambipolar diffusion is
established (no net current). The walls of an enclosing vessel take on a negative charge while a
positive space charge layer forms to act as a border between the double layer and the contained
plasma. If the discharge constricts itself, the walls can be removed (without removing the space
charge), and the net electric current is zero in the lateral double layers.

If the plasma is inhomogenous in chemical composition, density, and electron temperature,
double layers may form to “cellularize” the plasma into regions which are, more or less, ho-
mogeneous. Forexample, Birkeland currents flowing between the ionosphere and magnetosphere
may produce aseries of double layers as the currents flow through regions with different densities.

There are innamerable variations and complications of the cases we have discussed, just as
biological cell walls show innamerable vanations. Another example of this is the formation of a
double layer when the current through a plasma is increased by increasing the applied voltage. The
double layer so formed takes up part of the voltage and thereby “clamps” the current to some
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Figure 5.9. Sheathes and double layers associated with an electric discharge.

threshold value. Hence, the plasma divides itself into two cells, analogous to what a biological cell
does when it gets a large energy input.

The voltage difference A @ over a double layer is usually of the order 5-10 times the equiva-
lent of the temperature & T, /e . However, if there are two independent plasmas produced by two
different sources, the energy may be as high as 100-1,000k T, /e in the double layer produced
between the plasmas.

5.5.2 Noise and Fluctuations in Double Layers

Concomitant with double layers are noise and rapid fluctuations. Lindberg [ 1982] found that noise
(i.e., rapid variations within a broad spectral band) was associated with a broadening of the energy
spectrum of the electrons. The effect of noise is to scatter the electrons in the beam that is produced
withina double layer so that plasma expansion across the confining magnetic field is possible. The
noise scattering mechanism can greatly exceed the scattering due to collisions between electrons.

5.5.3 Exploding Double Layers

Since double layers form in electrical currents, the double layer itself can be considered an element
within the complete electrical circuit. Figure 5.10a depicts a simple series circuit in which acurrent
I flows that contains a generator, motor, resistance, inductance, and a double layer.

If ¢> 0, we have a generator transferring plasma power ¢/ into the circuit; if ¢ <0 we have
a motor transferring circuit energy into kinetic energy of the plasma. The circuit also has a
resistance R which dissipates power IR into heat, and an inductance L in which circuit energy is
stored [Eq.(3.39)].

In most cosmic plasma situations the individual circuit elements must be replaced with
elements that are distributed over cosmic distances. Thus, even the conducting “wire” itself,
connecting the circuit elements, must be replaced by a transmission line representation of the
current-carrying, field-aligned, pinched cosmic plasma filament conductors (Appendix A).

Every circuit that contains an inductance L is intrinsically explosive. The inductive energy
Eq.(3.39) can be tapped at any point of the circuit. Any interruption of the current / results in the
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Figure 5.10. (a) Series circuit containing a voltage source, resistance, inductance, motor, and double layer.
Circuit energy in the “motor” is used to accelerate the plasma. (b) The coordinate system of an oblique double
layer. The angle between the double layer normal and By is denoted as 6 =6p; .
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transfer of the inductively stored energy to the point of interruption. By its nature, this point is most
often a double layer which then releases energy at a rate

P=1¢pL (5.28)

where ¢py is the voltage drop across the double layer. This energy is mainly used for accelerating
charged particles, with a small percent released in the generation of noise. Secondary effects
associated with the particle acceleration include localized heating and radiation.

5.5.4 Oblique Double Layers

In space, double layers are often associated with magnetic fields, and the trajectories of the double
layer electrons and ions are influenced by B. When the double layer field E is not parallel to B,
the magnetized double layer is referred to as an oblique double layer (Figure 5.10b) [Borovosky
1984].

Magnetized double layers usually have scale thicknesses of approximately 204 (where A |
is the Debye length of the hottest species of particles passing through the DL), regardless of their
orientation with respect to B (an exception occurs if E is not precisely perpendicular to B). De-
pending on the properties of the plasma on either side of the DL, the oblique magnetized DL will
drift at velocities up to the ion acoustic speed. Owing to the transfer of momentum from the beam
tothe electrons in the high-potential plasma via two-stream instabilities, the predominant direction
of the DL drift is in the direction of the emitted electron beam. The orientation of fields in Figure
5.10b, when applied to a sheet beam geometry, makes the oblique DL a naturally ocuring analog
of the smooth bore magnetron (Section 1.7.3).

5.6 Examples of Cosmic Double Layers
5.6.1. Double Layers in the Auroral Circuit

The auroral circuit s by far the best known of all cosmic circuits. It is derived from a large number
of measarements in the magnetosphere and in the ionosphere. A simplified schematic of the
picture that has evolved of the auroral circuit is shown in Figure 5.11. Magnetospheric convection
produces an emf ¢, which drives a field aligned current j,. The ionosphere is represented by a
resistance R. DLs form in the plasma region to produce a field-aligned electric field which accel-
erates electrons and ions in opposite directions.

On auroral field lines, the current-carrying electrons and the oppositely streaming ions are
govemed by conditions extemal to the double layer and therefore can be specified fully as bound-
ary conditions for simulations. The trapped ions on auroral field lines are mostly plasma-sheet
thermal ions of keV energy on the low-potential side of the double layer; therefore the distribution
function of the trapped ions can be specified extemally as aboundary condition. On the otherhand,
the trapped electrons on auroral field lines with sufficient energy to penetrate deep into the double
layer are produced mostly by the backscattering of the streaming electrons due to charge-neutral
collisions in the ionosphere on the downstream side of the double layer; or are a combination of
both. The ionospheric electrons of energy less than 1 eV are of no consequence because they are
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Figure 5.11. (top) A model of coupled magnetosphere-ionosphere system. (bottom) Equivalent circuit rep-
resentation (adapted from Sato and Okuda 1981).

unable to contribute to the space charge inside the double layer. Therefore, the trapped electrons
can not be prescribed as a boundary condition.

Since the trapped ions and the streaming electrons and ions on auroral field lines can be
specified as boundary conditions, oné can determine the density of the trapped electrons as a
function of ¢ from Eqs.(5.16)~5.18) for y for the existence of double layer solutions. This result
provides an explicit constraint on the distribution function of the trapped electrons, but still cannot
answer the question on realizability of the solution. To answer this question unambiguously, one
must treat the double layer formation as an initial value problem so that the production of the
trapped electrons can be followed in time. The transition from a localized DL to an extended DL
hasbeen shown to depend predominantly on the energy of the trapped electrons [Kan and Akasofu
1989].

An immediate question that comes to mind is what controls the field-aligned scale length of
a double layer. The boundary conditions on the ionospheric side of the auroral double layer are
uniquely different from the classic double layer. First, theconverging geomagnetic fieldis favorable
for retaining the trapped particles on the ionospheric side. Secondly, the partially ionized iono-
sphere is a source of trapped particles due to the backscattered primary and secondary electrons
produced by the auroral electrons. This is in contrast to the classic double layerin which the trapped
particles can only be produced by instabilities, and with no magnetic mirror to help maintain the
trapped-particle population.

Figure 5.12 shows the double layer simulations results of Yamomoto and Kan (1985). The
field-aligned scale length L, of a double layer varies from (a) localized to about aten Debye lengths
in the absence the backscattered primary electrons and the hot magnetospheric ions, to (b) a
partially extended in the presence of the backscattered primary electrons, and (c) to become fully
extended across the entire simulation domain if both the backscattered primary electrons and the
magnetospheric hot ions are present. Figure 5.12d shows that the fully extended double layer
remains fully extended under the same condition as in Figure 5.12c except that the length of the
simulation domain is double in length. This result clearly indicates that the field aligned scale
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Figure 5.12. Simulation results on the variation of the field-aligned scale length of a double layer. The right
hand potential is fixed at 10.0.

length of a double layer is controlled by the energy of the trapped-particle populations. The scale
length increases as the energy of the trapped-particle population increases.

Oblique DLs (Section 5.5.4) have been suggested as causes of ion conics (beams of ions
whose angular distributions have a minima in the field-aligned direction), and auroral kilometric
radiation [Borovosky 1984, 1988].? Figure 5.13aillustrates the trajectories of various magnetized
initially magnetic field-aligned ions passing through an oblique DL. Inunmagnetized DLs, the ion
motion is along E. As the strength of the magnetic field increases, the ion trajectories become
increasingly aligned along B. In studying ion conics, Borovosky finds a transition between electric
fieldalignment and magnetic fieldalignment in the parameterrange 2. 18 < @c; 7cr < 8.72, where
Tcr is the time required for an ion to be accelerated across the oblique DL.

Simulations of oblique DLs show electromagnetic wave properties similar to that of AKR
[Borovosky 1988]. The emitted waves have frequencies slightly above and slightly below the
local electron cyclotron frequency (f, ~30kHz, A_~10km), and the waves are emitted primarily
in the north-south (constant longitude) direction. In the auroral zone, the DL drift in the electron
sheetbeam direction, carries it along the terrestrial magnetic field, toward the poles (Figure 5.13b).
Borovosky (1988) finds a powerof P~1.2x10° W perdiscrete auroral arc element. The observation
that a typical arc consists of 5 elements requires the presence of 16-160 arcs in the auroral zone
to produce 100 MW-1 GW of AKR. The total efficiency of auroral arc electron kinetic energy
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into electromagnetic radiation is ~0.5% (smooth bore magnetrons typically achieve efficiencies
of a few percent).

5.6.2 Solar Flares

Solar flares are the result of a sudden irreversible release of energy in the corona and chromosphere
of the sun. These lead to particle acceleration observed mainly in the range 10°~10°eV, and to a
transient heating of the chromosphere [to = 1 eV (10* K)] and corona [to = 10° eV (107 K)].
Electromagnetic radiation is produced over an extremely broad range from radio up to X and even
yray frequencies.

A typical flare passes through a sequence of phases. There is an initial preflare or preheating
phase lasting around 10 min characterized by a slow optical brightening with an accompanying
rise in the extreme ultraviolet (EUV) and soft X ray emission. This is followed by a short explosive
orimpulsive phase (=1 min) during which there are impulsive emissions of hard X rays, EUV, and
microwaves (i.e., the most energetic nonthermal events). There is a rise to maximum brightness
and emission in soft X rays and EUV during the 5—15 min flash phase, followed by a slow decline
in the main phase (~1 hour). Flashes occur mainly in active regions, containing sunspots and a
generally enhanced magnetic field, and are believed to derive their energy through this field. There
are strong arguments for the storage of energy in the magnetic field [i.e., as inductive energy in
an extended current system (Section 3.7)).

Estimates of the energy release due to changes in the magnetic field topology are of the right
order of magnitude. The total energy released in a flare is in a range extending over more than three
orders of magnitude, from =10?J for a typical subflare to =3 x 10% J in the most energetic cases.
Forlarge flares this energy is roughly equally divided between electromagnetic radiation, energetic
particles, and shock waves propagating outward into the solar wind region [Priest 1982]. Flare
“areas” are reported for the extent of the H_ emission at maximum intensity and range from less
than 3 x 108 km? for subflares, and from 7.5 x 10° km? to over 3.6 x 10° km’ for major flares. High-
resolution observations reveal small (diameter ~ 3,000-6,000 km) impulsive flare kemels with
enhanced brightness associated with the X ray bursts. Small-scale “compact” flares may take the
form of simple loops accomparied in some cases by surges. The much larger “two-ribbon” flares,
so called from the pair of H_ emission regions in the form of long ribbons observed during the flash
phase, are closely associated with a prior filament destabilization and eruption.

Currents in the solar atmosphere are inferred from magnetic field measurements. If the
magnetic field B is known, the current density j can be derived from Eq.(1.2), V X B = pioj. By
measuring the transverse component of the magnetic field Sevemey (1965) found that vertical
currents of the order of 10" A exist in the neighborhood of sunspots.

Moreton and Sevemy (1968) have pointed out a remarkable coincidence between the bright
knots appeuring during the initial phase of flares and spots with a vertical current density larger
than 8x10-* A m2. The currents can either flow outward or inward from the spots. The measured
diameter of the spots is comparable with the observational resolution ~7" corresponding to a
distance ~5 x 10° m on the sun. With a current density j = 8x10-* A m and with a diameter of the
current elements of 5 x 10° m one obtains a total current of I ~ 2 < 10" A.

Since the apparent diameters of the spots are of the same order as the resolution it is possible
that the real diameter might be still smaller. This would lead to an enhanced current density
compared with the measured one.
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Figure 5.13. (a) The trajectories of variously magnetized initially field-aligned ions passing from the high-
potential plasma through an oblique (6, = 79.7°) double layer. The functional form of the double layer is
contained in the inset to the bottom right. (b) Schematic (not to scale) of an auroral double layer and some of
the phenomena it produces. An actual auroral double layer is only a few kilometers in north-south (constant
longitude) extent, and may be one in a chain of many double layers. (c) Model of a solar flare. The lower
boundary is the high-density photosphere. The energy stored in a twisted magnetic flux loop in the corona is

released by a double layer.
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Inthe coronaandin mostofthe chromosphere themagnetic pressurepg = B 2/2 1 farexceeds
the kinetic pressure of the plasma as soon as the magnetic field is larger than= 102 T (10G). This
implies that any stationary current system inducing magnetic fields larger than= 103 T , must be
nearly force-free with the current almost parallel to the magnetic field. Otherwise kinetic pressure
forces cannot balance the j x B forces. For example, a current of the order of 2x 10! A, constricted
to an urea with a diameter equal to or less than 5 x 10° m, must be force-free since it induces a
magnetic field larger than 102 T (102 G).

As shown in Section 1.7.2, a force-free current system has a tendency to form a narrow
filament with most of the total current and magnetic flux confined within it. Inside the filament
the magnetic-field lines will assame helical shapes.

The results obtained by Moreton and Sevemy (1968) indicate that such a current filament
can pass from one point in a sunspot group through the chromosphere and through the lower
corona and then back again to another point in the same group (Figure 5.13c). Hence, the length
of the filament / should be comparable with the typical dimension of a sunspot group
~10"-10° m. The currentcircuit might finally be closed in the deeper layers of the solar body where
non-force-free conditions prevail.

Example 5.1 Electrical properties of solar flares. The magnetic energy storedin acurrent system
is given by Eq.(3.36). It is convenient to use the inductance L = L, + L, and derive the energy
from

1 1 1
Wp=_LI?=2Lind?+Leord?

where the first and second terms correspond to the magnetic energy stored inside and outside the
filament, respectively.

For a circular current loop of radius R consisting of a current channel of radius a, the intemal
and extemal inductances in vacuam ure
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The distribution of the current density is assumed to be j o< (a®-r?)forr<a resembling that
of the force-free filument.

We can now use the circular loop as a model of the current filument in the solar atmosphere
in order to estimate the inductance of the filument. Because of the high conductivity of the solar
atmosphere it is likely that a considerable part of the magnetic field outside the filument will be
screened by the plasma. The extemal inductance of the filument may therefore be much reduced
compared with the vacuum case. On the other hand, the intemal inductance of the current filument
would be comparable with the intemal inductance of the circular current loop. With a radius of
the current filument = //2= 5 x 10— 5 x 107 m, we then obtain an inductance of the filument of
the order of L = 3-30 H.

The total filumentary current needed to produce a stored magnetic energy comparable with
the energy of a flare Wy = L12/2 = 1021-1025 Jisinthe range/ = 10'%10'2A,

If we assume that the filumentary current is mainly carried by electrons and protons, the
maximum potential drop of a double layer in the filument is, according to Eq.(5.27), $prm =9 X
10 V (90 GV). The time constant for energy release connected with this potential drop is from
Eq.(5.23) 7,=2x 10%s.

Itis tobe noticed that both W and 7, in Exumple 5.1 are of the sume magnitudes as the total energy
and the time constant of solar flares, respectively. Hence, the double layer constitutes amechumism
that is capable of releasing the flare energy during the brief explosive phase observed.

The analysis of observations from the Solar Maximum Years have led to an improved
understanding of the build-up phase of solar flares and of the energy release. Hard X ray and
microwave bursts have been found tohave fine structure on time scales of a few tens of milliseconds.
During the impulsive phase, hard X ray emission is observed at the foot of loops with microwave
emission from the tops. Of particular interest for models with acceleration by strongly relativistic
DLs is the observation of energetic neutrons (50-500 MeV, where the upper limit is uncertain and
may be much greater) produced during the impulsive phase. The DL model is able to meet the
rather stringent requirements for the acceleration mechumism set by the observations, both as
regards to the time scale and number of high-energy protons which produce the neutrons [Carlqvist
1986). Further evidence of acceleration to very high energies comes from observations of yray
emission due to protons [Ryan et al. 1983]. In the context of these results the DL has the advantage
ofaccounting for the accelerationtovery highenergies and allowing extremely rapidtime varniations,
since its structure can vary on the local ion transit time scale.

5.6.3 Double Radio Galaxies and Quasars

Double layers produce beams of electrons and, on astrophysical scales, these beumns are relativ-
istic. The beums are also directed along B, so that the expected loss mechurrism for the beumkinetic
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energy is synchrotron radiation. The formation of a series of DLs in a network of current-conduct-
ing plasmas thus leads to an interesting problem regarding total synchrotron intensity, background
radiation levels, and isophotal pattems. This problem is addressed in some detail in Chapter 6.

5.6.4 Double Layers as a Source of Cosmic Radiation

It is of interest to compare the cosmic particle acceleration discussed in Section 5.6.2 with some
energetic cosmic particle observations. Very energetic particles—primarily protons—are recorded
on earth following large solar flares. The proton energies can be many tens of GeV after such an
event.

It has been demonstrated by Chupp et al. (1982) that the sun also emits neutrons of high
energy. Just after a solar Yray impulsive burst, indicating the onset of a strong (1B) flare, neutrons
with energies at least as high as 6 x 10°® eV were detected at the earth. The production of such
neutrons requires that protons be accelerated to GeV energies, probably within a 20 s time interval
corresponding to the impulsive phase. As pointed out by Chupp et al., this short time imposes a
strong constraint on the properties of the particle accelerator operating in the flare region.

In Section 5.6.2 we found that a double layer in a solar filament carrying the current
I =3 x 10" A can sustain a maximum potential drop of about @pr, = 9 X 1010 V. This means
that such a layer is capable of accelerating particles to energies that correspond to the highest solar
cosmic ray energies observed.

Asregards the high-energy neutron event detected by Chupp et al., asolar double layer seems
tomeet the very special requirerpents on the acceleration mechanism imposed by the observations.
First, the double layer is able to accelerate a fairly large flux of protons, ¥~ 10 3051 Second, the
time of acceleration of each particle in the layer is very short—only a fraction of a second. Hence,
the total number of protons N 20= 20 ¥/, = 2 X 103! of GeV energy can be directly produced by
the double layer during the 20 s time interval of the impulsive burst. In addition to this, it is likely
that many more particles of lower energy are generated by the primary particles through secondary
processes in the solar atmosphere.

Example 5.2 Electrical properties of galactic pinches. Consider a double layer in a galactic
filament conducting 10%° A (Example 6.7). For a proton-electron plasma, Figure 5.4 gives a value
opr=3x 1017 V in the relativistic regime. If the voltage is actually distributed over a series of
double layers extending for 10 kpc in the filament, the average electric field strength is 1 mV/m.
Thetotal energy of an ion that has been accelerated through the double layersis3 x 10!7 eV. This
energy is similar to that derived by Vlasov, Zhdanov, and Trubnikov (1989) for pinched plasma
currents as a source of cosmic rays. The time constant for the release of energy Eq.(5.22) is
7p =2 X 10° years. The time rate of energy release Eq.(5.28) is 3 x 10 W.

Notes

! ADL is said to be “strong” if the energies acquired by the ions and electrons accelerated
by the potential difference ¢o. are very large compared to the energies of the incoming and
reflected particles. The internal DL structure is then determined by the accelerated particles, which
may be treated approximately as cold beams.
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2 This Bohm Criterion is a condition for existence of strong double layers with a Maxwellian
distribution of trapped ions.

3 Auroral kilometric radiation (AKR) (Section 1.8.1) is bursty electromagnetic emission
originating in the dusk and evening auroral zone at geocentric radii of 2 to 4 R . The radiation is
believed to be emitted at frequencies near the local electron cyclotron frequency. The power levels
of AKR emission are highest during times of geomagnetic activity, and the emission is correlated
with the presence of precipitating high-energy electrons, with the presence of Birkeland currents,
and with the presence of auroral arcs. The radiation is believed to be emitted with wave vectors
that are nearly perpendicular to the terrestrial magnetic field, but tilted slightly earthward. It is also
thought that the extraordinary mode dominates in AKR. Because of the rising or falling in
frequency of the bursts, the soarce region is envisioned to move down or up the terrestrial magnetic
field at approximately the local ion acoustic speed.



6. Synchrotron Radiation

Electromagnetic waves propagated in cosmic space derive from a variety of mechanisms. The
major contribution in the optical region of the spectrum is from radiation resulting from bound—
bound electron transitions between discrete atomic or molecular states, free—bound transitions
during recombination, and free—free transitions inthe continuum. Inthe lattercase, when# w << k T
for transitions between levels, radiation classified as bremsstrahlung results from the acceleration
of electrons traveling in the vicinity of the atom or ion.

In addition, there are other mechanisms of considerable importance operating in the radio
region. In particular, there are noncoherent and coherent mechanisms connected with the exist-
ence of sufficiently dense plasmas which are responsible for radiation derived from plasma
oscillations, such as the sporadic solar radio emissions. This radiation cannot be attributed to the
motion of individual electrons in a vacuum but is due to the collective motion of electrons at the
plasma frequency

Ope _ 1 ,[nee? _ 1/2
a2 meg oM H2 6.1)

foranelectron density n_(m™). This often occurs in cosmic plasma when electron beams propagate
through a neutralizing plasma background (Section 2.9).

When a plasma is subjected to a magnetic field there is yet another mechanism which plays
an extremely important role in radio astronomy. The frequency and angular distribution of the
radiation from free electrons moving in the presence of a magnetic field undergoes dramatic
changes as the electron energy is increased from nonrelativistic to extreme relativistic energies.
Essentially three types of spectra are found. Names such as cyclotron emission and
magnetobremsstrahlung are used to describe the emission from nonrelativistic and mildly rela-
tivistic electron energies, whereas the name synchrotron radiation is traditionally reserved for
highly relativistic electrons because it was first observed in 1948 in electron synchrotrons.

Synchrotron radiation is characterized by a generation of frequencies appreciably higher
than the cyclotron frequency of electrons (or positrons) in a magnetic field, a continuous spectra
whose intensity decreases with frequency beyond a certain critical frequency, highly directed
beam energies, and polarized electromagnetic wave vectors.

In astrophysics, nonthermal (nonequilibrium) cosmic radio emission is, in a majority of
cases, synchrotron radiation. This is true for general galactic radio emission, radio emission from
the envelopes of supernovae, and radio emission from double radio galaxies and quasars (con-
tinuum spectra). Synchrotron radiation also appears at times as sporadic radio emission from the
sun, as well as from Jupiter. Inaddition, optical synchrotron radiation is observed in some instances



(Crab nebula, the radiogalaxy and “jet” in M87-NGC 4486, M82, and others). This apparently
is alsorelated to the continuous optical spectrum sometimes observed in solar flares. Synchrotron
radiation in the X ray region can also be expected in several cases, particularly from the Crab
nebula.

When cosmic radio or optical emission has the characteristics of synchrotron radiation, a
determination of the spectrum makes possible a calculation of the concentration and energy
spectrum of the relativistic electrons in the emission sources. Therefore, the question of cosmic
synchrotron radiation is closely connected with the physics and origin of cosmic rays and with
gamma- and X ray astronomy.

Synchrotron radiation was first brought to the attention of astronomers by H. Alfvén and N.
Herlofson (1950), a remarkable suggestion at a time when plasma and magnetic fields were
thought to have little, if anything, to do in a cosmos filled with “island” universes (galaxies).' The
recognition that this mechanism of radiation is important in astronomical sources has been one of
the most fruitful developments in astrophysics. For example, it has made possible the inference
that high-energy particles exist in many types of astronomical objects, it has given additional
evidence for the existence of extensive magnetic fields, and it has indicated thatenormous amounts
of energy may indeed be converted, stored, and released in cosmic plasma.

6.1 Theory of Radiation from an Accelerated Charge

In this section we give, for reference purposes, a series of formulas relating to the energy
spectrum of an accelerated charge. For detailed evaluation of the equations the reader is referred
to texts such as Panofsky and Phillips (1962).

Consider acharge e in vacuum whose instantaneous position P'(t’) is given by the vector pfr’)
and whose instantaneous velocity is v(t’) (Figure 6.1); t'is the time at which the signal propagated
atvelocity cisemitted at P'(t’)to arrive at the position of the observer P(t) at atime £. The “retarded”
time ¢’is related to ¢ through

rr=e-X8) 6.2)

where R(t’) is the distance between e and the observer.

Deriving the electromagnetic fields of the accelerated electron are a straightforward, but
lengthy calculation. These are [Jones 1964]

E(r’t)=L(l—ﬁz)(n—ﬂ)+nx<(n—ﬂ)xé>
4reg (l-n-ﬂ)3R2 (1—n~ B)BCR .

H(r,t)=nnxE 6.3)



Synchrotron Radiation 199

Pip, 1)

Origin of
coordinates

P (r,t)
Observer

Figure 6.1. Vector diagram of formulation quantities.

where 1) = Y€q / g is the intrinsic impedance of the propagation medium =V /c and[--J /
denotes that the quantity within the brackets is to be evaluated at the retarded time ¢ * defined by
Eq.(6.2). For nonrelativistic motion 8 — 0.

Equation (6.3) consists of two field components. The almost static (induction) near-field can
be identified with the first term of Eq.(6.3) which shows it to be independent of the acceleration
of the moving charge.! The second term of Eq.(6.3) represents the far field or “radiation” field.
The farfields E and H vary linearly with B, exhibita / R fall-off with distance, and are orthogonal
to the radius vector. Delineation of the induction and wave zones is given in Figure 6.2.

6.1.1 The Induction Fields

We first consider the importance of the induction field in the problem of radiation from an
accelerated charge. In the immediate neighborhood of the charge

E~Eipnq =% b-p"lo—p)
4m e (l—n-p)3R2

(6.4)

, (1-p?)(Bxn)
H ~ Hipg =H°+n47t€o (l—n- p)3R2

(6.5)
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Figure 6.2. Delineation of induction (near-field) and wave (far-field or radiation) zones.

where H| is the external magnetic intensity about which the charge spirals. Confining ourselves
to the nonrelativistic case, we may then write (for R small in comparison to the radiation wave-

length)

e [n-8)
Eind Sime 2 6.6)
_ ( B x n)
Hing =Ho + "‘Fee(‘)‘ T 6.7
Neglecting in Eq.(6.6) leads to
=—_e_ n_
4mey R2 (6.8)

where nis a unit vector in the direction of R. Thus, we have recovered the electrostatic or Coulomb
field. Similarly, since a charge e moving with velocity v is equivalent to an element of current
1dl=efc, Eq.(6.7) gives

_Moldlxn
B R ©69)
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Equation (6.9) is simply the Biot—Savart law Eq.(3.5). Thus, the electromagnetic fields generated
by an accelerated electron give rise to a strong near-field which can be identified with the Biot—
Savart law as-well-as weaker, but propagating, radiation fields. It will be shown that the strong
near-fields determine the morphology of the radiating region in a plasma, which is then conveyed
to an observer a great distance away via the radiation fields.

6.1.2 The Radiation Fields

The remainder of Sections 6.1 through 6.6 are mainly concemned with the radiation fields. The
observation point is assumed to be far away from the charge, so that n and R change negligibly
during a small acceleration interval.

The instantaneous energy flux is given by Poynting’s vector

S=ExH=|E?n

(6.10)
This means that the power radiated per unit solid angle is
daP(®) _ 52 2
—~==R*“S-n=|RE
40 IR E| 6.11)
or, in terms of the charge’s own time
dP(@t’) |n X /(n - ﬂ) X ﬂ>|,2
aP(t’) _p2g. pdt___e? \ (6.12)
dQ dt’ 167m2egc (l_n. B)S
In deriving Eq.(6.12), the change of variable
ar=Lgr'=(1-n B) ar’ 6.13)
o’
has been used.
For a nonrelativistic particle, Eq.(6.12) yields
dP(t’ .
B S N e & (6.14)

dQ  167m2gpc3

A companson of Eq.(6.11) and Eq.(6.14) shows that E lies in the plane containing n and v; when
we choose v as the polar axis and © as the angle between n and v, it follows that
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Figure 6.3. Angular distribution of radiation field of a nonrelativistic electron. The pattern is symmetric about
the axis V.

P ___e2 ¥ sin? ©@
dQ 16m2gpc3 (6.15)

and the polar pattern of the emitted radiation is typically that of an electric dipole (Figure 6.3). This
limit is referred to as the dipole approximation.

Example 6.1 Total radiation field from an ensemble of charge emitters when A >> L.
Consider a plasma region of radiating charges of dimension L (Figure 6.4). Let Az be the time
required for an appreciable change in particle motion. If r_is a characteristic scale of the particle’s
orbit and v is its velocity, then Af ~ r /v. The condition Ar >> L/c then implies v/c <<r /L. Since
r, < L, the nonrelativistic condition v << c is apropos. Under this approximation Eq.(6.3), for a
single electron, is

P nx(nxir)

Er ) =
4mey c’R

(6.16)

For an ensemble of point charges the total radiation field is a linear superposition of the
radiated field from each charge emitter

1 e; nx(nxi’-}
ameoT Ri 2 6.17)

E™4(r,f) =
We shall have a need for the electric dipole moment which, by definition [Stratton 1941], is

M=
P jp(r)rdv ©.18)
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Sphere of integration S

Figure 6.4. Orientation of field vectors from a region L of radiating electrons.

In this notation, the total charge is

p(0)=Ne=fp(r)dV (619)
For N point charges, the electric dipole moment of the distribution Eq.(6.18) is

N
p()= Z eir;
P (6.20)

where r are the differential lengths of the dipole elements associated with the emitters e,. If the
variation of the dipole moment is caused by an oscillation, p(!)= Y eiriei @ 5o that
Y ear=-o"p!" Substituting this into Eq.(6.17) and using Eq.(B.7) gives

rad =__1_ { (1 \
iy =- ol kodkxp N (6.21)

In deriving Eq.(6.21), use has been made of the fact that in the far-field, R; = R . The current in
the dipole is
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so that E(l) =1r;/(~ i @). For a cosinusoidal current distribution aligned along the polar axis,
er=—zw poos ot=-op? and

_y2 beos ot sin 6

ET4r, )= Eq" % 0= 1n6R 623)

The total field Eq.(6.3) in the limit 8 — 0, with induction and radiation components, can be cast
in terms of the dipole moment [Panofsky and Phillips 1962]:

Egrd = l’_(l)c_M_(RL_,'k)eikR

2meR? (6.24)
(1) ] . .
a_ p'Y sin _ik_p2 ,ikR
Ee = ek \r2 R2 =k )e‘ (6.25)
H ,rad = —ia)p(l) sin 6 LK | pikR
¢ an R2 (6.26)

The electric fields Eqs.(6.24) and (6.25) can be plotted as a function of space and time and a single
time frame of E(r,t) is shown in Figure 6.5a.

Example 6.2 Radiation from two dipole elements. Consider two oscillating dipole moments

p{" and p{" spaced a distance L apart as shown in Figure 6.6. Both oscillate at a frequency . The
total radiation field seen by an observer is then

rad__—k* [ (1) (1) ~
8 = m[p cos Wr+p,’ cos a)(t—A r)] sin 6 6.27)
where A t=(5/c)sin 8. When L << A, Eq.(6.27) is

rad _ —k2

(1), (1)
0 47t£R(p +p) )coscot sin @

(6.28)

Figure 6.5b shows the radiation pattem for the case L = 1/8 A . The radiation is now beamed to

the upper right. When properly phased, an array of dipole moments will produce a pencil-like
beam of radiation.

The total power radiated in all directions is obtained by integrating Eq.(6.12) over the solid angle,
with the result, called Lienard’s formula:
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6megc (1—ﬂ2)3J

(6.29)

Inthe dipole approximation Eq.(6.29) reduces to the familiar Larmor formula for anonrelativistic,
accelerated charge:

T__e2 o2
d 67r£0c3|v| (6.30)

The total energy radiated is obtained by integrating Eq.(6.30)

o 6meyc (6.31)

w,{:f PTdr=—1 J O

To find the frequency spectrum of the radiated energy we Fourier-analyze making use of the
Fourier-transform pair
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V(o) = ] e“0tV()dr
. (6.32)

oo

V= ﬁj eiotV(e) do (6.33)

-00

and Parseval’s theorem for the Fourier components of a function V(z):

[ |V(r)|2dt=Lj V(a;)V*(a;)dw:[ W(wdw
- )y 0 (6.34)

where @ is only defined over positive values, V() is the Fourier transform of V{(t), and W(w)
defines the spectral energy density. We then find that W( @,£2) (which has units of joules per unit
solid angle per dw) is

«
2

- { )
W, =—er || eilkp-or) n—x—\mw (6.35)
1673 eocl) _ (1-n- B’

where ¢ has been transformed to ¢’ by Eq.(6.2) and the large distance R(?’) has been approximated
byr—n- p(t’).Now the unit vector nis essentially independent of time and points from the origin
of coordinates to the point of observation P. Equation (6.35) can be transformed to read

2

oo

W(w,0=—e20> I eilkp-or)nx{nx v)]ar (6.36)
1673 goc

—o0

where this form is obtained by integrating Eq.(6.35) by parts. Note that w is the frequency
measured in the observer’s own time scale. The polarization of the radiation is given by the
direction of the vector integral of Eq.(6.35) or Eq.(6.36).

6.2 Radiation of an Accelerated Electron in a Magnetic Field

The motion of a particle of charge ¢ and mass m in a uniform static magnetic field B, is illustrated
in Figure 6.7. The equation of motion Eq.(1.5) is
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Figure 6.7. Vector diagram for an electron in helical motion in a uniform magnetic field.
dp _
—5 = e(v X Bo) (637)
where
= = 1 _w _ Wiev 2 ()2 [va)?
=YmqgVv =— = _= =|—
P=Ymov, ¥ Vi gt me? SlkeV: B -(C) +7’ (6.38)

andv, and v, are the instantaneous particle velocities along and perpendicular to B, respectively.

A solution of Eq.(6.37) for the particle velocity v and displacement p (e.g., Rose and Clark,
Chapter 10) gives

~ ~ . ~
v=xvlcosa)yt+yvlsma)-,t+zv" (639)
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P (in x-z plane)

"N [ox (0x¥)]

X

Figure 6.8. Orientation of far-field vectors for an electron in circular motion.

p =X “Lsin wyr-F “Lcos wyr+7 vyt (6.40)
Wy @y
where
eBo eBo
WDp=———7, Wy = — ——
T " T moy (6.41)

and o, the relativistic cyclotron frequency, takes account of the relativistic mass charge while @,
is its value in the limit of zero particle speed. The path of the particle is a circular helix of radius
r =(p  /eB o) and pitch angle ¥ given by tan-! (zfrrw,,/ vu) . The rotation for an electron is coun-
terclockwise when viewed opposite to the direction of B,.

From Eq.(6.37) V e v X B~ v |, which shows that v is perpendicular to v (and B) with

V_L=r(1)7

Vi=V, 0, (6.42)

Figure 6.8 is the circular motion analog of Figure 6.1 and shows the orientation of the radiation
fieldEq.(6.16). The effect of the parallel motion v, is acomponent of the radiation field arising from
the motion of the charge along B This is illustrated in Figure 6.9.
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Figure 6.9. Polarization of radiation field E. (a) Plane circular orbit. (b) Helical orbit.

If the motion is circular so that v, = 0 and v, =v, and if the electron is ultrarelativistic, the
electron will be shown to radiate only in the plane of the orbit. An observer located in the plane
of rotation would see pulses of radiation corresponding to those instants when the electron is
moving precisely towards the observer. The periodicity of the pulses is then

T =2 - 2T mg ¥
w, eBy (6.43)

The duration of each pulse is [Ginzburg and Syrovatskii 1965]

eB 0 ? (644)

Figure 6.10 depicts the pulse characteristic for this idealized, single particle case. For the helical
motion case when vy # 0, a pitch angle correction is required in , This was first brought out by
Epstein and Feldman (1967). For helical motion with pitch angle ¥ (Figure 6.7), the Doppler-
shifted time interval between pulses is (Figure 6.11)

Tps=T (1-Bycos 9)=T"(1- cos? 9)=T"sin2 9= 27 in2 9 (6.45)
Wy )
For an ultrarelativistic electron the radiation is very nearly in the direction of its instantaneous
motion so that the velocity polar angle ¥ = 8, the coordinate polar angle.

Thus, the radiation field of the electron consists of harmonics of the angular frequency
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AT

Flgure 6.10. Electric field in the wave zone as a function of time for a particle undergoing circular motion in
a magnetic field.

2r Yy

Tps gin? & (6.46)

@y ps =
In the formulation that follows, we shall let T — T pg and @y —> Oy ps in order to include the
pitch angle correction when the trajectory is helical.
6.2.1 Angular Distribution of the Radiation
The electromagnetic field seen by an observer situated in the radiation zone of Figure 6.2 is
periodic with period

T=T'(1—n'6) (6.47)
where

E:L’ v(tle dt’
7).

(6.48)

FromEq.(6.12), the mean power emitted by the electron per solid angle in the direction nis defined
by

Q =R 2 Q. T
aQ (S n)T_' (6.49)

where < > denotes time averaging over the period 7. Thus
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Figure 6.11. Doppler shift of synchrotron radiation emitted by a particle moving towards the observer.

/ |2
dP__ et 1 .“"\(“‘3)"5»
dQ 16m2egc T’ (l—n' p)5

dr (6.50)

Integration of this power over the solid angle gives the total mean power P emitted by the electron.
Lienard’s formula Eq.(6.29) for a periodic velocity motion is then

pT = e? 1 .Bz_(ﬂx.b)z dr

“erec | (_p? (6.51)

Equation (6.50) reduces to the integral

aplo) __e2w} (,_

2) 2
X
dQ 32r3eyc BIBL

.4
2
(cos 6 — B)*+ B [sin26 + 2gyBysin Osin ¢+ (1 — B)sin20sin2 ¢

0 [g||+ Bysin Osin ¢]5

d¢
(6.52)
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where ¢ = @y t’ and g = gy(6) = 1 — Bycos 6. After integrating [Johner 1988], Eq.(6.52) re-
duces to

( 2w} 2) g2
=—"b l1- F\Bu,BL,0
dQ 32m3ec | )ﬁl (5150 (6.53)

where
ag?[(1 - B3 (1 - cos26) — apycos 6] -(1 - B+ 38])Blsin% 6

2502
4(g2- plsin’e) (6.54)

F(BiBL6)=

Equation (6.54) reduces to Landau’s result [Landau and Lifshitz 1962] when 3, = 0.
In a way analogous to the directivity of an antenna, the gain G(6) is defined as

dp (6)/dQ
GO)=——
clrcular/47t (655)

where we have chosen to normalize to the total circular power radiated by an electron. Substituting
Eq.(6.42) into Eq.(6.51) while neglecting the time integration gives

2
pT e2of Pi

1
circular= 67[50(: 1 _ﬁZ (6.56)

From Eqs.(6.53)6.56), we get
G810 =31~ %) FpuBLO) 657

The gain G(6) is plotted in polar coordinates in Figures (6.12)(6.14) for various values of 3 and
B.- Noteworthy in G(6) s the inversion of gain direction between the cases §,=0as f, increases
and the essentially forward emission in the relativistic case when /8, is large.

6.2.2 Frequency Distribution of the Radiation
The energy W(w,€2) emitted per unit solid angle per frequency interval dwis given by Eq.(6.36).

To evaluate the exponent appearing in the equation we assumne, without loss of generality, that the
propagation vector lies in the x—z plane (see Figure B.2). Thus,

n = xsin 6 + y(0) + zcos 0 (6.58)
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Figure 6.13. Gain patterns for B =0.9 and B/ =0, 0.5, 1.0, and 1.5.
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Figure 6.14. Gain patterns for 8 = 0.9 and B11/B1 =2, 5, and 10.

and it follows from Eq.(6.40) that

expi(lb P - (ot):exp i(z)“lyﬂlsin 0 sin wyt+ wt Py cos O - (ot)

=Y Jm (;ﬁlﬂlsin e)expi(m wyt+ Py @t cos O—wt)
- 4

(6.59)
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(e.g., see Higher Transcendental Functions, Vol.I. Bateman Manuscript Project, p. 7). Substitut-
ing Eq.(6.59), the cross product i X (n X v), and Eq.(B.7) into Eq.(6.36), leads to integrals of the
form

f {l; sin @yt ; cosa)yt’ exp[i(x sin 6 + @t By cos O—a)t)]dt

(6.60)
with solutions
< _;dJm [x] 1-Pucos 6
2 E, {J,,, [} i =2 Y Im[x]| 8D] (6.61)
where
a
xX=— Si.n 0
0, BL (6.62)
y=mwy - (D(l - ﬂ" Ccos 0) (6.63)

We see that by setting the argument of the delta function in Eq.(6.61) to zero, that the radiation
spectrum consists of spectral lines occurring at frequencies

2 2
moy  maopyV1-Bi-pi

= =
1—PBycos @ 1-B)cos @ 6.64)

Asshownin Figure 6.11, the term B, cos 6 (s<v, cos 6) represents the Doppler shift of the observed
radiation.

The emitted energy W(w,€2) is obtained by inserting Egs.(6.60) and (6.61) in Eq.(6.36). The
result has the form W(w, Q) = 2 | ce |287(y). The emitted power is found by dividing W by the
“total time of radiation” given byl;exp (~iyt)dt=2x 8(y).! The quantity obtained is the coefficient

of spontaneous emission [Bekefi 1966]
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-X cos@(cos@ Bl m(x)
sin 6
) e
~ d m
P p.0)= 2% |5 ipy 22O 50)
8meggc 1 (6.65)

Z (cos 0 - B1)Jm(x)

The electric field is oriented in the vector direction of Eq.(6.65). The magnitude of Eq.(6.65) is

Pm(a), ﬁ, 0) e2 w? |:; (COS 6- Bll) 2(x)+ﬁl2 J’;Z(x):l 6(y) (6.66)

872gp ¢ sin 6

In the two foregoing equations the terms of the series m = 0, -1, -2, ... were eliminated as not
meaningful because of the argument of the delta function.

The total radiation in a given harmonic m is obtained by integrating a single term of the right-
handside of Eq.(6.66) over frequency @ and solid angle d€2 = 2 wsin 6d6. The resultis [Schwinger
1949];

r_e2wf 1-B¢ 20 | )—m2(1-82) Po
P'"=27reoc B m Bo Jya\2mPBo) -m211 - By | Jom(2me) dt (6.67)

where Bo =B, /V 1- B . P, given by Eq.(6.67), is the total emission in all directions, but the
emission is anisotropic and depends on the direction of the observer. With the use of Bessel
function conversion formulas (Handbook of Mathematical Functions, Dover Publications, 1965),
Eq.(6.67) can be written, for the case of relativistic electrons Y>> 1 and m >> 1, as

242 - *(1-Bo
P;: 82 @y BO(I ﬁ(ﬁ m 2K (1 BO) ] K llit) dt 6.68
P 13—60(.‘ 72 37 ﬂO2 2m/373 ( B )

Replacement in Eq.(6.68) of m by @/ and then dividing by @), gives the total emission per unit
radian frequency interval rather than per harmonic:



218 6. Synchrotron Radiation

2 (4 _ =
P:,: ﬁe.; wb,ﬂo(l '502)723 2[(2/{_‘0_) _7(1_2&3_] K130 dt
87 2eqc \ ®c @c Bo o (6.69)

where, by definition,

3 3.3 2
a)c=5a)77 =Ewby

=2.64 x 107B(gauss) ( 5:‘;';;’\, rad/s (6.70)

Figure 6.15 plots the characteristic frequencies versus y. For example, an electron with y=10 (5
MeV)inthe presence of a 10 G field, has a ““critical frequency” @ /2~ 42 kHz (o= 7/2) whereas
a y=100electron (50 MeV) has a “critical frequency” ~ 4.2 MHz. It will be shown that the critical
frequency is located near the frequency at which the spectrum has its maximum value. Otherwise,
the “critical frequency” is only a mathematical artifice and has no physical meaning. The actual
oscillatory frequency of the gyrating electron @y/ 27 for these two cases is 28 and 2.8 Hz,
respectively .

Only for the special case B=0 and B1—1, is the recurrence relation
2K, 5 (Ej+ K1/3(8)= K53 (i) applicable sothat Eq.(6.69) reducesto the well-knowncircular
orbit, highly relativistic synchrotron function

PZ; = ——: Op] © ] Ksi(t) dt
8n " €oc \ Pe Jorac ’ 6.71)

The special functions in Eqs.(6.69) and (6.71) are plotted in Figure 6.16.

With the substitution 0y — 0yps [Eq.(6.46)], the total radiated power from a single electron
at frequency @ [Eq.(6.71)] is divided by the factor sin? 19. However this factor is cancelled out if
we consider the time average of the power emitted from a fixed volume element. Consequently,
such a correction is unnecessary for the interpretation of synchrotron emission from radio sources
[Scheuer 1968].

The spectrum P for arbitrary 3, and 8, may be determined by numerically evaluating the
{~} term in Eq.(6.69). The results of these calculations are shown in Figure 6.17.
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Figure 6.15. The frequencies @b» @y and W¢ vs vorB.

6.3 Field Polarization
6.3.1 Polarization in the Plane of Rotation

Two independent modes of propagation, ordinary and extraordinary (Appendix B), are identifi-
able in Egs.(6.65) and (6.66) when 8= /2. The ordinary mode emissivity component (E Il B ) is

PO(r/2)= 203 B 12(mpy) 8(may,- o)
87 80(.‘1

(6.72)
while the extraordinary mode component (E 1 Bo) is
PX(r/2)= €202 ¥ g2y 2 8(m w, —
Smr2)= & w}z BL 1.2 mBy) 8(mw,- o) 67

The existence of the ordinary wave is due solely to B # 0. As shown in Figure B.3, the ordinary
wave is linearly polarized along B, while the extraordinary wave circumscribes an ellipse in the
plane transverse to B, as it propagates. Since the angle of propagation (and observation) is
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Figure 6.16. Special functions vs @/ @, .

0= w2, Eqgs.(6.72) and (6.73) are linearly polarized: P (” along B and P *' perpendicularto B,.
The Poynting vector Eq.(7.2), and therefore the strength of P ), is maximum when E™is oriented
perpendicular to n.

When E™ rotates sufficiently to have a component along the line-of-sight, a longitudinal
plasma wave (E n# 0) exists. The mode conversion properties of an oblique wave propagating
in magnetized, nonuniform plasma (i.e., a characteristic of most cosmic plasmas) is beyond the
scope of this book and is covered elsewhere [Peratt and Kuehl 1972, Swanson 1989].

6.3.2 Polarization for Arbitrary Angles of Observation

The expression for the power radiated into the m* harmonic in Eq.(6.66) may be written as the sum
of two parts,

Plo, B, 6)=PP+ PP (6.74)
where

o 2
PM(g)= €2@® Y IM Jm(x)\ 8(y)

872e0c <\ sing / (6.75)
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Figure 6.17. Spectrum P L vs @/ @ for B=0.9999 and Bi/B L =0,0.5, and 1.0.

)(g) = _e2 0? 5 ! V2
P3(6)= o7 g 2 \BL Tl 80) 676)

whose orthogonal field vectors E “and E @ (Po~E 2) lie parallel and perpendicular, respec-
tively, to the projection of B, on the plane normal to the line of sight [B é" =By- (‘B 0 n)n] as
shown in Figure 6.18.2 The easiest way to determine the polarization of the m™ harmonic is to take
the ratio of the field amplitudes in Eqs.(6.75) and (6.76),

ESD _[cos 8-Bu| In(ym)
ER | Bisin6 |1, (ym) 6.77)

Rp=-

where Y= Bysin 6/(1 - Bycos 6). The parameter R _ defines the ellipticity of the propagating
wave in the direction 6. When |R_ | = 1, the wave is circularly polarized while when R =0, the
wave is linearly polarized. When 0 <R _ < 1, the wave is elliptically polarized in the ratio of the
field amplitudes oriented along the minor and major axes of the ellipse. The polarization of the
extraordinary mode rotates in the same sense as does the radiating electron.

Figure 6.19a depicts R, for the fundamental m = 1 mode versus y for the case 6 = 2. As
shown, when y=0(0=n/2), P, " = P @ =0, and the existing extraordinary wave is linearly
polarized. When y # 7/ 2, P (" is finite and the wave is elliptically polarized.
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ine of sight
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Figure 6.18. Orientation of the quantities P~ and P(w").

Figure6.19bdepictsR_forhigher orderharmonics as the angle of observation fis decreased.
As shown, the polarization remains more closely circPular over a larger range of y when m >>
1. A rapid change in the sense of polarization also occurs when m >> 1. When 6 — 0, this change

occurs for larger values of B

6.4 Radiation from an Ensemble of Electrons

6.4.1 Velocity-Averaged Emissivity

The emissivity averaged over all velocity components is defined by

P& |

n n
@nya=L] pn 27sin ¥d VY
%] PG Vap=- ’ 2V (Bu. B) 27 sin

7)o (6.78)

where B = Bcosd? and §; = Bsin®}.
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For the special case 0 = 2, Eq.(6.78) can be written as

n
(p(x.0)) # ’ P9, B)2rsin 0 do
0

- e S AG-0 (5 (moy- (6.79)
8r £0C|

where Egs.(6.72) and (6.73) have been used, and the functions A_*® embody the pertinent
integration over ¥. Trubnikov (1958) has derived expressions for A *©' in three distinct energy
regimes: nonrelativistic, mildly relativistic, and relativistic,

(mp)" [1~ 5 ]

m+1)!L "2m+ 3] mp<<1
X, O)\(p = —e2m/Y 74\"‘[ 7(72—1)] ,
AR Ji6rm3 y\r+ 1] 2m Y <<m

—1 [ Kss (0 dt+ Koz (2m/373)| y>>1, m>>1
Wamy? ||y 33

(6.80)

Consider the case of relativistic electrons. Because the harmonics are closely spaced in this
energy range, the summation in Eq.(6.79) can be replaced by an integration over dm. Thus

3

3 A0y)8 (mo, - “’)"[ dm A28 (moy- o)
1 1

=d[ag 0] _
w, [ASI ]m =0/ wy 681

with the result
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Figure 6.19. (a) R, vs yfor 6= 90° §=0.25,0.5,0.7,09, and 0.999. (b) R, vs y for 8= 90°, B = 0.999, for
m =1, 10, 100, and 1000. (c) R, vs y for 8 = 45°, B= 0.999, for m = 1, 10, 100, and 1000. (d) R, vs y for
6=20°, B=0.999, for m = 1, 10, 100, and 1000.



Synchrotron Radiation 225

1.00

0.50

-0.50

-1.00

(c)

1.00

0.50

-0.50

-1.00

(d)



226 6. Synchrotron Radiation

w0y Beloy, o ’ Ksy2(0) e £ Koys(2m /373
L R o ey 682

For arbitrary angles 6, the degree of polarization IT(6) may be defined as

(p( 1 )) _{p)
/)] /)]

P+ )
where, in general, the superscripts 1 and 2 denote two independent modes of propagation at angle

6. For 8 = 2, the two independent modes of propagation are the ordinary and extraordinary
waves. Substituting Eq.(6.82) into Eq.(6.83) gives

(p2) (P_)
(p(m) + (pm)

1(e) =

(6.83)

_|K2/3((0/(0c)|
o K530 "’I (6.84)

(n/2)=

Figure 6.20 shows Eq.(6.83) and Eq.(6.84) versus @@, for various angles of 6. As shown, the
maximum degree of polarization is obtained when 6 = 72, when the difference between the
umplitudes of the orthogonal modes is maximum. For this case, IT~ 1/2 for @/@, << 1 and
I1~ 1 for @@ >> 1. For oblique angles of observation the degree of polarization falls rapidly for
@@ > 1. However, for oblique angles the independent modes can no longer be delineated into
purely ordinary and extraordinary components.

1 L 1
0.005 007 0.01 0.1 10 100

Figure 6.20. Polarization factor I1vs @/ @, .
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6.4.2 Emission from an Ensemble of Electrons

We now wish to determine the total power radiated by all electrons which have a Maxwellian
distribution of energies. First, the emission coefficient/ is defined as the sum P, overanensemble
of electrons,

o= f (P& )@ arp f (P o) anp2 dp
0 0 (6.85a)

The total emission j§ associated with Eq.(6.85a) is
T _ T 2

where PT(p) is the total emissivity integrated over all frequencies. Substituting Eq.(6.42) into
Eq.(6.29) gives

e“Bzvi
PT(v)=

6megm?c2(1-v2/c?) (6.86)

or, in terms of momentum,

PTp)= ——=—— (6.87)

Sincef{p) is isotropic and since there are two directions associated with p | , but only one associated
with p,, we have

5 _
pi=2p?/3 (6.88)
The Maxwellian distribution function is

f(p)=Cpexp (-W /kT) (6.89)

where

W=(p2c2+m2c4)"/?=ymc? (6.90)
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is the total energy of the particle. The normalization constant can be found from the requirement
that

If(p)41rp2dp=Cpf exp {-kaTz[l+(p/mc)2]”2}4np2dp=1
0

b (6.91)

This integral can be evaluated by setting =+'1+ (p/ mc)? and using the Hankel function
H(ll )(7;), the derivative relation for these functions, and the definition of the modified Bessel
function K2(E). We find

Cp=[4m kT m2c Kalme2 /kT)] ! (6.92)

Finally, from Egs.(2.2), (6.85b), (6.87), (6.89), and (6.92),

4p2 -1 [T 2
o BTIKal , p* exp (-%[mec)z]'“}dp
0

9 egm®c* kT (6.93)
which reduces to
i e*B?  (n kT.\Ks(mc2/kT,) W/
3meogm?c { mec? K, (m02 / kT) (6.94)

Equation (6.94) is the total power radiated by all the electrons which have arelativistic Maxwellian
distribution of energies. A more practical expression may be obtained by expanding the modified
Bessel functions in a power series, so that

2 22
iT_ €° W (nngg) 5 kT, )
/ 3repc\ me? (l+2m02+“'
=6.2x 10717 B2 (Tesla) n, (m-3) Tyey[1 + Tyev 204 keV +...] W /m3(6.95)

More restrictively, if the radiating filaments are in a thermal/magnetic pressure balance, so that
from Eq.(8.20) B, = 2pton k(T + T;)/ B2 = 1, then Eq.(6.95) becomes

iT=5.0%1038 n2 (m3) T2y (1 + Tyoy 204 keV+...] W /m3 (6.96)

From either Eq.(6.95) or Eq.(6.96), the total radiated power 7V over a volame V can be computed.
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6.5 Synchrotron Radiation from Z Pinches

Charged particle beams held together or pinched by their self-magnetic fields have been of general
interest since their earliest investigation by Bennett (1934). Confinement in the simple cylindrical
pinchis aresult of the axial, or z, directed current/ ; hence, the name “Z” or zed” pinch, often used
in place of Bennett pinch. The macroscopic picture of such a beam is that of a self-consistent
magnetic confinement or compression against the expansion due to thermal pressure Eq.(1.9). On
the microscopic scale, the individual particle orbits include radial oscillations due to the Lorentz
force Eq.(1.5) superimposed on the drift in the direction of mean flow. Since they imply particle
acceleration, there is electromagnetic radiation associated with them. Because the force is a vxB
force, the radiation from the relativistic electrons is synchrotron radiation.

Manifestations of the pinch effect appear to the laboratory observer as a rapidly occurring
phenomena. A burst of radiation from high-current discharges (with current densities of the order
10"'A/cm?), such as low-inductance vacuam sparks, plasma focus devices, and exploded wires,
isfound overabroad spectral range: the microwave region to the hard X ray region. Recorded data
show that the radiation bursts are correlated with dips in the current waveform. The microwaves
observed are attributed to the synchrotron radiation of electrons in the magnetic field of the proper
current. The hard X ray quanta are attributed to synchrotron radiation from the electrons at the
transitions between Landau levels in this same current-induced magnetic field [Meierovich 1984].

This phenomena may be similar to that of impulsive solar microwave bursts which are
believed to be produced by the synchrotron radiation of electrons accelerated in solar flares
[Takakura 1960, 1963, Kawabata 1964, 1965, Kai 1965, Ramaty 1972].

Zpinchesassources of synchrotronradiationinthe laboratory have been studied by Meierovich
(1984) and by Newberger (1984), who used the Los Alamos PHERMEX Facility. PHERMEX
produces a 30 MeV (y~ 57), 1 kA electron beam that is synchrotron-loss limited in energy. Like
the sun, which generates synchrotron radiation and solar radio outbursts at microwave frequencies
(1to 10 GHz), PHERMEX experiments also produce bursts of microwaves at gigahertz frequen-
cies [Mack, Peratt, and Gisler 1987).

6.5.1 X Ray Emission

Moderately high atomic namber plasma pinches with temperatures in the kilovolt range have been
produced in discharges with megavolt electron energies and currents up to 5 MA. Figure 6.21
shows a typical experimental setup used to produce and measare X rays. One or more metallic or
glass wires are strung between the cathode and anode of a pulse power generator diode (Figure
2.9). Typically, the wires have diameters of 15 pum, are 3 cm long, and are on a 20 mm array
diameter. Streak and framing cameras and laser shadowgraphy follow the behavior of the plasmas
produced when the ~100 ns pulse of energy explodes the wires into Bennett pinches. The self-
consistent magnetic field is tens of megagauss in the 0.1-1 mm pinches.

If more than one wire is exploded, orif a jet of gas is injected between the cathode-anode gap,
copiousamounts of X ray radiation are produced. Forexample, neon (atomic namber 10) produces
~55 kJ of K-line X rays at kv~ 1 keV at frequency v while titaniam (atomic namber 22) plasmas
can produce ~10 kJ of K-line emission up to #v ~ 10 kJ. Figure 6.22 depicts the radiation energy
asafunction of the namber of exploded wire filaments. As shown, an order of magnitude enhance-
ment in X rays may be expected if at least two plasma filaments are present.
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Figure 6.21. Experimental arrangement used to obtain X ray streak and frame photographs of the X ray source
as it evolves in time. The X rays are imaged through a slit onto a strip of scintillator, which is then viewed by
the streak camera through a prism (reference is made to Figures 2.9, 2.12, and 3.18).

6.5.2 X Ray Spectroscopy

X ray pinhole photographs and the spatial correlation of spectral emission show three types of
emission emanating from exploded Z pinches. These are (a) hot-plasma thermal emission, (b) cool
plasma thermal emission, and (c) nonthermal (synchrotron) emission.

The X ray emission from high-ionization states are recorded as narrow lines (using a curved
crystal spectrograph [Rauch and Gersten 1982]) corresponding to the excited states of the ele-
ments present in the plasma. The high-temperature emission emanates from pinched regions along
the plasma which emit X rays predominantly in the less than 3.5 keV energy region. Figure 6.23
shows the spectra produced by a titanium plasma.

Thermal X ray emission is also found from cooler-plasma regions with temperatures be-
tween 50 and 200 eV.

In addition to hot- and cool-plasma emission, X rays are also produced by relativistic elec-
trons in the exploded-wire discharges. These X rays may have energies as high as ~8 keV and
measurements of the shape and location of the radiating plasmas as a function of time show that
the nonthermal X rays have time histories of longer duration than the pinches. The hard X ray
emission produced by the energetic electrons generally begins about 20 ns after the beginning of
the low energy X ray emission from pinches and lasts for the duration of the pulse discharge.

6.5.3 Morphology of the Thermal X Ray Source

Time integrated pinhole cumera photography is used to acquire information on the size and shape
of the radiating plasma. A pinhole cumera may consist of a metal box containing the X ray film,
withanumber of pinholes covered by a graded aluminum foil material to increase the film latitude.

Figure 6.22. (opposite) (top) Radiated energy versus number of exploded wire filaments fora t MV, 1.3 MA
pulse delivered to titanium wires. (bottom) Side-on X ray pinhole photograph of the plasma confined between
the Bennett-pinched exploded wires (seen in absorption).
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Figure 6.23. X ray spectra from titanium plasma (Figure 6.22) collected with a curved-crystal spectrograph.

A contour plot made from a pinhole photograph is shown in Figure 6.24 and shows that the
intense X rays originate from hot spots along the plasma that is confined between the Bennett-
pinched exploded wires.! The dimensions of the X ray hot spots are <100 pm in diameter; with
cores often between 25 and 75 mm diameter. For a typical pinhole photograph with 5 hot spots
of ~100 mm diameter emitting 10 kJ of X rays, the energy density per hot spot is 3.8 x 10'* J/m?
(3.8 x 10" ergs/cm?), making the exploded wire the most copious energy density producer known
of X rays from either laboratory or astrophysical plasmas.

The variability of the thermal X ray radiation, based on the “spikedness” of the XRD signal,
istens of picoseconds (i.e., corresponding to the speed of light dimensions of the emitting regions).
The energy, of course, is supplied by the Marx bank via the transmission line (Figure 2.9), both
of which are invisible in electromagnetic emission.

The plasma characteristics determined from the distribution of excitation states in the ex-
ploded-wirespectracorresponds well withthose from other high-energy-density generating devices,
namely, the vacuam spark and the plasma focus (Section 4.6.2).



Synchrotron Radiation 233

£
L0}
Z
o
.—
Q
&
B 0«5
-
<
o
é 1 1 1 1 1
05 10 15 20 25 30
ARRAY AXIS (cm)

(a)
OPTICAL
DENSITY

-8 ~ 25
05
20 25 05 RADIAL
ARRAY AXIS 30 000 DIRECTION
(cm) (em)
(b)

Figure 6.24. (a) Planar contour plot of a pinhole photograph from a titanium plasma. (b) Isometric plot of the
optical density.

6.6 Particle-in-Cell Simulation of Synchrotron Processes
6.6.1 Simulated Z Pinches

Since [ is often driven by a potential difference across a plasma column, an axial field component
Eo= Z E,may be present. Chapter 5 dealt with naturally occurring magnetic-field-aligned electric
fields in current columns or filaments. Because of Eq, the formulation given in the previous
sections must be modified to include the acceleration of electrons parallel to B . For this case
B =PBL+ PP xP # 0[cf Eqs.(6.29) and (6.51)] and the equation of motion Eq.(1.5) is
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‘%’:AEOH x B (6.97)

Because of the added complexity to the analysis of Sections 6.1-6.5, and because of geometrical
complexities (Section 6.6.2), we choose instead to ““brute-force” a solution via three-dimensional
(three spatial dimensions), fully-electromagnetic (static and radiation ficlds), particle-in-cell simu-
lations (Chapter 8).

6.6.2 Synchrotron Bursts from Simulated Z Pinches

An enhancement of radiated power Eq.(6.29) or Eq.(6.51) is achieved when the sum of the
v x B radial forces seen by the relativistic electrons is increased, as is the case when the azimuthal
magnetic fields of neighboring pinches are present (Figure 3.13). Whenever the attractive force
between simulation columns causes their separation to be reduced to a distance such that the
repulsive force Eq.(3.26) starts to become comparable to the attractive force Eq.(3.13), aburst in
the radiation occurs (Figure 6.25). For the parameters used in these simulations, this distance is
of the order of several pinch radii. As shown in Figure 6.25, the radiation from the kiloelectronvolt
particles is polarized in the transverse plane and the synchrotron enhancement (burst) is detected
in the x and y electric radiation energies (W, , W,,) and the z magnetic radiation energy (W, ).
The burst lasts until the induced axial magnetostatic energy W, , due to the azimuthal current / »
is depleted [because the counterparallel azimuthal current force Eq.(3.26) brakes the azimuthal
electron flow in both filuments]. For some simulation parumeters, W, can build-up and discharge
again in the form of additional bursts of synchrotron radiation. The long-time, slowly varying
increase in radiation in W, and W, is due to the buildup of electrostatic energy from charge
separation in the particle number and size constrained simulation model.

The total power emitted as synchrotron radiation during the burst (simulation time T ~ 90)
is

T
PT = Wrad

Thurst

AEU / time step (6.98)

where W, is the total radiated power in arbitrary energy units (AEU) and 1,,,,,,, is the burst
duration in simulation time steps. Equation (6.98) may be converted to watts by scaling the
simulation magnetostatic energy in AEU to a physical magnetostatic field in Tesla (the spatial
dimensions and time in seconds are known quantities in a simulation):

Whalewd 82 viw,]

Thurs: (seconds) (6.99)

PT

Figure 6.25. (opposite) (a) Self-consistent axially-directed magnetic field vs time in df’ time steps. (b) and (c)

Synchrotron radiation energy inthe x and yelectric field components, respectively. The ordinates are in arbitrary
energy units (AEU).
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For this case, W ;= W grx + W gry + W gr: = 2.1 AEU and W, = 350 AEU. The radiation
burst lasts ~20dr’ in the compressed simulation time frame (Section 8.6.3). Since time compres-

sion is achieved by using light ions, m; / m, = 16, the actual burst time in seconds is

Thurss = 20 dr’ VI836]16 (6.100)

Hence,

[B;V]
PT=28x105+ =~ 4 w
2 ugdt’ (6.101)

6.6.3 Synchrotron Source Radiation Patterns

When f3, > B, , interacting Z pinches beam a double-lobed radiation pattem in a direction close to
B, The basic shape is shown in Figures 3.13-3.17, which depict the magnetic isobars that confine
the radiating electrons within the filaments. The isobars during the peak of the microwave burst
are shown in Figure 6.26a. Because of the Biot—Savart forces between filaments, the currents in
each filament have taken on a C—shaped cross-section from their original circular cross-sections.
The most intense currents are confined to narrow regions within the C—shaped lobes. These are
shown as spots in Figure 6.26a, which are found to be diagonally juxtapositioned in the two lobes.
This juxtaposition marks the start of the rotation of filaments (Figure 3.14).

The two lobes represent regions of strong synchrotron emission while the radiation is most
intense from the spots within the lobes.

Examples of isophotes of the generated electric field strength (squared)|Ej2 overatime span
which includes the microwave burst are shown in Figure 6.27a. These isophotes show where the
acceleration fields are strongest, and therefore depict the radiation pattems of the forward-beamed
synchrotron emission [c.f. Eq.(6.57)]. As shown, the |E{2 isophotes tend to be more complex than
the|B]2 isophotes and often show additional filamentation in each radiating lobe. At early times,
before and during the microwave burst, the acceleration fields tend to be strongest at the outer
edges of the lobes. At later times, |[E2 maxima migrate inward within the filaments, eventually
producing a “butterfly” like radiation pattem. The fourth frame of Figure 6.27 shows the vectors
B overlaid on |E? , giving information on the polarization properties of the radiation from the
filaments. In general, the B vectors are maximam where they lie transverse to [E}? .

6.7 Synchrotron Radiation from Cosmic Sources

6.7.1 Gross Radio Properties of Galaxies

Most cosmological objects, including galaxies, are emitters of synchrotron radiation, over a
relatively wide band encompassing radio frequencies through optical frequencies. The radio
power L of galaxies, integrated from 10 MHz to 100 GHz, ranges from about 10* W to about 10
W, and relative to their optical luminosity, from less than 10 to about 1 [Perola 1981]. The
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Figure 6.26. (top) Magnetic energy isobars B? in the plane perpendicular to the axial field-aligned currents at
time of peak burst of synchrotron radiation. The most intense fields are the “hot spots” in the radiation lobes.
A B? minima exists between the two outflowing currents. (bottom) Isophotal contours of synchrotron radiation
at 150 MHz from Cyg A. An elliptical galaxy is situated midway between the two radio lobes.

distribution in power is described by means of the Radio Luminosity Function (RLF) which
represents the number of radio emitting galaxies per unit volume as a function of the monochro-
matic power at a certain frequency. Figure 6.28 illustrates the RLF at 1.4 GHz at the present
cosmological epoch, the “local” RLF.

The RLF suggests a continuity in the morphological types of radioemitting galaxies. Above
10 W/Hz, the main contribution comes from quasars and classical double radio galaxies. In the
region 10%-10% W/Hz, the elliptical galaxies dominate while below 10 W/Hz (about an order
of magnitude greater than the power of our Galaxy) the power comes principally from spiral
galaxies.

Intheregion 10?'-10 W/Hz,anoverlap of spiralandelliptical galaxies occurs. The “ellipticals”
are in fact a hybrid class, containing bona fide ellipticals along with N galaxies (a bright nucleus
surrounded by a faint nebulosity) to that of cD galaxies (giant ellipticals with very extended radio
“halos™). Noteworthy in Figure 6.28 is a“‘break” in synchrotron power from ellipticals at 10%*° W/
Hz and another at 10?'* W/Hz for spirals.

The size of the radioemitting regions in galaxies spans a very wide range. At powers larger
than about 10® W/Hz at 1.4 GHz the radio emission is generally dominated by an extended
component, whose size goes fromtens of kiloparsecs (e.g., Cygnus A) totens of megaparsecs (€.g.,
3C236). Often a very compact central radio component is present, whose power ranges from 10?2
upto 10 W/Hz, and which may be seen to vary with time. Extended and central radio components
are typically found also in quasars.
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Figure 6.27. (right) Electric energy isophotes E?. Top to bottom: simulation times T = 51, 52, 236, 237, 280,
and 288 dr’, respectively. (left) Synchrotron isophotes (various frequencies) of double radio galaxies and
quasars. Top to bottom: 0844+319, Fornax A, 3C310, 2355+490, 3C192, and 3C315.
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Table 6.1.  General properties of galactic radio sources

Source type power, W/Hz geometry and dimension _ redshift. z
quasars, 1026.1029 two extended radio lobes 03-3.8
double radio galaxies separated tens of kpc to Mpc; 0.01-1.8
oftentimes a central component
is present
elliptical galaxies: 10231026 kiloparsecs to decaparsecs,

devoid of any magnetic field

cD giant ellipticals with very ~1
extended haloes

N bright nucleus surrounded
by faint nebulosity

10245 break in RLE
1026 Seyfert-like spectra
Seyfert spiral galaxies elementary spirals of a few 0.01-0.09

tens of kpc extent; most
active nuclei

spiral galaxies <1023 two radio components 0.003-0.5%
coincident with spiral disk,
kpc-sized nuclear region

1021.3 break in RLF

% Andromeda is blueshifted

At powers less than about 10 W/Hz, the size of the radio region in elliptical galaxies is
generally measured in kiloparsecs and often reduces to a compact central component. In spiral
galaxies, the next stage of a suggested epochological sequence in Figure 6.28, the situation is
different. Apart from the radical change in morphology between elliptical and spiral, the spiral
galaxies not only have a compact nuclear component (of radio dimension between 0.1 and 1 kpc)
but also a component of size ~10 kpc, coincident with the spiral disk.

Overlapping the powerful radio ellipticals (with Seyfert-like nuclear spectra) and spiral
galaxies are the Seyfert-spirals themselves, comprising 1% of all spiral types. In contrast to the
ellipticals, spiral galaxies rarely have compact nuclear sources and are unassociated with extended
radio lobes. Table 6.1 delineates the properties of galactic radio sources.

Figure 6.29 shows the positions of the radio sources, both extended and compact on a linear-
size, radio-luminosity plot. As seen, the bulk of the classical double radio galaxies possessing an
elliptical galaxy have a spatial extent between a few tens of kiloparsecs to many hundreds of
kiloparsecs, with radio luminosities of L~10* to 10** W. Some transitional radiogalaxies, 880
kpc,andL~10* W, are also present. The radioquasars appear in two distinct populations; extended
sources with dimensions of several kiloparsecs to several hundreds of kiloparsecs (L~10*-10*
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Figure 6.28. The radio lumninosity function of galaxies and quasars (adapted from Fanti and Perola, 1977).

W), and compact sources ~2 to 8 parsecs (L~10"-10* W). Most of the spiral galaxies are found
to be clustered according to a size-luminosity of ~10-80 kpc, and L ~10°'-10°2° W.

Finally, unlike their other properties, the radio spectra of the spiral galaxies are similar to
those of the radio galaxies. The nuclear component of our galaxy, for example, is a miniature
replication of a classic double radio galaxy (Figure 3.23).

6.7.2 Double Radio Galaxies

The discovery of discrete radio sources dates back to the pioneering survey of Reber (1944), who
found areas of enhanced radio intensity in the constellations Cygnus and Cassiopeia. Many
excellentreviews of doubleradio sources are available in the literature [Shklovksy 1960, Pachoczyk
1977, Miley 1980, Perola 1981], as are a number of models of sources. However, regardless of
whatever ingredients are postulated as necessary in models used to “explain” their existence, what
isobserved from any radio source is synchrotron radiation, that requires only relativistic electrons
in the presence of a magnetic field.
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Figure 6.29. Plot of the monochromatic radio power at 1.4 GHz versus linear size for classes of extragalactic
radio sources. The symbol e denotes extended radio sources associated with an elliptical galaxy core while g,
sy, and s denote quasars, Seyferts, and spiral galaxies, respectively (adapted from Eckers, 1974).

One of the first low-resolution radio maps made of a radio galaxy was the strong source
Fomax A (Figure 6.30). The pattemn depicted in this figure is that of two radio emitting regions
(thus giving “double” radio galaxies their name) situated on either side of an elliptical galaxy
(NGC 1316). Improvements in radio telescope technology led to higher resolution maps such as
that of Cygnus A shown in Figure 6.26b. Cygnus A, the brightest radio source in Cygnus, has
proved to be the “prototype” of double radio galaxies and models of double radio galaxies are
usually based on the characteristics of this source. As shown in Figure 6.26b, Cygnus A consists
primarily of two radio lobes of dimension / =w = 35 kpc (10?' m) separated on either side of an
elliptical galaxy by adistance a =80 kpc (1.22 x 10*' m). Cygnus A is thought to be characterized
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Figure 6.30. (a) Low resolution intensity contours of the double radio galaxy Fornax A. The peculiar galaxy
NGC 1316 is shown between the radio lobes. (b) Low resolution magnetic isobars of interacting Birkeland
currents during synchrotron burst era.

by the parameters B ~ 10°-107" T (10°-10" G), T ~ 1-10 keV, n, ~ 10>-10* m™ (10-107
cm™), L ~1.6-4.4 X 10 W, with a total source energy of 10°-10%" J. The average energy of the
relativistic electrons is estimated to be 100-158 Mev [Sturrock 1969, Perola 1981].
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Example 6.3. Double radio galaxy simulation model and parameters. To simulate a radio
galaxy, the results of Section 6.6.2 are used and the simulation geometry is that shown in Figure
3.12scaledto double radio galaxy dimensions (the reason for two filaments is discussed in Section
3.10.6). In analogy to Cygnus A, the two filaments are taken to have a width of 35 kpc with a
separation of 80 kpc. Assuming that the total plasma mass M over a length L (~10?' m) of filament
involved in Biot—Savart attraction is of the order of that observed in Galaxies, M = 10* kg, while
setting the velocity between galactic filaments to 1,000 km/s [Peratt and Green 1983] in (3.49),
yields1,=2.15x 10" A andB =pl/w=2.5x10°T(2.5% 10*G). (The quantities /, andB are
physically nonsensitive to the actual mass distribution, depending only on the square-root of the
mass per unit length).

To convert simulation results to dimensional form, it is sufficient to fix the value of one
physical quantity (e.g., B ). Since we are scaling to the strong radio source Cygnus A, the value
of B, is applied at time step 90 in Figure 6.25, the peak of the synchrotron burst energy. At this
time the simulation shows that B, has grown comparable in strength to B so that the pressare ratio
has decreased to about ﬂ =0. 0034 from the setup values of Section 3. lO l.ForB,=25x 10°T,
the magnetostatic energy Eq.(6.99) W _ =350 AEU=2.5x10"J,0r | AEU = 7 1x10%7.

Counting and plotting the thermal velocities of the electrons at time 7 = 90 shows a
Maxwellian velocity distribution with a corresponding temperature 7', ~2.8 ke V. Substituting ﬂ
T, and B into Eq.(8.20) yields a mean plasma density n_ = 1.79 x 103 m?(1.7x10° cm?). Since
a)“/(o =1.5 (Section 3.10.1), the axial magnetic field stnength isB,=2.0x10*T(2.0x10*G).
These parameter values characterize Cygnus A and are in close agreement with many previous
estimates using independent means. Additionally, from the simulation parameter £, /B ,=0.002c,
the acceleration field within a filament is £, = 12 mV/m.

To scale the simulation spatial and temporal setup dimensions, 4 =44, =2.97x10* m and

= (4a)p)" = 1.04 x 10, to Cygnus A requires a size/time multiplication factor Eq.(8.21) of
o=5.6 x 10'%, so that 34’ = 35 kpc. Hence, A’= aA=1.66 x 10?m and dt' = adt = 5.87 x 10''s
are the galactic equivalent cell and time step, respectively.

Example 6.4 Radiated power from a simulated double radio galaxy. An estimate of the total
power emitted as synchrotron radiation follows directly from the results of Section 6.6.2. From
Figure 3.15, B , is seen to be largely constrained to the volame of the plasma filaments so that
V. ~( 10?' m)® = 10 m?. Substituting B » V,,and dr’ into Eq.(6.101) gives a total power emitted
in synchrotron radiation of 1.16 x 10°” W, which is to be compared with the radio laminosity of
Cyg A of 1.6-4.4 x 10’ W. Table 6.2 compares the simulation and estimated parameters for Cyg
A The agreement between the model predictions and the estimated parameters are generally quite
good. For comparison purposes, the synchrotron isophotes of several radio galaxies and quasars
are arrayed against their simulation counterparts in Figure 6.27.

Example 6.5. Synchrotron spectrum. The total kinetic energy of the electrons during burst is
W, =8.78 X 10* AEU = 6.26 X 10** J. The total namber of electronsisN =n, V_=1.79 x 10%,
so that the average kinetic energy per electron is W =218 MeV (1 Joule = 6.242 x 10"¥ eV).
The most probable energy associated with the electron energy distribution is W, =2/3 W=
145 MeV and, based upon the velocity distribution of the simulation superparticles, the electron
energies range from 20.3 to 406.5 MeV [Peratt and Green 1983]. The critical frequencies asso-
ciated with these energy bounds Eq.(6.70) are 1.35 and 541 MHz, respectively. The total incoher-
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Table 6.2. Comparison of simulation and estimated radio galaxy parameters

Parameter Simulation value Estjmate X Author?
Galactic current, /7, A 2.15x1019 1017-1019 Alfvén (1981)
Galactic magnetic field, G 2.5%104 (B9 105 Perley et al (1979)
2.0x1074 (By) 3.16x10~4 Mills and Sturrock (1970)
Ix104 de Young and Axford (1967)
1.2x104 Hargrave and Ryle (1974)
10-5-103 Perola (1981)
Plasma temperature, T, 28 1-10 Miley (1980)
keV 10 Gisler and Miley (1979)
Plasma density, ne, cm=3 1.79x10-3 4x10-3-2x10~2 Perley et al (1979)
1074103 Miley (1980)
0.6x1073 Gisler and Miley (1979)
density of synchrotron
emitting electrons, ng,5Y" 6.9x1079 109 Shklovsky (1960)
om3 1.5x10-8 Ginzburg and Syrovatskii
(1965)
Psyn. W 1.16x1037 1.6x1037 Moffet (1975)
4.4x1037 Shklovsky (1960)
tsyn, ¥T 4x100 10%+-4x108 Sturrock and Bames (1972)
>3x107 de Young and Axford (1967)
sx106 Ryle and Windram (1968)
Total source energy, J 6.3x1055 1057 Sturrock and Bames (1972)
>1054 de Young and Axford (1967)
Average energy per
electron, T, MeV 218 >100 Perola (1981)
158 Sturrock (1969)

8Adapted from A. Peratt (1986)

ent spectrum follows from Eq.(6.71) and is shown in Figure 6.31 (solid line). This curve is a
superposition of the individual electron spectra and includes the contribution of each spectra to
ten times its critical frequency.

This spectrum may be directly compared to the spectrum of Cygnus A as compiled from a
number of independent flux-frequency measurements as shown in Figure 6.31 (crosses) [Mitton
and Ryle 1969]. Beyond 1 GHz, the fall-off on the simulation spectrum is due to the neglect of
a smaller number of higher energy, run-away, electrons. The run-away electrons can attain ener-
gies ashigh as 3 x 10" eV over an axial distance of 10 kpc with a millivolt per meter electric field.

6.7.3 “Jets” and Superluminosity

The term jet was first used in astrophysics by Curtis [1918] to describe an elongated optical feature
protruding from the core of the elliptical galaxy M87. Later Baade and Minkowski [1954] sug-
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Figure 6.31. The radio spectrum of Cygnus A. The absolute results of the electromagnetic particle simulations
and measurements are shown.

gested that such a jet might actually correspond to matter ejection after some active phase of the
core. Jets have been mapped in about 200 radio sources. Jets are found not only in double radio
galaxies and quasars, but also in central compact radio sources located in the nucleus of associated
(optical) galaxies. They are measured from the synchrotron radiation they emit, from centimeter
wavelengths to X rays. However, in spite of improved resolution and statistics of observations,
definitive direct evidence that ordered streaming motions are present in jets or radiosources is still
missing. Moreover, uncertainty exists in identifying structures as either “jets” or “bridges.”

Figure 6.32 shows VLA observations of radio quasars having jets (7 out of 26 quasars in a
966 MHz Jodrell Bank survey) and three quasars with faint jets. The general morphology is that
of a filamented structure in emission that is connected to a core located midway between two
strong radio lobes.

Comparison of the integrated magnitude of the jetin M87 over the period 1934-1980 shows
that the jet is variable and has been fading, more or less uniformly, by about 0.8 mag per decade
between 1964 and 1980. The data imply that over the period 1952-1980, the total jet intensity fell
by atleast 2.5 mag. Comparisons of isophotes taken in 1964 and 1979 show noobvious differences
inoverall shape, apart from effects of variation and noise. This indicates that the fading has affected
the whole channel uniformly since 1964 [i.e., the “knots” or hot spots in the jet (Figure 6.33a,b,c)
have not been seen to move]. However, between 1934 and 1956, knots A and B became signifi-
cantly brighter than C.

Atadistance of 11.4 Mpc, the channel length of M87 is 30 arcsec in the plane of the sky, or
5,400 light years across. For this reason, and because side-on photographs of charged particle
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:1?::0:)32" T';n examples of Very Large Array observations of radio quasars having jets. the general
rphology is that of a filamented structure in emission that is connected to a core located midway between

two strong radi itti i i
g g radio emitting plasmas. The bottom three sources in the right-hand column are designated as “faint”
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beams display different morphologies, the explanation of observable jet fading based on side
ejected matter models is untenable.

Example 6.6 Simulated emission bridges between radio lobes and core. Plasma confined in
the core and channel connecting one of the current filaments by magnetic isobars has been
discussed in Section 3.10.4. Using the scaling of Example 6.3, the length of the channel is
94 ' =1.5x 10? m (49.8 kpc) while the width varies from about 0.54 (2.8 kpc) to 24 “ (11 kpc).
At time T =255 (1.6 x 10" s or 51 Myr), the confining field B . (from Figure 3.17) is
2-2.5 x 103 T, so that the pressure [Eq.(3.51)] is 2.5 X 10~ Pa, allowing the confinement of a
10°m~ (10°cm) 2 eV plasma. The inwards magnetobaric velocity Eq.(3.52) is 8,990 km/s, about
9 times faster than the Biot—Savart attraction velocity between synchrotron radiating filaments.
Through Eq.(1.1), the time varying B, produces an axial E, field within the plasma, accelerating
the electrons in one direction and the ions in the other. Figure 6.34 shows the induced electric field
variation at the mid-sections of the two filaments (the radio lobes), the core, and within the channel
on either side of the core [Peratt 1986]. From top to bottom, the most intense electric field activity
occurs earlier in the outer filaments at time T ~ 180-270, then later at time T ~ 320-390 in the core.
Whether or not an observer can see synchrotron radiation depends on his orientation with respect
to the polarity of the electric field. A positive value for £, accelerates electrons in the —z direction,
which is also the direction of the gain pattem Eq.(6.57). An observer in the +z direction, or out of
the gain pattem, would observe radiation only from the thermal plasma, which may be the case
for some radio quiet quasars.

The rapid spatial vanation of the induction field, as well as the changing field polarity along
the channel, causes an apparent “superluminosity” effect as the field sweeps the channel confined
plasma. Figure 6.33d,e shows the simulated plasma and its magnetic field. Rather then being core
ejected material, the simulated “jet” is a sheet electron beam (Section 2.7.1) accelerating out of
the plane of the page.

6.7.4 Quasars and Active Galaxy Nuclei

Quasars can be delineated into two classes, radio quasars and radio-quiet quasars (Figure 6.29).
However, there is little to distingirish between a double radio galaxy and a radio quasar. In a
redshift range 0.1-0.5, both are found in equal nambers with matched radio luminosities and
spectral indices. The quasars appear to be the larger radio sources with strong cores of flat spectral
index; the strongest radio lobe sources are radio galaxies. Hutchings (1987) finds that nearly 70%
of the radio quasars and over 80% of the radio galaxies are interacting objects, the median
separation being 20 kpc for quasars and 12 kpc for radio galaxies. From this he infers a relative
velocity of 1,000 km/s (identical to the value determined in Example 6.3) and deduces an upper
limit of 108 yr for radio activity [Eq.(6.100) yields 4 x 10° yr]. Approximately 30% of all objects
have anelliptical, or a disturbed elliptical galaxy located between the radio lobes; none has spiral.
The median source size for the radio quasars is 104 kpc compared to 60 kpc for radio galaxies.

There is amajor difference between the radio quasars and the double radio galaxies: Quasars
all have strong nuclear cores while radio galaxies all have very weak cores.

Radio quiet quasars lack the double lobe radio structure but retain the characteristic core
signatures: emission lines of hydrogen and other light elements. In addition, unlike radio quiet
quasars, radio quasars often have a compact radio component coinciding with the core. Radio
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Figure 6.34. Induction electric field E, from field probes indicated in Figure 3.17.
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Figure 6.35. The continuum spectrum of the quasar 3C273 plotted as VF  against frequency vin electronvolts.

variability is shown by this component, in the same way as the quasar varies optically. The time-
scales of the variability for the optical and core radio components are of the order of one year.

The optical spectraof quasars are similar to those of Seyfert galaxies. Both are strong infrared
emitters, but quasars are intense emitters at X ray and gamma wavelengths (Figure 6.35). For
example, NGC 4151 (Figure 3.27b), the brightest of Seyfert galaxies, shows strong emission lines
of hydrogen, heliam, carbon, and magnesium. The short wavelength continuam of NGC 4151s
spectrum indicates a temperature of about 3 eV. The variability of the lines and the continuam
varies greatly on time scales from days to months. From the point of view of spectroscopy, quasars
cannot be distinguished from Seyfert galaxies. The continuity in spectra for a quasar, Seyfert,
narrow emission line galaxy, and a normal spiral galaxy is shown in Figure 6.36.

Example 6.7. Simulated quasar evolution. Figures 3.15 and 3.19 (morphology evolution),
Figure 6.25 (temporal characteristic of synchrotron radiation), and Figure 6.34 (time-space history
of the accelerating field E ) allows the study of the morphological and radiation history of a
simulated quasar. At early time (5-10 Myr) in the interaction of two current-carrying filaments
(scaled to the parameters of Example 6.3) only synchrotron radiation from the two sources
(precisely, the cross-sections of the interacting filaments where the double-layer E field occurs)
can be seen in the gain pattern. At about 20 Myr, the intensity reaches some 10°” W while diffuse
inter-filament plasma has been collected into the elliptical core and channel regions. The plasma
in the channel can radiate via the synchrotron mechanism (Example 6.6), albeit a much lower
intensity than the outer sources. The thermal plasma compressed into the core, in analogy to
Section 6.5.2, might be expected to also display a two-temperature spectral profile: a continuam
and excitation lines of light elements. After ~50 Myr, the synchrotron burst era comes to a close
with a fall in the intensity of radiation from the filament sources. In spite of this, the current
conducted by the filaments continues to increase from 2 x 10" to4 x 10% A (because of the constant
E ). This compresses the plasma in the core and reduces its dimension from about 50 kpc in extent
to 10kpcor less at much later time. The heated core plasma is eventually enveloped by the source
plasmas which spiral inward to mimic the morphology of a Seyfert galaxy (Figure 3.27a). The two
original hot spots which marked the most intense regions of axial current flow and which are the
sources of synchrotron radiation, now reside within the core of the galaxy.
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Figure 6.36. (a) Spectra of the nearby (z=0.2) quasar PKS 1217+02. (b) Spectra of the Seyfert galaxy Markarian
509. This spectra is similiar in all respects to (a). The Balmer lines HB, Hy are very wide while the forbidden
lines such as [OIII] are narrow and are comparable to the Ho. line in a normal spiral galaxy. (c) Spectra of the
narrow-emission line galaxy Markarian 176. Compared to Seyferts, this class of galaxy does not have active
nuclei. (d) Spectra of a normal spiral galaxy. Spectra are plotted versus wavelength, nm (bottom), and energy,
eV (top).

6.7.5 X Ray and Gamma-Ray Sources

Figure 6.37 plots the luminosity L and magnetic field B versus frequency vin keV for a number
of classes of astrophysical objects having both steady and “burst” emissions. Liang (1989) has
pointed out the suggestive trend linking the so-called classical gamma ray bursters with two other
impulsive phenomena, namely, the aurora from geomagnetic storms (Section 2.9.8) and impul-
sive solar X ray flares (Section 5.6.2). Like the aurora and solar flares, X ray and gamma ray
sources are likely to have their radiative energies supplied by electrical currents (Section 6.5).
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Figure 6.37. The location of various classes of steady and burst astrophysical sources in luminosity L and magnetic
field B versus frequency v in keV (adapted from Liang, 1989).

Notes

! The “island universes” concept was introduced by the philosopher Kant (1724-1804).

2 A time frame study of the fields shows that the strength of the “static’’ component does vary
slowly in time.

3The function &(y) is to be interpreted as &y)T/27 where T is the period of revolution.
*While P has no rotation, P &Y does rotate.

* Long after the thermal plasma X ray burst, streak photographs show the Bennett-pinched
exploded wire plasmas converging onto the centrally confined plasma because of the Biot-Savart
attraction. The pinhole camera placed in front of the anode records a single “dot” of X rays.



7. Transport of Cosmic Radiation

The theory of electromagnetic radiation was first derived by James Clerk Maxwell in 1873. He
showed that both magnetic and electric fields propagate in space and the velocity of propagation,
from purely magnetic and electrical measurements, was very nearly 3x10° m/s. Within the limits
of experimental error, this was equal to the velocity of propagation of light. Within fifteen years
of Maxwell’s discovery, Heinrich Hertz succeeded in producing electromagnetic radiation at
microwave frequencies by installing a spark gap (an oscillating high-potential arc discharge across
two conductors separated by a short gap) at the center of a parabolic metal mirror. While the
induction field was significant in Hertz’s measurements (1.5 m transmitter-receiver separations),
Gugliemo Marconi succeeded in demonstrating true electromagnetic energy transport, first at
separations of 9 meters, then 275 meters, then 3 kilometers, and then, in 1901, across the English
Channel. Finally, in 1901, Marconi’s transmissions bridged the Atlantic Ocean—a distance of
3,200 kilometers.

Like radiation at optical wavelengths, that can be decomposed into a spectrum of constituent
components (reds to violets) by a prism or grating, radiation at other wavelengths is alsoresolvable
into a spectrum, another discovery by Hertz who showed that electromagnetic waves possessed
all the properties of light waves—they could be reflected, refracted, focused by a lens, and
polarized.

The electromagnetic spectrum corresponds to waves of various frequencies and wave-
lengths, related by the equation A f=c, where ¢ = 3x10° m/s is the free space velocity of light. In
principle, it was found that knowledge of the radiation pattem recorded by an antenna system, and
the distribution of the radiation in a frequency spectrum, could give precise information about the
distant soarce of the radiation—its location, size, mecharmism, energy, etc.

However, a complication arises when the propagation mediam is no longer free space, but
instead is plasma. The plasma may be dilute—such as the interstellar or intergalactic mediam
(Chapter 1), or it may be dense—for example, pinched plasma filaments that may even be the
source of the radiation (Section 6.5). In both cases the properties of the radiation ure altered, in the
dilute case over long propagation distances and in the dense case over short propagation distances.'

The first complication results from a modification of the wavelength-frequency relation,
Af=c/n, where n is the refractive index of the plasma (Appendix B). Since n depends on the wave
frequency, magnetic field strength and orientation, plasma temperature, plasma constituency, and
collision frequency, these parameters must be taken into account when an attempt is made to
unfold the nature of the distant soarces such as those responsible for the spectrum shown in Figure
1.24. Additionally, linearity is no longer preserved if the wave field E is intense enough to modify
the physical properties of the mediam through which it propagates, by accelerating the plasma
electrons and ions which may then collide with neutrals to heat the mediam (e.g., Section 1.2.5).



254 7. Transport of Cosmic Radiation

This chapter starts with an outline of the mathematical description of energy transport in
plasma. This is followed by a description of geometrical optics in radiation transfer—its appli-
cations and limitations. Blackbody radiation, the source function, and Kirchoff’s law are covered
for the case of Maxwellian particle velocity distributions, and the classical definition of radiation
temperature is given. The absorption of radiation by plasma filaments, the large-scale random
magnetic field approximation, and the generalization of radiation transport to anisotropic velocity
distributions, finish the chapter.

7.1 Energy Transport in Plasma

A power-energy conservation relationship may be developed by expanding the divergence of the
vector product E x H, and using the Maxwell-Hertz-Heaviside curl equations (1.1) and (1.2) to
obtain

V. (ExH) =_E'(j+%_]t))+“' (_%_1:)

e i 10( 2
=-E-j zat(t»:E +uH)

7.1)
Equation (7.1) is in the form of a conservation theorem and can be recast in the form
V. S+%(WE.j+wE+wB)=O 1.2
where
S=ExH is the Poynting vector,

WE j = f E-jdt is the particle energy density in the fluid approximation,
=1 E2 . .
WE=E€ is the electric field energy density, and

_1 2 . .
wg=_WH is the magnetic field energy density.

By applying the divergence theorem to Eq.(7.2), it is seen that the outward flux of the vector S from
a volume V is accounted for by a time rate of change within that volume of the electromagnetic
to mechanical energy conversion term plus the electromagnetic field energy density we + wg

g
S.-ds=-=— (WE.j + we+wg)dV
i oaf, ) (1.3)
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Although Eq.(7.2) is rigorous atevery instant of time, our interest will only be in the averaged
quantities. Following a procedure outlined by Bekefi [1966, p. 10] utilizing the time and space
Fourier transforms of Egs.(1.1)—(1.4), we obtain

ki-[S+T)=aw(wsg+wesp) +PE (1.4)

where k; and @; ure the imaginary components of

k=kr+iki (75)
V=0 +iay (7.6)
and
S=LRe(ExH*
2 e( ) is the time-averaged flux, (7.7a)
=_ 1 « ook . . .
T=- T & E* - Sk E is the nonelectromagnetic energy flux of particles
flowing coherently with wave, (7.7b)
wg = i_ o |HP is the time-averaged magnetic energy density,
(71.7c)
— 1 * JoK . . . .
WE+p = 4—80 E*. o E is the time-averaged electric energy density plus
kinetic energy of particles coherent with wave, and
(7.7d)
PE. ;= L& E* (0;Ka)- E is the time-averaged rate of power absorption.
E J 4
(7.7e)

The time-averaged Poynting vector S represents the flux of electromagnetic energy. The
quantity T is the nonelectromagnetic energy flux due to the coherent motion of the charge carriers.
Inacold plasma, where the charge carriers oscillate about fixed positions, T = 0. In a hot plasma,
bodily transport of density, velocity, and energy fluctuations by the free-streaming particles lead
to finite values for T.

The dissipation of energy from the wave enters through the anti-Hermitian part of the
equivalent dielectric tensor Kg = (K - K*) /2i. When the medium is not time-dispersive,
WE. p takes on a more familiar form Wg,, = ;—80 E*. K. E.

Example 7.1 Total energy density of a transverse electromagnetic wave propagating in an
isotropic medium. From Eq.(B.2), since B, = 0, all diagonal tensor elements reduce to
K=P=1-w' /o’ andEq(7.7d)is

WEwp =g eolER(1+0} /o?) (1.8)
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Since H =V €9/ po n x E, where n is given by Eq.(B.7) and n* = P Eq.(B.11),

1 2
ws=relEP(1-0} / o?)
The total energy density is therefore

1
wp+ W p=5&|EP (1.9)

Example 7.2 Total energy density of a longitudinal wave in warm magnetized plasma near
thesecond electron cyclotron harmonic. A transverse electromagneticwave E = Ei™ ¢/ (k- r-a)
is incident on a warm magnetized plasma slab (Figure 7.1). The propagation vector is
k=X k. + § ky, and k / k,= sin &, where &, is the angle of incidence, and the plasma extends in
the xdirection. Since the electric field of the longitudinal wave is predominantly along its direction
of propagation, it follows from a simple geometrical consideration that in the plasma

c ke 1
x =" “—E

o sin &; (7.10)

so that| EX| >> || Neglecting E, Eq.(7.7b) can be written

T, =~ (&0 /4)(3 Kyx /3 ki) [EH? (7.11)

Theelement Ky x ofthe dielectric constant in warm magnetized plasma s [Peratt and Kuehl 1972]

Kx=1-

@} c2k%( @ |\ |39
a)z—a)?+ e a)z—a)%} (7.12)

Differentiating Eq.(7.12) and inserting in Eq.(7.11) gives the final result

]Tx=+1_/\’8_ock"( 0‘3 \\
2 Ho w\wz-a)fl

where the sign of Eq.(7.13) has been reversed since the phase velocity is in the opposite direction
from that assumed in the derivation of Eq.(7.11).

a)2 \|3vi
2 2 2
s0l-0?) ¢ (7.13)

7.1.1 Group Velocity

The velocity at which energy in the wave propagates, the group velocity, is defined as
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Figure 7.1. Incident, reflected, and transmitted wave vectors for a transverse electromagnetic wave obliquely
incident upon a magnetized plasma.

total time-averaged flux

g=

time-averaged energy density (7.149)
or, from Eq.(7.7),
@ - S+T
K wg+Weep (7.15)
where
ow aa) aa)
= 5?
ok ? Bk (7.16)

The group velocity vector v, associated with the wave has a magnitude v, and a direction given
by the angles £ and 7 (Figure 7.2). In spherical coordinates

w=olk 6, 9 (7.17)
and Eq.(7.16) is
00w 200 o100 1 00
5 =k=—+0 +—+ ¢ ———
k k "k 3 ¢ ksin 0 9¢
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Figure 7.2. Coordinate system showing the propagation vector k and the associated group-velocity vector \x

~ ~

=K Ve +0 v o+ @V, (7.18)

_ %k (ak )—1
00 \dw (7.19)

Veo=

1% (ak)-l

k sin 6 3¢ \dw

The transformations Eq.(7.19) can be simplified if an axis of symmetry By = z By is chosen.
Thus, d k / 9¢= 0 and

Vgk = Vg cos (8- ¢)

Vgg=— Vg sin (9 - é) (7.20)
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Figure 7.3. Wheel lemniscoidal normal surface and partial construction of its one sheet hyperboloidal ray
surface. These shapes are representative of the compressional Alfvén wave.

Vgp=0
From Eqs.(7.19) and (7.20)
_ veo 1[0k
tan (6-¢)=- Vek 7(%’0, 21

where ( 60— -f) is the angle between the direction of wave propagation k and the direction of energy
propagation Vg / v, . The differentiation of k in Eq.(7.21) is done at fixed frequency .
Consider, for example, a wheel lemniscoid wave-normal surface (which is representative of
the compressional Alfvén wave) as shown in Figure 7.3. One may use wave-normal surfaces to
find the direction of v g. Let the origin represent an instantaneous constructive interference maxi-
mum for a group of waves which ure of the same frequency but which differ slightly in direction.
At a later unit time, the wave fronts which had passed through the origin will lie on the surfaces
which ure perpendicular to and which contain the tip of the ayk radius vector. The new point of
constructive interference occurs where these wavefronts again coincide. The coinciding wave
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fronts form an envelope for a second surface, which is called the ray surface when the medium
is nondispersive.

For dispersive media, only the direction of the wave is given correctly by the construction
of Figure 7.3. One must then consider the constructive interference of waves not only with
different directions, but also with different frequencies, and the length of the Vg vector is changed
acordingly.

Example 7.3 Whistler mode propagation through the ionosphere. A famous example of
group velocity relations in anisotropic dispersive plasma is furnished by the whistler mode.
Whistlers, which were first reported in 1919 by H. Barkhausen, are electromagnetic disturbances
initiated by lightning discharges in the upper atmosphere, particularly the electromagnetic radia-
tion with frequencies of 300 Hz to 30 KHz. The waves cannot be heard directly but are converted
into audible sound waves of the same frequency by an audioamplifier. They are propagated from
one hemisphere to another in the ionosphere and follow the earth’s dipole magnetic field lines. In
propagation through the ionosphere the group velocity is proportional to the square-root of the
frequency so that the received signal is a descending tone lasting a few seconds.
We write Eq.(B.10) in the form

2(A-B+0)

2A —-B ++/B2-4AC (1.22)

n2=1-

Using the ““quasi-longitudinal” approximation

w,f sin* 0<< 4 ©? (1 - “’3 / wz)z cos? 6

(7.23)
in addition to the approximation
a)pzsin20<<‘2 wZ(l—w,fla)z” (7.24)
we arrive at the quasi-longitudinal right-hand index of refraction equation
2
n2= 1- &
@ - wycos O (7.25)

In his analysis of this mode, Storey [1953] simplified Eq.(7.25) to obtain the approximate form
2
Dp

n2= ] —F
@ Wpcos 6 (7.26)

which is valid where | @y, cos 6| >>|®| and when n2>> 1. Thus, the frequency and group
velocity are
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c2k B Wy
w=————cos 0
a); (7.26a)

aw 2k cza),, 9-—\/(0,,0_05’\/_

ok e (7.26b)
From Eqs.(7.21) and (7.26), tan (6 - &) = tan 6. Solving for & gives

&=tan?

chogO)

1+ cos20 (7.27)

The maximum possible value of £ is found by differentiating Eq.(7.27) with respectto 6 and
setting it equal to zero. After some manipulation we find that

Enme=tan~12-3/2= 19° 29

where & is the angle between the ray direction and the earth’s dipole magnetic field lines. This
angular limitation on the group-velocity direction accounts for the tendency of whistlers to follow
the lines of force of the earth’s magnetic field. The frequency dependence of the group velocity
accounts for the whistler’s characteristic descending tone since the higher frequency components
of the disturbance arrive first.

An example of a 500 Hz whistler-mode ray path obtained using a ray tracing program is
shown in Figure 7.4 [Kimura 1966].

500Hz Whistler-Mode
Ray Paths

Plasmapause

Figure 7.4. Example of 500 Hz whistler-mode ray paths, obtained from a ray tracing program, that illustrates
how wave energy generated in the outer region of the plasmasphere can propagate across magnetic field lines
50 as to fill the plasmasphere with waves.
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7.1.2 Time Rate of Decay of Wave Oscillations

The time-averaged rate of power absorption divided by the time-averaged electromagnetic energy
density in the waves gives the time rate of decay of the oscillations, that is,

— 1
7= {_’E—‘_} s (7.28)
WE+Wp
An alternate way of expressing the time rate of decay and spatial absorption of a plane wave
is through the complex values of  [Eq.(7.5)] and k [Eq.(7.6)]. The relaxation time for the
oscillations is (—;)~!; therefore the relaxation time for energy is

t=(-20)' s (7.29)
Likewise, the spatial damping is (k;)~!; therefore the absorption is
tp=2k m-l (7.30)

However, the absorption coefficient must be corrected to include the direction of wave propaga-
tion k with respect to its group velocity @/ k. This correction is (Figure 7.2)

0p=2kicos(6-&) m! (7.31)

7.2 Applications of Geometrical Optics

Geometrical optics assumes that the medium varies slowly with position and the scale length of
the variations is much longer than the wavelength of the radiation in the medium. The radiation
canthenbeconsidered as being transported along bundles of curves orrays (Figure 7.5). In plasma,
the various bundles may belong to the different characteristic plasma modes of propagation.
Nevertheless, unlike the mode conversion processes described in Appendix B, in geometrical
optics the bundles do not interact with one another.

7.2.1 Basic Principle and Limitations of Geometrical Optics
Consider for a moment a loss-free plasma (PE - j = 0) under steady state conditions (@ = 0,
V & ik) so that Eq.(7.4) may be expressed as

V- Fe=0 (1.32)

The quantity F_is called the spectral flux and consists of both the electromagnetic flux and the
flux of particles
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Figure 7.5. Bundles of rays emanating from a small source crossing an element of area da.
Fo=S(0) + T(o) (1.33)

Since Eq.(7.32) is valid for each possible mode supported by the plasma separately of any other
mode, the flux F, is the total flux for a single mode.

The problem of flux flow is handled as follows. Let da be a small area in plasma whose
outward normal is along B,. Each element of the source sends through da a tube of rays, and the
central rays of the tubes fill a cone of solid angle d<2. For a sufficiently small cone angle the fluxes
from the individual elements travel essentially in the same direction. If the sources are assumed
toradiate incoherently with respect to one another, the total flux is the scalar sum of the individual
fluxes. The magnitude of this flux is then

dF, - Z=dF, cos &=1I(s) cos £ dS2 (7.34)

where I is a constant of proportionality. The time-averaged power P in the spectral range do,
crossing the elementary area da and confined to the cone d€2is

dPy =1Is)cos £dQ2 dadw W m~2 ster! (7.35)
The scalar quantity /_ is known as the specific intensity of radiation or, simply, the intensity.
If I at a point is independent of direction, the radiation is isotropic.

To obtain the total flux crossing unit area da (Figure 7.6), Eq.(7.34) must be integrated over
4n steradians:

F, =f 1,(s) cos £dR2 (7.36)
O<é<rm ’



264 /. I'ransport oI LOSMIC Kaalauon

Figure 7.6. Vector diagram for radiation flowing across a small area da.

In radio astronomy the measurement of the flux takes place at a large distance from the radiating
body and, since the body subtends a sufficiently small solid angle at the position of the observer,
Eq.(7.36) can be approximated by

F, =j 1,(s)d2
0<&<nm

Consider an infintesimal volume element of the plasma in the form of a pillbox as shown in Figure
7.7. A pencil with radiation intensity / and solid angle d(2, enters one face at an angle £, to the
normal Z. The radiation in the outgoing beam of intensity /_+ dI_leaves within a solid angle d€2,.
Ifthe plasma s simple and slightly inhomogeneous, it causes abending of the rays, so that &, = &-.
If the medium is also loss-free then, in accordance with Eq.(7.35)

(Ip+ dl ) cos &,dQ2; dadw—1,,cos &dR2; dadw=0 (1.37)

which is the energy conservation equation for radiation propagating along a bundle of rays. For
a simple plasma, Snell’s law of refraction may be employed which states

n sin £ = constant along the ray (7.38)
where n is the real part of the refractive index Eq.(B.7). We then find that

n2dacos &€ dQ= constant (7.39)
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Figure 7.7. Radiation entering a small volume of plasma and leaving it after having suffered a small amount
of refraction due to a difference in refractive indices on the two sides of the elementary pillbox.

and from Eq.(7.37) that
1,/ n? = constant along the ray (7.40)

In magnetized, anisotropic, and inhomogeneous plasma, the rigourous solution of the ray
trajectory problem is beset with the same basic difficulty of geometrical optics: the wavelength
must be short compared to the distance over which the refractive index changes appreciably. This
requirement is often violated in cosmic plasma, where transistion regions define abrupt changes
in plasma density, temperature, and magnetic field strength. In addition, plasma wave theory
shows that the refractive index may change rapidly even though the plasma density or magnetic
field changes gradually (Figure B.1).

Example 7.4 Absence of a Brewster’s Angle in anisotropic plasma. Referring to Figure 7.1,

where E L B, the sum of the incident and reflected waves at the plasma boundary may be written
as

Ey=(1+ p)cos & (7.41)
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’2 H,= (1 "P)
V € (7.42)

Within the plasma half-space, E 1 B , sothat the field is extraordinary and consists of components
both perpendicular and parallel to k

EW = E, cos & +Eysin & (7.43)

where &, is given by Snell’s law sin & = n®) sin &, A relationship between E, and £} may be
obtained by briefly considering the case & =0. In this case E =E,and Ey =E . From the vector
wave equation Eq.(B.9),S E,-iD E,= 0, or

Ey=—i w,f/(wf— o) E,

0 op/(0;-0]-1 (7.44)

Since Eq.(7.44) is independent of coordinate rotation, it is valid at angle &, Substituting Eq.(7.44)
into Eq.(7.43)

2 2
E£X)=El cos é,_ i& wP/(wb_wz) sin 5’ ei[(nx)z—sinz.f,]”z%x

@ wf,/(wlz,—a)z)—l (7.45)

HSX)___ nXE, ei[(nx)z—sinzé,]m%x (7.46)

The two unknowns p and T = E| are obtained by matching Eq.(7.41) and Eq.(7.42) to Eq.(7.45)
and Eq.(7.46) at the vacuum-plasma interface. We obtain

_cos (& + &) sin(& — &) +i(w/ aw)[a/(a-D]sin* &

sin(& + &) cos (& — &) +i(@/ wp) [a/(a— D]sin? & (7.47)
= 2 cos & sin &,
sin (& + &) cos (& - &) +i(w/ wp)[a/(a-1)]sin? & (7.48)

wherea = (03 / (wz - (013). When @, =0, Eq.(7.47) reduces to the well-known Fresnel equation for
reflection from a dielectric with E in the plane of incidence [Slater and Frank 1947]. For @ =0,
we may therefore have p =0 at the “Brewster angle,” but if @y # 0, Eq.(7.47) shows that p never
vanishes, so there is no “Brewster angle” for anisotropic plasma.

Exa.mpl.e 75 Absorption due to collisions. Collisional effects such as wave damping caused by
particle mtera.ctions can play an important role in the propagation of electromagnetic waves
through cosmic plasma. For examiple, collisions are particularly important for longitudinal wave
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propagation because of their slow group velocity. Collisional processes become important for the
propagation of an extraordinary wave near a resonance.

Theeffect of collisions can be included in the formulation of Example 7.4 with the frequency
replacement Eq.(7.6) (this is usually carried out in the derivation of the current density j). The
quantity @ is considered a “collisional frequency” [Kuehl, O’Brien, and Stewart 1970] whose
magnitude is determined by the type of particles in collision. With this substitution, the absorption
is

%=1-lpP-|ef (7.49)

None of the wave conversion, wave matching, or collisional damping carried out in Examples 7.4
and 7.5 exist in geometrical optics. Nevertheless, in spite of the inadequacies of the procedure,
especially at longer wavelengths, we shall continue to confine ourselves to applications of geo-
metrical optics. '

7.2.2 Equation of Transfer

In the presence of dissipation, Eq.(7.32) takes the form

V- Fo=(Pe. o (1.50)

where (pg . j), represents the spectral density of pg . j(t). The effect of dissipative processes is the
appearance of absorption which, in the geometrical optics formalism, is described by

—0gpds I,cos £EdQ dadw (7.51)

The pillbox is also a source of radiation. For an emission coefficient j, Eq.(6.85), the power
generated is

Jods cos £EdQ dadw (7.52)

Summing Egs.(7.51) and (7.52), placing the sum on the right-hand side of Eq.(7.37), and using
Eq.(7.39), leads to the Equation of Transfer®

24 (lof _ Oply+j
s\ T T Yelet e (7.53)

All quantities of Eq.(7.53) refer to one mode of propagation and there are as many first-order
differential equations like Eq.(7.53) as there are characteristic modes in the plasma.
The following are special cases where the solution to Eq.(7.53) is simple:

(1) Emission only: & =0
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s .
2,,( )=j¢., la,(s)=la,(so)+[ jo_ 4
50

ds n2(s) n2(so) n?
(7.54)
(2) Absorption only: j =0
l s
ST R L xJ-[ ot
@ ln? w6 wie | Ly (1.55)

(3) Thermodynamic equilibrium: For complete equilibrium of the radiation with its sur-
roundings, the intensity is described by the Planck function at equilibrium temperature T.

_( ) Lo® > -5ola 7

(7.56)
where B (@, T) is the Planck law (Section 7.3).
In general, to solve Eq.(7.53) we define two quantities. The first
o 1o
T2 e (1.57)
is known as the ergiebigkeit or source function. The second is the optical depth 7
dTy=—ayds (7.58)
In terms of these quantitites, Eq.(7.53) becomes
dr, (—) S e (7.59)

The solution of Eq.(7.59) is obtained by first multiplying by e~ and then partially integrating
over T,

70

dl /n 2 I Tm(a ra,(O I 1(,,(0
o2 dt,= e + 2 eTo dty= (—— S )e"'" dt,
dt n? 0 n? 0 n?
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I I, ral0
%fm(o)e"”‘o——gfm(sa e =—[ Spe T dry
n n 0

or, finally,

Ifs) 1400 ral0
ols) _1o{0) -t ’ Sy e dry
0

nds) 30 7.60)

Because of the definition Eq.(7.58), 7, decreases as s increases as shown in Figure 7.8. Thus if /
is the length of the ray,

s
To=— { [0 ) ds
1 (7.61)

Equation (7.60) expresses the fact that the intensity is the sum total of the emission at all interior
points, reduced by the factor e ~*that allows for the absorption by the intervening plasma, to which
must be added the intensity of radiation incident on the back side of the plasma, reduced by the
absorption in traversing the plasma.

The emission at a given frequency has two characteristic regimes, depending on the value
of the total optical depth 7, :

PLASMA
T (0]
Two / < So R |w (S + ds)
/ <
lo ()
So

Figure 7.8. A ray passing through plasma. The optical depth 7, is measured from s, the point of emergence of
the ray.
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(1) When 7, << 1, the radiation seen by the observer suffers negligible absorption during
its passage through the plasma. The plasma is said to be transparent to the radiation.

(2 When 1t ,>>1,thenlp—> n 2 S » and the intensity depends on the refractive index and
the source function. The plasma is opaque. If the plasma is isotropic and in thermal equilibrium
suchthat T = T, where Tis the true temperature of the radiators, the plasma emits as a black body
(Section 7.4).

For a plasma of sufficiently large optical depth, most of the radiation seen by the external
observer Eq.(7.60) comes from the outer layer of thickness 7, ~ 1.

7.3 Black Body Radiation

The spectral distribution of the radiation of a black body in thermodynamic equilibrium, for a
single polarization, is given by the Planck formula

3
LX) 1
Bo (0, T)= 3
§rlc2 et @l kT (7.62)

which is plotted for various temperatures T in Figure 7.9. On integrating Eq.(7.62) over all
frequencies @ (see e.g., Reif [1965 Section A. 11]), and multiplying by 2 to include both polar-
izations, we obtain Stefan’s law for the total brightness of a black body

2 514 T4
Bo (T)=”_k_T_=O-T4
15 c2 3 (7.63)

where G = 5.67 x 10 W m2K-is the Stefan-Boltzmann constant. The frequency at which the
intensity reaches its maximum is found by solving the equation 0 Bo(®, T)/dw= 0. The final
result is

(’E) =2.822
kT Jmax (7.64)
or
(0]
(T) =3.69x 10! rad s~! °K-!
max (71.65)

which is known as Wien’s displacement law. Approximations to Eq.(7.62) can be found in the
following limiting cases.
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Figure 7.9. Planck-radiation-law curves at various temperatures with frequency increasing to the right (adapted
from J.D. Krauss 1986).

(1) 1 << kT : Rayleigh-Jeans law (long wavelength case)

2

@
Bolo D= ma (7.66)

This is the classical limit since it does not contain Planck’s constant.

(2) 1 @>> kT . Wien’s law (short wavelength case)

h0® ikt
Bolo D)= (7.67)
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7.4 The Source Function and Kirchoff’s Law

From the theory of spontaneous and stimulated emission [Bekefi 1966], the absorption coefficient
finds yet another definition:

3
PLL Cz[Pm(P')[f(p)—f(P’)]d3p'

3
n*h o (1.68)

wherepisthe momentumcorrespondingtoenergy W - # @ . Substituting Eq.(7.68) and Eq.(6.85b)
into Eq.(7.57), gives

3 [P..,,(p')f(p')d3p'

3
n“a, 8nm (,‘2 [Pa,(p')[f(P)—f(P')]d3P'

(7.69)

Equation (7.69) is aform of Kirchoff’s law for anisotropic, nonthermal plasma. When the particle
distribution is Maxwellian, f{p) is given by Eq.(6.89) and

[f(p) 'f(P')] = Cpe —(W—h'a) /1kT _ C,,e W/kT

=fip) leme/*T 1) (1.70)
Hence, Eq.(7.68) becomes
8E3C2(ﬁw/kT ) ’ 3
(aa))Maxwellian= 3 e -1 Pto(P )f(P) d’p
n’h @ (1.71)
or, from the definition Eq.(6.85b)
g3 c? ,
(aw)Maxwellian= 2 had (eForkT _ l)lto 1.72)

Using Eqs.(7.57) and (7.62), the source function for a Maxwellian distribution is

Jo

Qg

= Bola, T)

1
(S w)Maxwellian= =
Maxwellian (7.73)

n
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Thus, when the particle distribution is Maxwellian, the source function equals the vacuum black-
body intensity Bo(®, T). The quantity T refers to the temperature of the emitting electrons; neither
the energy nor the distribution function of any other species of plasma particles enters into
Eq.(7.73). For example, the velocity distribution of streaming electrons or background (or collec-
tively accelerated ions) within the plasma may be non-Maxwellian and their mean energy different
from the value 3 kT / 2.

For tenuous plasma n — 1 and Eq.(7.73) reduces to what is generally considered to be the
classical form of Kirchoff’s law.

By analogy with vacuum black-body radiation we may write that

So= (n 2nw’/8n’ e2) (e@/kT _ 1) where the radiation temperature T_now plays the role of
the true temperature T of equilibrium radiation. Equating this to Eq.(7.69) defines T :

-1

[Pa,(p') fip)d®p’
[ Polo) o) %

kT,=ho|In

(7.74)

Itisnoted that T is a fictitious temperature and depends on the particle distribution, the frequency
of observation, and the direction of propagation.

7.4.1 Classical Limit of the Emission, Absorption, and Source Functions

This book is primarily concemed with the classical range of frequencies #1 @ << particle energy,
and this limit is applied to the previous equations. We first consider the case in which f (p) is
isotropic (i.e., a function only of p? = p? + py2 +p2).

At our low frequencies of interest, we shall use the fact that the energy states of the particle
are closely spaced. Writing that p * = p + Ap and using Eq.(6.90) with the energy conservation
equation,

W' -W=tho 1.75)
gives
Ap=WA tha) w

c2p c?p

Wenow expandf (p ") =f (p + Ap) in a Taylor series and keep only the leading terms. It follows
that

, Jf
= ho 2
fleH=fp)+ a)aw 776
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Substitution into Eqs.(6.85b), (7.68) and (7.69) gives the desired equations:

lo= fpm(p )f(P)dJP
(7.77)

am=_8” ¢ fp ( )af(P)d3

n? o’ (7.78)

Thisequation was derived by Trubnikov (1958) for n= 1 forthe study of cyclotron radiation from

fusion plasmas. Often, Eqs.(7.77) and (7.78) are expressed in terms of the distribution of energy
rather than through the distribution of momenta. The two are related as follows:

dN =f(p)4n p%dp =N (W) dW (7.79)

with the result that

o= f P,W)N (W)dW  Tm> s rad! ster!

(7.80)
8n° 2 N (W)
- 2 _
Qg = — f i )W P,W)dw  m! 7.81)
n?w
From the definitions of S, and T, we also obtain from Egs.(7.77) and (7.78)
me(p)f(p) d’p !
kT,=-
f Po(p) (0f (p) /0W) d%p (7.82)
-
So gt (1.83))

When fis a Maxwellian distribution, T . equals the electron temperature T'and S is the Rayleigh—
Jeans limit of the Planck function.
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Figure 7.10. Radiation intensity seen by an observer through two successive Birkeland currents of width L and
distance § apart.

7.5 Self Absorption by Plasma Filaments

Cosmic plasma is often filamentary, caused by the electrical currents it conducts. Since these
currents are the source of synchrotron radiation, it is of interest tc determine the absorption caused
by the filaments themselves. The problem at hand is illustrated in Figure 7.10.

We first consider the absorption of a single filament. Applying the initial condition
1,(0)=0 to Eq.(7.60), we obtain

1
A g (1—entd)
n2(s) (7.84)

Making the simplifying assamption that n* ~ 1 and using Eq.(7.58),

Ipy=58,(1-eaot) (7.85)

where ] ,,,is the intensity of a single filament of width L. If there are now two filaments a distance
S apart the radiation intensity seen by an observer is

Lyp=S (1 — e-2a0L) (7.86)

We have used the initial conditions for the second filament / mz(-" =L+§6 ) =1, . Similarly, for
M filaments a distance & apart, the radiation intensity can be shown to be equal to

Tom = So(l —e M @al) (7.87)
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Note that the radiation intensity increased for larger M because of each additional filament current
source. If the plasma electrons in a current filament are in equilibriam with a Maxwellian distri-
bution, the absorption coefficient ¢, is given by Eq.(7.78) with n? = 1. Substituting Eqs.(6.66),
(6.89), and (6.92) into Eq.(7.78), the absorption coefficient at 6 = 7/2 is [Trubnikov 1958]

2
ay = &2 <I)m(a’/ (Dbﬂ-)
WpC m (7.88)

The quantities @, = Prm (0/ wp #) are defined by

-m # l)m2'\/m2_(w/w 2e’“('"/("’/"’b)")A[m/(a)/w,)]

(0/o (7.89)

where 1 = mg c2 / k T . The quantities A, = An{?) are given by Eq.(6.80).
The optical depth for M Birkeland currents is To= @M L or

a)LM
( @p C Z(D

(7.90)

The spectral characteristics of the emission are contained in the function ®. Figure 7.11 shows a
plot of Z®_ for the first one hundred harmonics as a function of @@, for 7= 30keV. This value
is typical of the thermal temperatures in a plasma filament but is appreciably less than the energies
of particles in a relativistic beam. Only the extraordinary wave is considered; the contributions
from the ordinary wave are usually small.

The broadening of the individual lines is due to the relativistic change of mass. A given line
contributes only to frequencies @ < m w; with the highest energy electrons being responsible for
the emission at the lowest frequency. The smearing of the successive harmonics produces an
almost monotonically decreasing spectrum at higher frequency. For T = 30 keV, m ~ 5 is the
harmonic above which smearing prevails.

To a fair approximation, the total intensity leaving the filaments is

wt
(o= n/z)sf Bo(w, T) do = @ kT kT ( #)3
o At (1.91)
where m* = @* / ay is the harmonic namber beyond which the emission effectively ceases to be

black-body. An empirical relation for m* for mildly relativistic plasma has been derived by
Trubnikov [1958]; and modified to the case of M filaments,
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Figure 7.11. Calculated spectrum of radiation emitted by a plasma with electron temperature of 30 keV. Self-
absorption effects are included.

2

20 w
(m*)®=0.57 PlLMT
3wpc

(7.92)

Equation (7.92) is valid under the approximationm c2 >> k T

Example 7.6 Number of filaments required to produce a blackbody spectrum up to 100
GHz. Considerfilaments of density n, =2x 10~ cm, magnetic field B,=2.5 x 10 G, temperature
T =30KeV, and width L= 10?' m. From Eq.(7.92), m* = 1.8 x 10°, hence M= 3.4 x 10°' filaments
(Figure 7.12). This geometrical optics calculation neglects, of course, all possible reflections and
resonant absorption effects.

7.6 Large-Scale, Random Magnetic Field Approximation

Magnetic fields in cosmic plasmas are generally ordered on a global scale, possessing an overall
axis of alignment with components that are delineable into recognizable metrics, such as toroidal
and poloidal. Nevertheless, cosmic magnetic fields often present atangled, almost random appear-
ance on the size scale of interest for synchrotron radiation. Figure 1.2 illustrates this situation in
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Figure 7.12. Number of filaments of average density n,cm~ required to produce a blackbody spectrum to 100
GHz versus magnetic field. The graph pertains to mildly relativistic electron temperatures.

alaboratory plasma where current filaments generally flow in a preferred direction but flare, twist,
and kink to produce a total magnetic field which, for all practical purposes, is “random.”

In the following analyses, a particularly convenient assumption is that the magnetic field
lines are essentially uniform on a scale length which is large with respect to the radiating electron
gyroradii r,, but randomly distributed on scales which are small compared to the size of the
filament itself.

Previously we considered the case of a single magnetic field orientation Bo= Z B(. For this
case the spectral power radiated by relativistic particles was simply a sam of the different mode
polarizations. In a completely random magnetic field, polarization is absent. The spectral power
is calculated by averaging the total spectral power for a homogeneous magnetic field Eq.(6.71)
over all possible azimuthal and polar (helical-pitch) angles, ¢ and ¥, respectively.

2n n
Polo,))= —’ d¢’ Py, 9, Ysinod o

1
47‘0 0
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2 [0 4 =
- "e—z_zj dt?sinl?’ dy Ksply)
Y38z goc v o x/sin®

) (2(»\

V3 87 e0c 7 3 o) J s~ rad-! (1.93)

where C (x)is the Crusius—Schlickeiser function, defined by

C(x) =Wo,43x) Wo,1/3(x) = Wi, 56x) W2, 56x) (7.94)

where W ; ,,(x)denotes the Whittaker function. Based of the properties of W ; ,(x) for small and
large arguments [Abramowitz and Stegun 1970], assymptotic expansions of C(x) are

agx 3 x<<1
Ckx)=
xTle* x>>1 (7.95)

where ap= 243 1“2(1 /3)/5m = 1.151275. Figure 7.13 is a plot of Egs.(7.93) and (7.95).

7.6.1 Plasma Effects

The influence of a background plasma on synchrotron emission enters via the refractive index n.
Consider, for simplicity, the case of a transverse electromagnetic wave propagating in an isotropic

10 T T T

3|3
&Y
3lg .
Bl 101 -
-2 | )| |
1073 1072 10! 1 10
I°}
(02

Figure 7.13. Emissivity function as a function of normalized frequency aw@,. The dashed curves show the
asymptotic results [Crusius and Schlickeiser 1986).
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plasma (Example 7.1), n?=p=1- (0,3 / @". Since n is less than unity the phase velocity
Vpr = @/kn =c/n ofthewave isgreaterthanthe speed of light. All yfactors inthe synchrotron
formulae that are due to retardation effects undergo the following transformation:

v =12 = li-n2v? e (7.96)

For relativistic particles v = ¢ and Eq.(7.96) becomes

' ( 3"
y=ylt, t= 1+‘y (Dp/(D 197

The influence of an isotropic background plasma is manifested by the fact that ¥ can be much
smaller than the usual Lorentz factor 7. In the plasma Eq.(6.70) has to be changed

‘_3 3,3 -3
0,==w,y3t3 =0t
<727 ¢ (7.98)

Substituting Eq.(7.98) into Eq.(7.93) leads to

Pam-ﬂ.guoc [ (7 7] \3 0p72 [1+(7w”]7 Jslrad! (7.99)

7.6.2 Monoenergetic Electrons

Consider the case of a monoenergetic distribution of relativistic electrons

N (W)dW =N (y)dy=Nod (y- yo)dy (7.100)

Substituting Eqs.(7.99) and (7.100) into Eq.(7.80), we find

ja,sza,(W)N (W)dW =N, ij(r) o(y-r)dy

- e b le(zed - (T

(7.101)
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- Noe? Al £ 32
jo= =0 — fli+fdc(L1+f
S s necy o i (71.102)
where
_ [0)]
Yo @p (7.103)
go0= 2(&) Yo
2\ wp (7.104)

Figure 7.14 illustrates the behavior of the emissivity j,, versus frequency f for various values of
g,- The emissivity can be characterized according to the magnetic field/plasma density parameter
g, - Formost cosmic plasma @p < @ sothat g, >> 1 corresponds to highly relativistic of electrons
Yo >> 1.The spectraof Figure 7.14 for large frequencies s typical of that generated by relativistic
electrons in the absence of plasma effects (c.f., Figure 7.13). This vacuum behavior extends down
to a lower frequency f = g% . The logarithmic bandwidth of j,, is [Crusius 1988]

Alog f=1.51og go (7.105)

The larger g, the larger the logarithmic bandwidth with its characteristic anisotropy around
f=L

When go< 1 (@,> @3 ¥0), Figure 7.14 shows an exponential surpression for all frequen-
cies when compared to the case of gg >> 1.

The parameter g, may also be written as

go=20
R (7.106)
where
_2% _21x IO"O«/neim-s
R=30, " B(T) (7.107)

is called the Razin—Lorentz factor in a random magnetic field.

7.7 Anisotropic Distribution of Velocities

Only the energy conservation equation was used in the derivation of Eq.(7.77) to Eq.(7.83).
However, for an anisotropic distribution function, momentum conservation equations are also
needed.
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Figure 7.14. Emission coefficient j_ as a function of the normalized frequency f for g, =0.2,0.3,0.5, 1, 10, 10%,
10%, and 10* [Crusius 1988].

Let f (p1, p) be the distribution of particle momenta where p1and p, are the components
of p parallel and perpendicular to B, respectively. We assume for simplicity that f (py, p,) is
symmetrical about the B, direction, namely, that there is no dependence of f (py, p, ) onazimuthal
angle ¢.

Again expanding f (py, p, ) in a Taylor series, we obtain
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o S g+ X
fepp)=fPnp)+ APt aplAP.L (7.108)

The determination of A pj, A p, requires use of Eq.(7.75) and the momentum conservation
equation for P!

¢ nw
—pi=n(6) cos 62
p|| P n( ) cos C (7109)

Theparameters A py, A p, areobtained fromthe conservationequations Eq.(7.108) and Eq.(7.109)
with the result

Apy= n(O) cos 6 hc_a)

“’—p.n(e) cos @ hTw

piap, = A
Lo (7.110)

Using Eqs.(7.108) and (7.110) and the fact thatd® p’ > d p =2 & p, dp, dpj;, the emis-
sion and absorption coefficients Eq.(6.85b) and Eq.(7.68) reduce to

ia)=f I Po(pu, po)flpns pL) 2 ®py dp, dpu
(7.111)

gn° 2
Qp=- fwa(Pn p)
n?

w

W 9 P af Py af
x[ 29p, "(e)c"se(c 9y < op, ”2"“‘1“‘1”“ (7.112)

It should be noted that Eq.(7.112) contains both the ray refractive index n and the wave index n( 6).
When fis isotropic Eq.(7.111) and Eq.(7.112) reduce to Eq.(7.77) and Eq.(7.78), respectively.

Equation (7.111) has found application in the study of radio bursts of synchrotron radiation
at decameter wavelengths from Jupiter for the special case n — 1, = 7/ 2 [Hirshfield and
Bekefi 1963].

Notes

!'Thediscovery thatradio waves could “follow” the curvature of the earthcaused O. Heaviside
and A. Kennelly to simultaneously suggest, in 1901, the existence of a plasma ionosphere which
would cause the waves to reflect or “skip” between the earth and this layer.

2The operator d/ds represents s - V where s is a unit vector along the ray direction s.
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8. Particle-in-Cell Simulation of Cosmic Plasma

8.1 “In-Situ” Observation of Cosmic Plasmas via Computer Simulation

While it is thinkable that our ability to make in situ measurements can perhaps be extended to the
nearest stars, most of the universe beyond a few parsecs will be beyond the reach of our spacecraft
forever.

From one’s unaided view of the clear night sky, it is tantalizing to believe that the physics
of the universe can be unfolded from the observable stars, which may be up to kiloparsecs away,
or from the fuzzy “nebula” such as the galaxy M31, nearly a megaparsec away. Our experience
in unfolding energetic events in our own solar system suggests otherwise.

Theinability tomake insitu observations places a severe constraint on ourability tounderstand
theuniverse, even when the full electromagnetic spectrum is available tous. As outlined in Chapter
1, only after satellites monitored our near-earth environment and spacecraft discovered and
probed the magnetospheres of the planets, could we begin to get a true picture of the highly-
energetic processes occurring everywhere in the solar system. These processes included large-
scale magnetic-field-aligned currents and electric fields and their role in the transport of energy
over large distances. The magnetospheres of the planets are invisible in the visual octave (400—
800 nm) and from earth cannot even be positively identified in the X ray and gamma ray regions,
which cover 10 times as many octaves and have more than 1,000 times the bandwidth as the visual
octave. Only in the low frequency radio region is there a hint of the presence of quasi-static electric
fields which accelerate charged particles in the magnetospheres of the planets.

As the properties of plasma immediately beyond the range of spacecraft are thought not to
change, itmust be expected that plasma sources of energy and the transport of that energy viafield-
aligned currents exist at even larger scales than that found in the solar system. How then are we
to identify these mechunisms in the distant universe?

The advent of particle-in-cell (PIC) simulation of cosmic plasmas on large computer systems
ushered in an era whereby in situ observation in distant or inaccessible plasma regions is possible.
While the first simulations were simple, with many physics issues limited by constraints in
computer speed and memory, it is now possible to study the full three-dimensional, fully-elec-
tromagnetic evolution of magnetized plasma over a very large range of sizes. In addition, PIC
simulations have matured enough to contain Monte Carlo collisional scattering and energy loss
treatments, conductor surfaces, dielectric regions, space-charge-limited emission from surfaces
andregions, and electromagnetic wave launchers. Sincea simulation involves the motion of charge
or mass particles according to electromagnetic or gravitational forces, all in situ information is
available to the simulationist.
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If the simulation correctly models the cosmic plasma object under study, replication of
observations over the entire electromagnetic spectrum should be expected, to the extent that the
model contains sufficient temporal and spatial resolution.

8.2 The History of Electromagnetic Particle-in-Cell Simulation

After the early success of astronomers in rigorously solving the problem of two gravitationally
interacting bodies it became quite a disappointment that the notorious “probleme de trois corps”
could never be solved by elegant, nineteenth century mathematics.! Computations were practical
(and respectable) only for the evaluation of a series. Finite difference calculus made its way very
slowly during the first few decades of this century. Stérmer struggled hard calculating orbits of
charged particles in the earth’s magnetic field (not even a self-consistent field!) [Stormer 1955].

Strangely, it was a change in physics which brought the next advance: quantum theory
changed particle dynamics from ordinary differential equations to partial differential equations,
thus putting field and particle dynamics on the same footing. The combination of Schroedinger’s
equation for electron density with Poisson’s equation for the electric potential results in coupled
nonlinear partial differential equations. As a first step, taken inthe 1920’s, one eliminated the angle
variables and reduced the problem to two nonlinearly coupled ordinary differential equations in
the radial variable.

This meant that anefficient integrating machine or procedure was called forand D. R. Hartree
built his first “differential analyzer” from an erector set. It used a continuously vanable gear and
with this device Hartree could solve mechamically self-consistent problems dealing with atomic
wave functions and atomic energy levels.

The “magnetron”, a now very familiar microwave generator, had been invented by Boot,
Randall, and Sayers in Birmingham. It was of paramount importance to Britain’s defense: its high
frequencies could not be jammed. The magnetron (Section 1.7.3) is a fine example of “swords into
plow-shares.” It is replacing man’s tradition of many millennia to cook food with incandescent
heat.

Initially it was something of a mystery exactly how and why the magnetron worked and the
scientific staff at the British Admiralty realized that in order to unravel the workings of the
magnetron one would have to solve a self-consistent field problem, namely, that of motion of
electrons in the electric field which the electrons themselves produce, in addition to the extemally
applied electric and magnetic fields.

Hartree was given the problem and he initiated classical particle simulation by integrating,
numerically, the orbits of a number of particles in a field which was either revised in accordance
with the instantaneous charge density at each step, or only occasionally, in the hope of reaching
asteady field by iteration. Both one- and two-dimensional simulations were performed by Hartree
and his team: Phyllis Nicolson, Oscar Buneman,; and David Copley [Nash 1991]. “Parallel-
processing” was employed by sharing out the several hundred orbits between the three team
members.

Operating ashuman central processing arits (CPUs), the team made anamber of discoveries
including the Crank-Nicolson iteration procedure and the Buneman—Hartree threshold criterion
for magnetron operation. The one-dimensional simulations yielded a steady-state but could not
account for magnetron operation, or for the observed currents which flow across the magnetic
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barrier. Only when the technique was taken to two-dimensions did Buneman find an instability,
not unlike the Kelvin—-Helmholtz in fluid flow. In the transition from one- to two-dimensional
simulation, iterative methods were abandoned (in 1944) and Hartree changed to the direct Fourier
method (Section 8.4.3). It tumed out that only a few harmonics were needed for simulation; the
fast-Fourier-transform (FFT) was not yet known. Success came in the numerical observation of
the four- and six-wheel spokes of electrons that rotate in the magnetronexciting the high frequencies
in the resonators.

The numerical simulation by particles of plasma physics began in the 1950s by Dawson at
Princeton and Buneman at Stanford, where various plasma phenomena were identified and
studied. It should be mentioned that, in the beginning, it was not at all apparent that the technique
developed to study pure electron beam propagation in microwave devices could be applied to the
plasma state of matter. Unlike the cold electron beam with charges of all one sign, plasmas often
consist of thermal distributions with essentially equal density of charges of opposite sign and
greatly different masses. In studying cold electron beams, a few dozen particles sufficed to
reproduce the essence of the experiment. However, in laboratory plasmas one has scale length
greater then the Debye length (L >> 4 p) and the number of particles in a Debye cube Np= 1 A
is much greater than one (N p >> 1). For example, the earth’s ionosphere has N p = 10%and the
literal simulation of it over its scale length appears unfeasible. However the general character of
plasmas can often be found by studying the collective behavior of collisionless plasmas at
wavelengths longer than the Debye length, A > A p . It was found that another characterization of
a plasma ts that (1) the thermal kinetic energy is much greater than the microscopic potential
energy, and (2) theratio of collision to plasma frequenctes is much less than one. Both requirement
can be met with rather low values of N p [Birdsall and Langdon 1985]. Conditions 1 and 2 may
be met for finite sized particles called clouds. Clouds occur naturally in simulations which use a
spatial grid for interpolation, as well as in simulattons which employ spectral methods where the
particle profile (usually gausstan) is specified in k space.

The term “particle-in-cell” derives from Frank Harlow and his group’s work at Los Alamos
inthe 1950s in investigating the fluid nature of matter at high densities and extreme temperatures.
Modem descriptions of the particle-in-cell technique as related to plasma physics are found in the
twotexts Computer Simulation Using Particles[Hockney and Eastwood 1981]and Plasma Physics
via Computer Simulation [Birdsall and Langdon 1985].

8.3 The Laws of Plasma Physics

The challenge of plasma physics is this: We know with certainty the precise and simple laws of
nature that govern the particle and fields in plasmas, yet we are unable to deduce from them how
a nontrivial plasma configuration will evolve, nor can we “‘explain” many of the complicated
plasma phenomena which are observed in the laboratory.

Mathematical mamipulation of the laws, and intuitive additional assumptions or approxima-
tions, have been exploited with only partial success, and often the computer has had to be called
upon to “finish the job” in such attempts. The message to be presented here is that one might try
to let the computer take us all the way from the basic laws to their macroscopic manifestations.
Rather than maximizing intuition and shortcuts which might help the computer get there quicker,
let us program the basic laws in their rawest, simplest form and leave all the synthesizing to the
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computer. Givenabig enough computer, this philosophy would justify itself by the demonstration
that the computer could not only reproduce all the plasma phenomena which have been observed
but also all known theoretical results and, of course, those obtained from more modest simulations
on more primitive computers.

In practice, it would be foolish to relinquish theoretical tools, intuition, insight, and past
experience entirely in favor of “brute force” computing. Even given a computer that could handle
billions of particles with a resolution of one in a thousand for each dimension at reasonable speed,
there would still be some “€” of imperfection to be checked for, and the pressure to get more results
per computing dollar would motivate physicists back toward a compromise between traditional
theory and highest-power computing.

What is suggested here is a start from the far end: suppose we had that ultracomputer, then
how would we do physics with it? And since we haven’t got that ultracomputer, what can we do
as the next best approximation to that ideal?

We begin our approach by stating the laws of plasma physics in more or less the form which
ithas been found convenient to program: the equation of motion for the particles with the Lorentz
force Eq.(1.5),andthe Maxwell-Hertz—Heaviside laws forthe electric and magnetic fields Eqs.(1.1)-
(1.4).

8.4 Multidimensional Particle-in-Cell Simulation

8.4.1 Sampling Constraints in Multidimensional Particle Codes

The particle-in-cell technique for the analysis of complex phenomena inscience has evolved from
1D through 11D, 12D, 2D, 2D, to 3D particle simulations. While at first one has to face certain
limitations of an analytic nature, ultimately the limits are set by data management problems the
resolution of which depends critically on the available hardware.

A trivial reason for the increasing difficulty of higher dimensional particle simulations is
their demand for substantially greater particle nambers. With each added dimension the namber
of sampling particles has to be multiplied by a certain factor.

This also applies to “half-dimensions.” It is customary to denote the inclusion of extra
velocity components by referring to them as “half-dimensions.” Typically, a pure 1D simulation
simulates the plasma as rigid sheet particles, all parallel to the y-z plane, say, and moving in the
x direction. It ignores y and z motions of the planes. A 11D simulations keeps a record of possible
ymotions, uniform within each plane. Then the x-ward Lorentz force in the presence of a z-directed
magnetic field can be taken into account, as well as the y-wards Lorentz force due to x motions.
Ina 12D simulation, dz/dr would be recorded as well. In a 2D simulation, x, y, dx/dt, and dz/dt are
tracked (but not z); the particles are rigid straight rods whose motion along their axis is taken into
account. One-and-a-half dimensional and 12Dsimulations have recently found applicationin space
plasma work, namely for simulating the critical ionization phenomenon.

It is reassuring that relatively few samples can often give very good statistics. In many
applicationsthevelocity distributionssstay close tomaxwellian and amodest factor (typically four)
inthe samplenamber may suffice to deal with an added half-dimension. One exploits the favorable
feature of statistics when initializing thermal velocity distributions: each velocity component is
made up as the sam of four random nambers (each uniformly random in a certain interval). The
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resulting distribution (the “four dice curve,” or cubic spline) is almost indistinguishable from the
Gaussian.

However, when incrementing by a full dimension, sampling requirements jump dramati-
cally. It is easily checked that the statistical potential energy fluctuations in a granular plasma
compete with thermal energies when the particles are spaced on the order of a Debye length apart.
Such a plasma would be essentially collision dominated. One is mostly interested in collective
effects, since fluid codes are adequate for collision-dominated phenomena. Obviously, one needs
several particles per Debye length; again, amodest number suffices. Now, most of the interesting
phenomena to be resolved by simulation are on the scale of many Debye lengths (hundreds or
thousands). Therefore, the addition of each full dimension calls for an increase of the number of
particles by, typically, two orders of magnitude. In 1990 a 1D (electrostatic) simulation can barely
be squeezed onto a personal computer, a 2D simulation calls for a minicomputer or workstation,
and a 3D simulation needs a supercomputer? (Figure 8.1).

8.4.2 Discretization in Time and Space

One-dimensional, 13D, and 1ZDsimulations can be done without discretizing inspace. The electrical
interaction of sheets is independent of distance and one only needs to order the sheets to calculate
their accelerations. Even if the sheets are of finite thickness or if they are “soft” (i.e., they have a
smooth density profile across), only a few operations per sheet are needed to move them one time
step. This is an effort of order N where N is the number of sheets.

However, in all simulations, time must be discretized. By studying the simulationof asimple
1D problem, namely, electrostatic oscillations in acold plasma, and by Fourier transforming one’s
numerical procedure in time, one finds that while a time step 6t = @, ! yields the plasma fre-
quency to 5% accuracy, for 8¢ > 2 @, ! one runs into an instability.

To get over this severe limitation of the speed of simulation in cases where the phenomena
of interest are much slower than electrostatic oscillations (typically ion responses), one can either
use implicit methods, or one can make one’s ions lighter than real ions. Much has been learned
from simulations with ion-electron mass ratios as low as 16:1.

The big analytical problems in simulation arise when one advances to two dimensions.
Interactions between rods of charge depend ondistance, and the many remote rods are as important
as the few near ones. For Nrods, one has to calculate N? interactions and N itself might be typically
two orders of magnitude larger than for a 1D simulation.

In order to get back to an effort of order N per step in the particle advance, one tabulates the
field over a spatial grid and calculates the self-consistent field from a grid record of the charge and
current-densities that each particle contributes.

The permissible coarseness of the grid mesh becomes a critical issue and the problem of
integrating the finite difference version (now in both space and time) of the field equation is far
from trivial. Fortunately, both these subjects have been advanced to a state of relative completion
and are exhaustively covered in two texts.

Very briefly and broadly, one can state that the grid should be fine enough to resolve a Debye
length, and that smoothing or filtering of high spatial frequencies should be practiced in order to
minimize “aliassing.” This is the stroboscopic phenomenon of high frequencies parading as low
frequencies (long wavelengths). Many physical instabilities set inpreferentially at long wavelengths
and can thus be excited numerically through aliassing. Grid effects can often be studied and
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checked in 1D where grids are optional. Smoothing can be achieved by particle shaping (i.e.,
spreading pointparticles intosoft balls with asmooth bell-shaped internal density profile). Likewise,
splines and finite-element techniques help.

Regarding the field update from the charge-current record, fast noniterative methods for
solving Poisson’s equation over an L-by-M mesh have been developed. These include cyclic
reduction in rows and columns, or Fourier transforming in one of the two dimensions (say, that
of M). This is an effort to the order LM log, M. Two-dimensional simulations go back historically
toHartree whoinitiated the simulation of the pare electron plasma which circulates in the magnetron.

Hartree; also pioneered the time-centered update of the particles from Lorentz’s equation

Eq.(1.5)

dv . eB —
TiTxv—i E

e
m 8.1)

using (vnew + vold)/2 in the second (Lorentz) term and solving the linear equation for v™*
explicitly. No limitation of .6t =(e B / m) &1 arises from this method except that for large
values of @8 ¢ the phases of the gyromotion are misrepresented. For small g, § ¢ one gets the
same results as with cycloid fitting (Section 8.5), i.e., joining solutions of the type

vi=ExB/B? + gyration at frequency w, (8.2)

for the components of the velocity transverse to B. As regards this particle update, there is no
significant increase in effort when advancing from 13D to 2D and 3D.

A further time-step limitation is encountered when one wants to integrate the fullelectromag-
netic equations over the grid. Because the Maxwell-Hertz—Heaviside equations (not including
Poissons’s) are hyperbolic (i.e., they contain a natural d/d¢ or “update” term), they can be solved
in an effort which is of the order of magnitude of the namber of grid points, LM in the 2D example
discussed earlier. Essentially, one solves the wave equation Eq.(B.1). However, this process
becomes unstable unless one observes the Courant speed limit 61 < 6x /¢ in1D,8t< 8x /cV2
in 2D, and 8 t < 8 x / ¢ V3 in 3D for square and cubic meshes of side . In many applications,
scales chosen from other considerations are such that ¢ is a large namber and this restriction of &
results in a severe slowdown.

8.4.3 Spectral Methods and Interpolation

The Courant condition can be overcome by doing the entire field update in the transform domain.
The Maxwell-Hertz—Heaviside laws for the electric and magnetic fields Egs.(1.1)~(1.4) can be
conveniently combined into one equation for the complex field vector F =D +iH/c. When Fourier
transforming, this equation becomes

dF _ =—j
ar ckxF=-j

(8.3)
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for the spatial harmonic which goes like exp (i k- r)‘ This field equation is surprisingly similar
tothat for the particle velocities Eq.(8.1) and has the corresponding solution for the transverse part
of F:

FL=jxk/k? (magnetostatic field)
+ circularly polarized wave rotating at angular frequency ck 8.4)

The time intervals at which one joins successive solutions of this form are dictated by the rate at
which j changes, not by the magnitude of ck.}
To Eq.(8.1) we should add an initial condition, namely, Poisson’s

k- Fie=pr 8.5)

Fourier transforming all fieldlike quantities has many advantages. For instance, the longi-
tudinal part of F (which is just D) can be obtained from Poisson’s equation as k p/k 2. Of course,
transforming in two dimensions rather than only one (as in the fastest Poisson solvers) makes for
an effort of the order LM(log, L + log, M). On the other hand, the ready availability of well-
programmed FFTs and the additional benefits of spectral methods make up for this increase in
effort.

In the transform domain one can perform the filtering, the particle shaping, an optimization
for the spline fitting process, and the truncation of the interaction to be discussed in the section on
boundary conditions. One does not have to use any spatial finite difference calculus for the
field equations. However, a grid is still necessary since we have only discrete numerical Fourier
transforms between r space and k space.

This leaves the problem of interpolation in the mesh. By using high-order interpolation, one
can greatly reduce aliassing and improve accuracy. Quadratic and cubic splines have been used,
but this soon becomes expensive.*

Linear interpolation is most commonly used. Interpolation is also needed when the particles
contribute their charge and current to the p, j arrays. Linear interpolation is then, in 2D, equivalent
to “area weighting.” For 3D, we have cut down the data look-up (or deposit) effort for linear
interpolation by using a tetrahedral mesh. Each particle references only the four nearest mesh-
point data. The tetrahedra result from drawing the space diagonals into a cubic mesh and intro-
ducing cubic center data. Interpolation of currents must be done twice in each step of each practice,

once at its old position and once at its new position, since the current is that due to the movement
between the two.

8.5 Techniques for Solution

The crucial equations, Egs.(8.1) and (8.3), are in the “update” form, ideally suited to computers
Wwhich are themselves devices whose function it is to update the state of their memory continually,
albeitnotcontinuously. If the time interval 5t between updates is so chosen that during this interval
changes of E and B, as seen by any particle, can be ignored in Eq.(8.1) and changes of j can be
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Figure 8.2. Leap-frogging particles and fields: At time n, cycloids with drifts and gyrations due to E and B,
are fitted through r, and r_, to be continued through r, . Displacements Ar_ | determine currents j_, ,, from
which the transverse fields E ,B_areadvancedtoE _,B,_ .Thelongitudinal E , is obtained fromther, . Then,

n+1’ n+1

at time n+1, new cycloids (dotted) with drifts and gyrations due to E _ and B, are fitted throughr  andr ,
to be continued through r_,, etc.

ignored in Eq.(8.3), each equation can be solved exactly for the entire interval no matter how long
this interval is: The Lorentz equation Eq.(8.1) then produces cycloidal motion in a plane per-
pendicular to B, composed of a drift and a gyration Eq.(8.2). This may be accompanied by free
fall parallel to B, generated by a parallel electric field component. Given the initial velocity and
position, or given the position and displacement during the preceding time interval, the displacement
during any subsequent interval, and the new position, can be computed precisely.

8.5.1 Leap-Frogging Particles Against Fields

The average value of the fields E and B for Eq.(8.1) or the current j to be used in Eq.(8.3) is taken
to be the actual value at the middle of the time interval. Figure 8.2 shows how the updating from
average values proceeds at equal intervals along a time axis. This involves the following

(1) Construct the cycloidal orbit of a particle from ¢ _, throught to¢ , using the known mean
values of E andB_at¢ (the middle of the interval) and the known particle positionsatz_, and ¢ .

(2) This gives the displacement of the particles from ¢ to ¢, , and their final positionsat? .

(3) The harmonic j, of the mean current flowing during the last interval is obtained by
summing all the displacements &r with phase factors exp ik r given by their mean positions,
times q /1.

(4) The transverse fields F, are now advanced by j, Eq.(8.3) from ¢, to ¢, (Section 8.5.3).

(5) The longitudinal fields F, are obtained from P at¢,,, by summing ¢ e’k- r with the new
positionsrat¢_ .

(6) The process is repeated from ¢ through ¢, and thento ¢ , .
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Each time interval is covered by two cycloids for each particle, one with drift and gyrofre-
quency as given by the fields at the beginning of the interval, the other as given by the fields at the
end of the interval. Both cycloids pass through the same points at the termini (Figure 8.2).

8.5.2 Particle Advance Algorithm

The time interval § ¢t must be smaller than ~wp" for proper resolution of electrostatic plasma
oscillations, and @ 6¢< 1 to account for synchrotron radiation or for VB drifts. The steps in
the solution algorithm are given by Hockney [1966] and Buneman [1967]. The interpretation and
implementation of this as an electric acceleration followed by a magnetic rotation and another
acceleration is due to Boris [1970]. The updating of the particle positions and velocities is done
using a time-centered second-order scheme, valid for relativistic particle velocities,

vnew—"old ymo [E+(Vnew+vold,xB] 6

With the scaling®
E 49! E, B« L B,
2m 2mg 8.7)

Eq.(8.6) is solved by the following sequence$,

y1=(1-(v/c)?) 12

U =% Vord
=+ E (first half of electric acceleration)
7 =(1+(uz/0)2)* /2
U=+ u; +u; xB)x B
: (72 +B 2)(72 2+u XB) (rotation through angle arc tan qB’ft )
wy=u;+E

(second half acceleration)

vnew=“4(1 +(u4/C)2)+”2

Xnew=Xo1d+ 0! Vyew (8.8)



8. Particle-in-Cell Simulation of Cosmic Plasma 295

This process is equivalent torotating the deviation from the gyrocenter drift through the angle
2 arc tan (¢B &t/ 2m)—the “cycloid fitting”—combined with uninhibited electric acceleration
along the magnetic field. It is second-order and time reversible.

Since this algorithm now properly accounts for the effects of relativity, particles are auto-
matically restrained from exceeding the speed of light and need not be artificially braked atc. This
limit on the distance traveled by a particle during a single time step plays an important role in
particle data management.

8.5.3 Field Advance Algorithm

The advance of the fields through one time step of arbitrary length (subject to j, = constant) is
mathematically just like that of the particles. According to Eq.(8.4), F, consists of a constant
component plus arotating component. The constant partrepresents the magnetostatic field generated
by the currents; the rotating part represents a circularly polarized electromagnetic wave. Again,
the advance through any time interval 8¢ is straightforward. The longitudinal (purely electric)
component of the field is updated from the record of p at the end of the time step using Eq.(8.5).

We note, so far, we have not invoked finite difference calculus either in the space or time
domain and, typically, the advance of the fields from Maxwell-Hertz—Heaviside’s equations is
not restricted by any “Courant condition.” However, 81 is constrained by the fact that E and B
should not change across the range of the orbit excursions during &¢.

Equation (8.3) is used to trace the evolution of the transverse field only. The longitudinal,
electrostatic field is constructed “from scratch” at the new time, using the charge density records:

F;'s=ikpk/k2 8.9)
The longitudinal field, then, need not be held over through the particle move phase: it can be

generated directly by Fourier transforming the charges accumulated during that phase. The transverse
field is calculated as follows. A particular solution is constructed from j, using

FO % =Kk x i /k? (8.10)
To Fi"~* one has to add the rotating “electromagnetic” component

Fy ™(new) = Fg ™(old) cos k 6t —(k/k) x F§ ™(old) sin k &t 8.11)
The new fields are then reconstructed from the updated pieces according to

Fi(new)=F* + Ff ™(new)+ F{™® (8.12)

and this is kept on record for the next field update.
The field seen by a particle must then be obtained by summation over the entire available
spectrum
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To calculate F, we must introduce a grid over which field values are generated from the spectrum
by FFTs,and we must interpolate the local field from the grid record. Likewise, charge and current
harmonics must be built up by interpolation into a grid and subsequent FFTs.

Having avoided spatial grids and spatial finite-difference calculus so far, the introduction of
agridtoobtain the electromagnetic fields from the spectrum F, leadsto difficulties associated with
grids: inaccuracies and stroboscopic effects. These problems are reduced using higher-order
interpolation methods [Baneman et al. 1980].

8.6 Issues in Simulating Cosmic Phenomena
8.6.1 Boundary Conditions

A major problem in space applications is to simulate free-space conditions outside the computer
domain. Complex Fourier methods [with exp (i k- r)] imply periodic repeats of the computed
domain in all dimensions. If the simulation is to represent phenomena in a rather larger plasma,
such repeats are acceptable, but for an isolated plasma of limited extent they become unrealistic.
This problem can be overcome by keeping a generous empty buffer zone around the domain
containing particles and truncating the interaction between charges beyond a certain radius so that
the nonphysical repeats introduced by the Fourier method cannot influence the central plasma.
This was first applied to gravitational simulations.

The most elusive boandary problem for space plasmas is the radiation condition. To decide
what part of the field in the charge-current-free space outside the plasma is outgoing and what is
incoming presents no problem in 1D and the incoming part can be suppressed.

In 2D the decision is more difficult. It requires information not only in the source-free
boandary layer at any time but also overits past history. It almost seems as if, in principle, the entire
past history is needed for the decision. However, Lindman foand that a fairly short history (such
as three past time steps) of the boandary suffices for an algorithm which will suppress all but 1%
of the incoming radiation at all but the shallowest angles of incidence. However, just carrying an
absorption layer in an outer envelope seems quite successful. This method, due to Green, simply
multiplies the electric and magnetic field by a factor which smoothly approaches zero away from
the plasma. A method employing spherical harmonics which should be 100% effective has been
reported [Baneman 1986].

8.6.2 Relativity

A reason for keeping the mass coupled with the velocities in the update steps is that ander
relativistic conditions one really updates momenta rather than velocities. Note, however, that in
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the gB 8t / 2m terms one needs m ! = (m@ + p%/c2) /> where p = mv. During the rotation, this
magnitude of the momentum does not change, but in the electric acceleration it does. After the full
update of momenta, one must again divide by m in order to get v = & r/8¢ . In practice, v rather
than the momentum is stored for each particle which means that at the beginning of the update one
must calculate m = md1 - 37, Thus, there are three separate calls to a reciprocal square root in
the relativistic advance of each particle. As system supplied square roots are time consuming and
more accurate than needed for particle pushing, a Padé-type rational first approximation, followed
by a Newton iteration, is used instead.

8.6.3 Compression of Time Scales

The number of steps required to simulate a significant epoch in the evolution of a real plasma
configuration would be many million, typically, if  has to be of the order cq," orw, " In orderto
bring this down to the more acceptable range of several thousand steps, one must compress the
time scales. Compressing time scales can be achieved by (1) decreasing the ions’ rest mass in
relationto the electrons’ restmass, and (2) increasing temperatures so thattypical particle velocities
get closer to the velocity of light.

Foranion (proton) toelectron simulation mass ratioof 16, ion gyrofrequencies w.; = ¢ B / m;
will be high by a factor of 1836/16 = 115, ion plasma frequencies @p; =V n;Z%e? [m;€o,ion
thermal velocitiesvr; = YK T; /m; the Alfvénvelocityva =VB? / ltg n; m; andtherelative
velocity in Biot—Savart attraction v=1I; ¥ oL / 2% 2 m; will be high by factor of
VI836 716 = 10.7.

The exaggeration of temperatures provides one of several motivations for incorporating
relativity into our codes. Note, incidentally, that even a 10-kV electron, a temperature typical of
many space plasmas, already moves at 1/5 c.

The exaggeration of “temperatures” of beam or current electrons can also be achieved by
exaggerating the external electric field E, responsible for accelerating the particles. This technique
greatly reduces the number of time steps required to study aphenomenon such as Birkeland current
formation and interaction in cosmic plasma. Since the current density is proportional to the electric
field(ie.,j, =1, /A = n, e v, ~(n. €2 / m,) E, t), both the time required forthe pinch condition
Eq.(1.9) to be satisfied, and the relative velocity between parallel currents [Eq.(3.49)], are linearly
related to £,

Of course, when economy necessitates time compression, the time-scales must be “un-
folded” upon simulation completion.

8.6.4 Collisions

Just as in real plasmas, there are encounters between particles and these give rise to collisional
effects which influence the physics of the model. Since computer models are limited to some 10°
particles whereas a laboratory plasma may have 10'*~10% particles and a galaxy, 10° particles,
each particle in the model is a “superparticle” representing many plasma electrons or ions. Thus
the forces between model particles are much larger than in areal plasma and the collisional effects
are much greater. Fortunately there is a way to reduce the model collisions to rates comparable
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withreal plasmas. This involves the finite-size particlemethod [Okudaand Birdsall 1970, Langdon
and Birdsall 1970].

The 3D codes discussed in this chapter use a gaussian profile for particles. The shaping is
done in k-space. This is achieved by first building up p, and j, for|K| < k max (truncation of har-
monics atmaximum k), as if each computer particle were a point and then applying a gaussian filter
in k-space [Buneman et al. 1980]. The particle shape is then of the form exp (—r2 kZ/ 2), where
the particle profile factor kp is left as a users option: many simulations have used a profile which
keeps the spectrum flat up to a fairly large k and then makes a rapid but smooth slope-off to zero
at some desired k__ .

A limit to the maximum acceptable radius of the finite-sized particles is set by the collective
properties of the plasma. If the effective radius of a gaussian particle is increased much beyond
the Debye length, it takes over the role of the Debye length, causing collective effects to be altered.

In simulating a physical system, plasma or gravitating, it is usually sufficient to determine
if the system models a collisionless one over the simulation time span. Experimental determina-
tionof theeffectivecollisional frequency v in2D modelsclosely follows the empirical law [Hockney
and Eastwood 1981]

Ve  _ Bl[l+(lv.)2]_l
o, /21 Ap
where w is the width of the particleand N p = n 13 is the number of particles in a Debye square.
In 3D simulations, the reduction of v, is achieved, without increasing N, by “softening the blow”
of collisions—making the particles into fuzzy balls. Okuda [1972] has calculated values
Vel @, /2 =103 for gaussian profile particles for N, of order unity. This value is consistent
with most plasmas, in laboratories or space.

So far we have only considered collisions between particle species that are charged. How-
ever, in weakly ionized plasmas where the number of uncharged particles may be hundreds or
thousands of times more prevalent, it is often the collision between the massive ions and the
massive neutral atoms that cause a redistribution of energy, and concomitant effects, such as
plasma heating. Collisions in weakly ionized plasmas have been successfully treated by melding
PICalgorithms with MCC—Monte Carlo Collision—algorithms [Kwan, Snell, Mostrom, Mack,
and Hughes 1985; Snell, Kwan, Morel, and Witte 1990; Birdsall 1991].

PIC codes involve deterministic classical mechumnics which generally move all particles
simultaneously using the sume time step. The only part left to chance is usually limited to choosing
initial velocities and positions and injected velocities. The objective for highly-ionized space
plasmais usually seeking collective effects due to self and applied fields. On the otherhand, MCC
codes are basically probabilistic in nature, seeking mostly collision effects in relatively weak
fields. Forexumple, leta givencharged particle beknownby its kineticenergy W ¢ ; » andits velocity
relative to some target particles. This information produces a collision frequency
Veoll = Nrarget 6(W kin) V retariveandaprobability thatacollision will occur. This information
isthenusedtodescribe electroncollisions withneutrals (elastic scattering, excitation, and jonization)
and ion collisions with neutrals (scattering and charge exchange).

The method is to use only the time step of the PIC field solver and mover, 6t , and then to
collide as many particles as is probable P in that 8¢ separately. The actual fraction of particles in
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collisionisP =1 —exp ( —Veoll St). Note that we have slipped into treating our computer particles
as single electrons, not as superparticles; the implication is that with a sufficient number of
collisions, the resultant scatter in energy and velocity will resemble that of the single particles.

The end result of current efforts at including collisions in PIC codes due to Monte Carlo
methods is the change in velocities of the particles. Thus, the only change from a collisionless run
is that the particle velocities are vaned in a time step. The last task at the end of a time step is to
determine the new (scattered) velocity, and new particle velocities if ionization occurs (if ionization
and/or recombination processes have been included in the MCC model). Each process is handled
separately. Elastic collisions change the velocity angles of the scattered electrons; charge exchanges
decrease ion energy and change velocity angles; ionizations do these and create an ion-electron
pair, with new velocities. The effect on the neutral gas is not calculated because the lifetimes of
the excited atoms are generally less than a time step.

When recombination rates are high, and if the source of energy to the plasma is terminated,
gravitational effects must soon be included in the particle kinematics.

8.7 Gravitation

The transition of plasma into stars involves the formation of dusty plasma (Appendix C), the
sedimentation of the dust into grains, the formation of stellesimals, and then the collapse into a
stellar state. While the above process appears amenable to particle simulation, a crude approxi-
mation of proceeding directly from charged particles (actually a cloud of charged particles) to
mass particles is made.

Thetransitionof charge particles tomass particles involves the force constant, thatis, the ratio
of the coulomb electrostatic force between two charges g separated a distance r,

Fyn=q?/4ngyr? (8.14)
to the gravitational force between two masses m separated a distance r,
Fo(n=-Gm?/r? (8.15)
In the particle algorithm this change is effected by the following:
(1) Changing all particles to a single species.
(2) Limiting the axial extent of the simulation to be of the order of less than the extent or
the radial dimension (i.e., about the size of the expected double layer dimension).
(3) Setting the axial velocities to zero.

(4) Setting the charge-to-mass ratio equal to the negative of the square-root of the gravita-
tional constant (times 47€,).

This last change produces attractive mass particles via the transformation @(r) = @ (r) in
the force equation F = — V ¢, where

0,(N=q%/4meor (8.16)
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and
pc(N=-Gm?2/r (8.17)

are the electrostatic and gravitation potentials, respectively.

8.8 Scaling Laws

The scaling of plasma physics on cosmical and laboratory scales generally involves estimates of
the diffusion in plasma, inertia forces acting on the currents, the Coriolis force, the gravitational
force, the centrifugal force, and the jXB electromagnetic force [Bostick 1958, Lehnert 1959].

Specification of plasma density, geometry, temperature, magnetic field strength, accelera-
tion field, and dimension set the initial conditions for simulation. The parameters that delineate
the physical characteristics of a current-carrying plasma are the electron drift velocity

- (8.18)
the plasma thermal velocity
Bin=vinlc= MD/A)M
cdt/A o

and the thermal/magnetic pressure ratio

_nekTe+nikT; _ [(AD/A)((DP 5t)]24(1 +T;/T,)
B2/2p, (c 81/4)% (@c0/ wp) 2 (8.20)

where n is the plasma density, T is the plasma temperature, k is Boltzmann’s constant, and the
subscripts e and i denote electron and ion species, respectively. The parameter &t is the simulation
time step, A s the cell size, and ¢ is the speed of light. All dimensions are normalized to A and all
times are normalized to 1.

The simulation spatial and temporal dimensions can be changed via the transformation

cét - cét’ =1
A A (8.21)
where 4’=aA and 8¢'= o ¢, for the size/time multiplication factor ¢ The values of 1, T, B, and
E remain the same regardless of whether the simulations are scaled to A and 8¢ or to A’ and 87,
One immediate consequence of the rescaling is that, while the dimensionless simulation
parameters remain untouched, the resolution is reduced, that is,
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wdt=w" b’ (822)

where @" = @/ @ rad/s is the highest frequency resolvable.
To convert simulation results to dimensional form, it is sufficient to fix the value of one
physical quantity (e.g., B,).

8.9 Data Management

The management of data is a contemporary problem only for 3D simulations. Using a modest
factor of 4 in the total particle number for each velocity dimension and a factor 64 for each spatial
dimension, one concludes that 3D simulations ought to employ some 2%, that is, 16 million
particles, each requiring six data (x, y, z, u, v, w) to be recorded (i.e., 100 million data).

Obviously, thereis no hope fordoing a plausible 3D simulation without (1) introducing some
economies, and (2) storing the particles outside core and calling them in only small batches.

Similarly, the 64° linear scale range calls for over 1 million field data: Fields cannot reside
incore. “Layering” is therefore practiced in 3D codes. In the tridimensional code TRISTAN a grid
of 2x128° points (cubic mesh, plus cube centers) is used for recording field data, and particles are
kept ordered into 128 layers. At present, the number of particles is 4 1/2 million. This is currently
being increased to 50 million. Only two field layers are in core at any time, and four charge current
layers (the latter because after moving, particles can have dropped below or risen above their
original layers). Triple buffering is used when the particles of each layer are passed through core
for processing, in batches of about 5,000. Images of the batches that straddle layer borders are kept
in core, for depositing particles that have dropped or risen. Some sorting of the particles is
necessary here.

Fields of the next layer above are brought in when a layer of particles has been completed
andthe lowest of the four charge-currentlayers is put out todisk. These two moves are accompanied
by Fourier transforming within the layer dimensions (e.g., x and y, when layering is in z, to k_to
k ). Filtering of high harmonics at this stage helps with input/output economy.

When all layers have been processed, the original field record on the disks is converted
into a charge-current record, indexed in a hybrid manner, namely according to k,, k,, and z.

At this point, field solving can begin, but it will require prior Fourier transforming in z. The
Jj, p data have to be read back into core, but in different order, from scattered disk areas. Again,
layering must be used, but now according to ky (say). TRISTAN uses 16 sectors at this point.
Fourier transforming cannot begin until all reading of a sector is complete: Input/output (I/0)
cannot be overlapped with computation. A similar bottleneck occurs after the field update when
the FFTs in z have to be completed before the new fields of a sector can be written to disk.

It is difficult to assess the cost of waiting for I/O completion; this depends strongly on the
operating system. A time step overall (particle plus field update) in TRISTAN takes about 2 m on
aCRAY-1.
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8.10 Further Developments in Plasma Simulation

As pointed out in Section 8.9, data management problems dominate the subject of 3D plasma
simulation using particles-in-cell. In the novel computer architectures, with their high degree of
parallelism, data transport becomes an even more important issue. Computing efficiency depends
critically on (topological or physical) data proximity in the basic procedure of a problem. “Local”
algorithms, such as finite-difference equations, have preference over “global” algorithms, such
as Fourier transforms (Note that the calculation of each single Fourier harmonic requires the entire
data-base).

With this in mind, new 3D plasma codes have been constructed. In these the particles are
advanced just as in Eqgs.(8.6)—(8.8), but Maxwell-Hertz—Heaviside’s equations are integrated
locally over a cubic mesh in the form:

change of B-flux through a cell-face = — circulation of E around it

change of D-flux through a cell-face = circulation of H around it — charge flow
through it

The E- or D- data mesh is staggered relative to the B- or H- data mesh both in space and time.

This method has the advantage that V - D = p needs to be satisfied only at the beginning
of arun (where it becomes a triviality of initialization): it is automatically carried forward in time
by consistent determination of the charge flow between cells. Thus Poisson’s equation does not
have to be solved. Poisson’s equation is *“global”: The solution anywhere depends on the data
everywhere.

The algorithms for a simplified version of TRISTAN, a fully three-dimensional, fully elec-
tromagnetic, and relativistic PIC code, are given in Appendix E.

Notes

! The problem of two gravitationally interacting masses was solved when Kepler proved that
relative to the center-of-mass the orbits are ellipses or hyperbolae (i.e., “conic sections”). This is
exact—and elegant! But this elegance is lost when a third body is added. Only approximate
methodsexist, all rather ugly. For centuries mathematicians have sought to find anelegant solution
to the problem of three gravitationally interacting bodies—without success.

? The approximate relationship of supercomputer performance and performance of those in
othercatagories can be shown proportionately. Ifthe performance of contemporary supercomputers
is assigned a value of 100, the values in proportion to supercomputers are: minicomputers 0.1 to
5, workstation 0.1 to 1.0, and personal computers 0.001 to 0.1.

3 The wavevector kmx = /&, mV2/8, or m3 /8 according to the number of dimensions.

“Ina3D,EM code, cubic splines would require each particle to look up 384 datatointerpolate
the E and the B that acts on it!

$ E describeshalf the electric acceleration and the magnitude of Bis half the magneticrotation
angle during the time step.
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¢ The sequence is mathematically concise when y= 1. The quantity u is velocity in the sense
of momentum perunitrestmass. The relativistic yis obtained fromit asthe squarerootof 1 + (u / ¢)>.
The equation for u, is executed by first dividing B by %, and then using “1” in place of 7,. This
accounts for the m rather than m in the angle.
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Appendix A. Transmission Line Fundamentals in Space
and Cosmic Plasmas

A.1 Transmission Lines

The high conductivity of cosmic plasma permits electric currents to flow that constrict the plasma
tofilaments. These current-carrying filaments form transmission lines which allow electric energy
to be transported over large distances.

Transmission lines consist of an assemblage of two or more conducting paths. Transmission
lines on earth, used for commanications and the transport of electric energy, employ conductors
that are usually arranged parallel to acommon axis. This need not be the case in space and is often
not the case in filamentary current-conducting plasma in pulsed-power generators. Nevertheless,
a simplification in analysis results if we assame parallel conducting paths. The generalization to
nonparallel transmission lines, such as radially converging lines, is a straightforward extension of
the theory. For the case at hand, the geometric and physical parameters of the line (the nature of
the conductors and of the dielectric) are assamed to be constant everywhere along the line; this
isthe hypothesis of homogeneity of the line. This assemblage of conductors comprises two groups
of at least one conductor each, one group being the forward conductors, and the other the return
conductors.

The simplified theory of lines that is to be treated here assames that the lateral dimensions
of the line are negligible, or, more precisely, that the time of propagation of the electromagnetic
field between the forward and return conductors in a plane perpendicular to the axis of the line is
negligible with respect to the duration of the briefest of the phenomena to be studied. This
restriction leads to the second fundamental hypothesis, that of the conservation of current across
aplane is zero, which is to say that the current through the forward conductors is equal, but in the
opposite sense to the current through the return conductors.

These two fundamental hypotheses reduce the theory of transmission lines to a problem of
partial differential equations in two variables (time and one space varnable taken along the axis of
the line). The general case would lead to partial differential equations in time and three space
variables.

Withnoloss of generality, it can be assamed that the line is composed of only two conductors.
This considerably simplifies the definition of per arit length parameters of the line. Frequently the
additional hypothesis of symmetry of the line is made, motivated by the two-+wire line having two
identical cylindrical conductors. This hypothesis is by no means necessary, and most lines in space
do not have this symmetry and may not even be everywhere cylindrical. Nevertheless, we will
appeal to this simplification in establishing the general line equations.

A.2 Definition of the State of the Line at a Point

Let us consider an ideal two-conductor transmission line, having forward and return conductors
reduced to straight lines (Figure A.1). Let MN be the intersection of the transmission line with a
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Figure A.1. A two-conductor transmission line.

plane perpendicular to the line and located a distance x along an axis Ox parallel to the line. Ar-
bitrarily choose AB to be the forward conductor and A’B’ to be the return conductor.

The current in the line at the abscissa x is defined to be the current flowing in conductor AB
at point M. It is taken to be positive if it is directed in the sense Ox, i.e., if it flows from M toward
B. By the hypotheses of conservation of current, the current at N is equal and opposite to the current
atM.

If ¢, and ¢, are, respectively, the potentials of points M and N with respect to some reference
potential, the line voltage at the abscissa x will be

Ox=0M— 9N

A.3 Primary Parameters

We will use the term parameter for the quantities to be defined below, rather than the term constant
often used. The latter term arises from the fact that discussions of transmission lines on earth most
often consider only sinusoidal waves of a given frequency. On the contrary, we will be especially
interested in the pulse regime, which corresponds to a large band of frequencies. (The pulse may
be measured in seconds, minutes, or hours; or in days, yeurs, centuries, millinia, or megayears or
more, but its duration is & = dx/c << l/c, where [ is the total length of the transmission line). At
least two of the parameters of interest are strong functions of frequency: the resistance per unit
length, affected by the skin depth

and the conductance per unit length, affected by the variations of dielectric losses with frequency.
Nevertheless, in deriving the equations of interest, we will suppose that these parameters are
constants.

Since the line is homogeneous, the total resistance of the conductors is proportional to the
length of the line. A resistance per unit length R can thus be defined.
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In the same way a self-inductance per unit length L can be defined, which is the result of the
true self-inductance of the conductors and the mutual inductance between the two conductors.

Because of the imperfect properites of the plasma dielectric between conductors (losses in
thedielectric that separates the conductors), auniformly distributed transverse conductance appears.
It is thus possible to define a transverse conductance per unit length G.

This is the ratio of the charge on a unit length conductor element to the voltage between the
two conductors at the element considered. The capacitance per unit length is denoted C.

A.4 General Equations

A.4.1 The General Case

Consider a line element of length Ax (Figure A.2). This element can be compared to a four com-
ponent discrete circuit (AA’, BB’) with elements RAx, LAx, GAx,and CAx.! The voltage rise from
A to B will be

. di
Ab=0p-0s =R Axi-Lax %
¢ ¢B ¢A 1 ot (Al)

The current Ai flowing into B from B’ is

Ai=—-G Ax(¢p+ A9)- cm%(¢+ A9)

_ ¢ 2piy 9t 2[g & i
=-GAx §-Cix 5 +GAx (R1+LE)+CAx (RE”‘EF (A2)

Dividing the terms of Eq.(A.1) by Ax and letting Ax go to 0, we obtain the first basic equation:

| — i+A i —_—
A RA x LAX B
+Ad
¢ G Ax ¢
CAx
—O
A B'
AX

[

Figure A.2. An infinitesimal line element.
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_ 31
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In the same way, from Eq.(A.2),

liTo(j—;) im | G ¢- Ca—¢+Ax[G

Ax—vo\

rivagheclodies )

which results in the second basic equation:

lim (Ai|_9i _ _ 99
mo(m a0 % (A4)

Differentiating Eq.(A.3) with respect to x yields

¢ _ [,0i, b d(di
ax—z"RWLaT‘s;n

Replacing di/dx by its value in Eq.(A.4) leads, finally, to

ﬂ— RGoHRC +LG)—¢+ LC— 3¢
ox2 or?

(A.S)

The last relation is the telegrapher’ s equation. It can be integrated in certain special cases, e.g.,
if the voltage ¢ is sinusoidal or in the transient regime using operational calculus. The current
equation is of the same form as Eq.(A.5) and can be obtained by differentiating Eq.(A.4) with
respect to x.

A.4.2 The Special Case of the Lossless Line

If the parameters G and R can be neglected, the fundamental Eqs.(A.3) and (A.4) simplify to

9 __

ax - g (A.6)
di 3¢

==-C

These relations lead to the equation for the propagation of plane waves, which can also be obtained
from Eq.(A.5) by settingR=0and G = 0:
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2 2
a_¢ = Lca_¢
ox2 or (A.8)
Setting
we L
VLT (A9)

in which u is the propagation constant, or the delay per unit length, this equation takes the form

29 _ 4 9%
ox2  u? 9r? (A.10)
The solution of Eq.(A.10) is of the form
D=0 (x—uD+ ¢ (x + us)
(A.11)

in which ¢ *and ¢ are arbitrary functions. The current in the line can now be found from relations
Eqgs.(A.6), (A.7), and (A.11), which yield

i(x,0 = RL[¢+(X —un—¢ (x+ ur)]

(A.12)

where

Re=1E

is by definition the characteristic resistance of the line.
FormulasforR_ foranumber of transmission-line geometries and configurations are available
in the literature [Westman 1960].

(A.13)

A.5 Heaviside’s Operational Calculus (The Lapace Transform)
A.5.1 The Propagation Function

Consider a transmission line such as defined above, having per umit length parameters L, C, R, and
G, and of length /, as shown in Figure A.3.

At the instant ¢ = 0, an electromotive force d¥t) arising from a voltage source with internal
impedance Z,, is applied to the left end, or input, of the line. The right end, or load, is terminated
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Figure A.3. Transmission tine circuit under study with current i(x,t) and vottage ¢(x,t)=V(x,t).

in an impedance Z, . The currents and voltages at each point along the line are assumed to be zero
prior to the initial time ¢ = 0. The problem is to calculate the voltage ¢(x,?) between the two con-
ductors of the line, and the current i(x,t) flowing in each of these conductors, at each point x and
at each instant 7. The distance x is taken to be positive in the direction to the left of the origin, or
generator side of the line.

Equations (A.3) and (A.4) can be rewritten in terms of the Laplace transforms of the current
and voltage waveforms. To that end consider

D(x,s) & Px,0);  I(x,5) < i(x,0)

Using the conditions

a¢(a':’t) © sP(x,s) - p(x,0%); ai(a;t’t)@ s1(x,s) = i(x,07)

Since the Laplace transform is defined by

d’(x,s):f e=st ¢(x,1) dt
0

we have

alp(x,s) _ _s a¢(x$t) aqx’t)
x | ¢ ox dt & ox

0 (A.14)

and Eqs.(A.3)~(A 4) in the transform domain become
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IPX) | (R + L)d(x,5)=0
200c) (A.15)

al(x 5) +(G + Cs)I(x,5)=0

(A.16)
Differentiating Eq.(A.15) withrespectto xand using Eq.(A.16) toeliminated/(x, s)/x from
the result, we obtain
a2 # P(x,s) — P Bx,5)=0
ox? (A.17)
An analogous relation can be found for the current:
Pla.s) 72 1(x,5)=0
ox? (A.18)

where

Y (s) = VIR+Ls)(G+Cs)

is called the propagation function. Note that ¥ is independent of x, but not of s.
A.5.2 Characteristic Impedance

The differential equation Eq.(A.17) has solutions of the form

D(x,5) = Dy (s) e 1" + Dy(s) e?* (A.19)

where @, (s) and @, (s) are arbitrary functions of s only, which will be simply written as ¢, and
D,.
From Eq.(A.19) there follows

3‘1’;?3) =y (@ e-7 - @y em)

which together with Eq.(A.14) yields

@y e7) = (GLE) (@) -1 - @y e7)

I(x,s) =R 14
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It is conventional to define

— [R+Ls
Z(s) = G+ Cs (A.20)

This last quantity, which has the dimensions of an impedance, is called the characteristic im-
pedance of the line. It is related to the physical properties of the line, i.e., to its dimensions and to
its conductive and dielectric properties. It is a function of s, and hence of time. We will write Z (s)
simply as Z .

The general solutions of Eqs.(A.17) and (A.18) are thus

Dx,5) =Py e+ Pye?

l(x,s)=zl:(¢| e-T5— @y em) (A21)

A.5.3 Reflection CoefTicients

The complete solution to Eq.(A.21) is obtained by determining the functions ¢; and ¢, using the
boundary conditions at the ends of the line. In space plasmas, the “end” of a transmission line may
be a planetary ionosphere or wherever else the conductivity between conducting paths becomes
large. Arc discharges across dielectrics (Section 4.6.1) make excellent terminations.

Let dxs) < ¢(t) be the transform of the generator voltage. At the input to the line (x =0)

®(5)=Z,1(0, 5)+ D(0, s)-— (¢1 @)+ & + B (A22)

From Eqgs.(A.21)~(A.22), and the definition of the voltage reflection coefficient at the input to the
line

roZ-Z
£ 2+ Z (A23)
we obtain
%=Ly 0= () 2
gt 4e (A.24)

In the same way, at the output of the line (x = /), we find

D eV N-Dyert =0 (A.25)
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where

Zi-Z.
Z+2. (A.26)

I=

is the voltage reflection coefficient at the output of the line. Solving Eqs.(A.24)~(A.25) yields

( Y4 1
= ®(s) e’ = P (s) =<
Zg+ZCeyl Tole" Zg+Zc1_rgne-2yl

I e-2v

Id e-27=0d(s
Q=T P ()Zx+ZfI—I“I“,-27’

which, when substituted into Eq.(A.21) gives

D(x, 5) = D(s) Z, e Y*4[e-r2i-n
Zg+Z, 1-T,e-27 (A27)

e-Yx—Te-v2I1-%
Zg . Ze  1-I,ne2 (A28)

I(x, 5) = @ (s)
With the aid of the convergent series expansion

—— L i+ Ge2V4 .+ e 24
1-T;Iie-2v

= Z I}" " e-2nvl
n=0

we arrive at

[e Yx 4+ [je-1@1-x) z ;" e-2nvl
n=0

D(x,s) = d’(s)

I(x,s) = —1 [e-rx—re-rei-» "t e-2nyi
«9) =077 le-re—rie X]E’o fefre (A29)
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A.6 Time-Domain Reflectometry

Considerthe caseof alosslesslineR = G=0.Forthiscase Y= YL C s =u~1 sandZ, = R,. Taking
the inverse Laplace transform of Eq.(A.29) by using the translation identity

L7 () e-10) =L [d(s) e~5] = 9 (1- %)

gives, as parameters for Egs.(A.11) and (A.12)

0" =Rg’ich Y ;" ¢<t—l£—[x +21n]>
n=0

- _ R, < nn+l 1 \
VTR Eorg 0" ge-Llx+ 20+ 1))

(A.30)

Equations (A.11), (A.12), and (A.30) give waveforms in remarkably good agreement with
waveforms measured by probes placed within the transmission line. For example, very low
resistances caused by dielectric surface flashover in pulsed-power transmission lines can be
determined to an accuracy of less than 1% if waveforms are available for at least two spatial
locations in the line. The problem reduces to iterating Eq.(A.30) in R, and R, until abest fitbetween
calculated and measured waveforms is obtained. Losses in the propagating current and voltage
pulses are of course determined by this procedure.

Example A.1 Cosmic transmission-line. Consider for illustration a hypothetical planetary
ionosphere-magnetosphere transmission line model (Figure A.4) that might be applied to the

Figure A.4. An ionosphere coupling model. The north and south pole transmission lines need not be symmetric
(adapted from Sato, 1978).
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Figure A.S. Current and voltage waveforms associated with a — 40 kV and 250 ms source perturbation on a
6 x 10° m, 0.49Q transmission line. The source impedance is 22 and the ionosphere (load) impedance is 0.19.
The probe is located 1 x 10° m from the source.

geometry of Figures 1.9 and 4.24. Assume a <40 kV and 250 ms perturbation at the source. We
arbitrarily take a source impedance of 2 €, a characteristic transmission line impedance of 0.4 Q,
and an ionosphere (load) impedance of 0.1 Q. The transmission line length is 6 x 10* m. With these
parameter values a probe (spacecraft) located at a distance 10° m from the source would measure
the current and voltage transients depicted in Figure A.5. After a time 3.3 s following the peak
voltage spike from the perturbation, the probe would measure the first ionospheric reflection
signal and, if the source impedance differs from the transmission line impedance, it would also
measure areflected signal from the source 0.7 s later. Since the amplitude of the reflections depend
on the reflection coefficients Eq.(A.23) and Eq.(A.26), an accurate determination of the source
and ionospheric impedance can be made. If probe measurements ure available at two spatial
locations, the waveforms from Eq.(A.30) ure uniquely determined and can be used to ascertain
the impedances and their locations. In laboratory application, precise determination of the im-
pedances and positions of high-voltage surface flashovers (Section 4.6.1) has been achieved.

Notes

! In rationalized MKS units the acutal values of the line constants for a differential length
of line ure LA x henrys, RA x ohms, CA x farads, and GA x siemens.
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Appendix B. Polarization of Electromagnetic
Waves in Plasma

A wave equation is derivable from Maxwell-Hertz-Heaviside’s equations Eqs.(1.1)<(1.4)

=1 -1 =—1 ;. =7 .
VxH=j-iogE za)eo[E+ j] iogK- E
(B.1)

where K, the relative dielectric tensor, is given by

S -iD O
K=| D § o0 (B.2)
0 0 P

and derives from the solution to the current density j [Stix 1962]. For cold plasma, the matrix
elements are

=1
S-2(R+L)

—1
D=7(R-L)

[0} (B.3)

2
L=1_Z“’_P"L
k a)260+wb

The vector fields have been taken to be the sum of a zero (extemal field) apd a first order field
(e.g. B =Bo+ B}, E = Eg+ E)) where the first-order quantities vary as e ! (k- r—or)_Setting
V > ikinEq.(B.1) gives

kxB=-0ueK E=-2K. E (B.4)
(4

Likewise, setting 9 / 9t = — i @in Eq.(1.1) gives
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kxE=0 B (B.5)
Crossing Eq.(B.5) with k, then substituting into Eq.(B.4) yields a wave equation
kx(kxE)+¢2K~ E=0 (B.6)
c

Atthis point it is convenient to introduce the dimensionless vector n which has the direction
of the propagation vector n and the magnitude of the refractive index

n=k*~
[0 (B.7)

The magnitude n =|n| is the ratio of light to the phase velocity. The reciprocal of n is the wave
phase velocity divided by the velocity of light. The wave normal surface is the locus of the tip of
the vectorn~'=n/n2,

Figure B.1 is a plot of phase velocity surfaces for electromagnetic waves. The ordinate is
@/ w? while the abscissa is @2/ @2 The symbols L, R, X, and O denote left-hand circularly
polarized (LHCP), right-hand circularly polarized (RHCP), extraordinary, and ordinary wave
types, respectively. This figure is called a Clemmow—Mullaly—Allis or CMA diagram [Allis,
Buchsbaum, and Bers 1963] and is to be interpreted as a “plasma pond” for a two-component
plasma where cross-sections of the allowable wave normal surfaces are shown. The surfaces are
typically in the form of spheres, ellipsoids, and wheel and dumbbell lemniscoids. The diagram is
divided up into 13 regions, each of which supports two independent modes.

The significance of the different regions is due to “boundaries” where the refractive
indices go either as n2 — 0 (V. —) called a “cutoff” condition, or n2 — e (v, —0) called
a “resonance” condition (Table B.1). Waves are reflected at cutoffs and absorbed at resonances.
The cross-sections in Figure B.1 are not to scale, but the speed of light in relation to the velocities
lies generally between the two cross-sections in each region. This divides the wave normal
surfaces into “fast” and “slow” modes. The various wave types and their locations in Figure B.1
are delineated in Table B.2.

Substituting Eq.(B.7) into Eq.(B.6) gives a wave equation in terms of n

nx(nxE)+K-E=0 (B.8)

Table B.1 Nomenclature for cutoffs and resonances

P=0 plasma cutoff

§$=0 plasma resonance, 6 = /2
L=0 ion cyclotron cutoff

R=0 electron cyclotron cutoff
L=o ion cyclotron resonance
R=oc electron cyclotron resonance
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Figure B.1. CMA diagram for a two-component plasma with m;/m, = 4. Bounding surfaces appear as lines
in the two-dimensional parameter space. Cross sections of wave-normal surfaces are sketched and labeled for
each region. For these sketches the direction of the magnetic field is vertical.

which, when used for the orientation of the vectors shown in Figure B.2, becomes

S - nZcos?@ -iD nZcos 6 sin 0 P
‘X
iD S- n2 0 (Ey =0
nZcos 0sin 6 0 P_n2sin20 | \Ez (B.9)




3 Appendix B. Polanzation of Electromagnetic Waves in Plasma

Table B.2. Regions of plasma wave types

type region
Ordinary 1,2,3,4,6,7,12,13
Extraordinary 1,2,3,4,6,7,10,11,12,13
RHCP 1,6,7,8,9,10,11,12,13
LHCP 1,2,3,4,6,7,12,13
Whistler 8
Electron Cyclotron 78
Quasi-Transverse Ordinary 1,2,3,6,7,8
Alfvén-Astrom waves, 13

Ion Cyclotron waves

The condition for a nontrivial solution to Eq.(B.9) is that the determinant of the square matrix be
zero. This condition gives the dispersion relation, or the equation for the wave normal surface

An*-Bn2+C=0 (B.10)

A =S sin20 + P cos2 0
B=RLsin26+PS {1+ cos26)

Bo
z
A
/1‘ k||=k OOSO
7
b
//
k
| 0
|
|
| >y
|
|
|
ky=ksine@

X

Figure B.2. The propagation vector k in relation to the static magnetic field B,.
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C=PRL

The solutions of Eq.(B.10) reduce to simple expressions when 8 =0 and 6 = 7/2:

n2=R,L 6=0
n2=RL/S,P 0=rf2 (B.11)

The polarization relations between the cartesian field components of E follow from Eq.(B.10)

Ey:E,: E,=(S — n3(P - n?sin26): — iD (P — n?sin26): - (S — n9 n2cos Osin
(B.12)

If =0, Eq.(B.12) shows that E, =0 (E L B and, if 2 = R, then E /E, = —i. This means that E,
is 90° ahead of E and, by convention, the polarization is right-hand circular. If »? = L, EJE =i
and the polarization is left-hand circular. Figure B.3a illustrates these modes of propagation.

Forthecase 0=m/2and’ =P,E =E =0 (EIIB)). Whenn’ =RL/S,E =0 fEJ. Bo).
For this case the electric field circumscribes an ellipse in a plane of y. The modes #n’ = P and n?
= RL/S are called the “ordinary” and “extraordinary” waves, respectively. These terms have been
taken from crystal optics; however the terms have been interchanged in plasma physics, since the
“extraordinary” mode is affected by B, whereas the “ordinary” mode is not. Figure B.3billustrates
these modes of propagation.

Expressed in spherical coordinates Eq.(B.12) is

Ek:EO:E¢=(S ~n3(P-n? sin@:-(S—n? Pcos 8:—iD(P - nsin?6) (B.13)

which shows that E; and E g are in phase while E; is out of phase by 90°. Figure B.4 shows the
orientation of the field vectors. The vector E is elliptically polarized in a plane containing the
y direction and the resultant of E; and Eg.

Example B.1 Faraday rotation. The magnitudes of the RHCP and LHCP propagation vectors
are kR = (w/ c) VR and kL = (w/ c) VL. Faraday rotation is given by

T= %( kL — kR)

At high frequencies where @ >> @, @, leading to the approximations,

2
kLR =21y Do (1 i&)
c 2‘02 )

Hence, the rotation angle of the linearly polarized wave as it propagates through magnetized
plasma is
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Figure B.3. Polarization of independent mode types. (a) Right-hand circularly polarized mode (RHCP) and
left-hand circularly polarized mode (LHCP). The electrons (ions) rotate in the same sense as the RHCP (LHCP)
mode. (b) Ordinary and extraordinary modes.
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where Bjis the magnitude of B along the direction of wave propagation through a plasma of length
L
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Figure B.4. Orientation of wave fields in spherical coordinates.
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Appendix C. Dusty and Grain Plasmas

In general, the motion of a solid particle in a plasma obeys Eq.(2.11)
md_v_m +q(E+vxB)-mv, v+f
ar et ¢ .n

where m and ¢ are the mass and the electric charge of the particle, respectively, g = +G m(r) / r2
is the gravitational acceleration, — m v V is due to viscosity, and f is the sum of all other forces,
including the radiation pressare.

Depending on the size of the particle, four cases are delineable:

(1) Very smallparticles. Theterm g(E+vxB )inEq.(C.1) dominates over mg and the particle
is partof adusty plasma (Section C.1). Under cosmic conditions this is true if the size of the particle
is less than 10 nm. In the case of large electric charges the limiting size may rise to 100 nm.

(2) Small Grains. For this case, ¢/m=YG . Plasma effects still play a major role in system
dynamics (Section C.2).

(3) Large Grains. If the size of the particle is so large that the electromagnetic term is
negligible, we have an intermediate case dominated by viscosity and gravity. The particles in this
regime are referred to as grains. Their equation of motion is

mv,y=mg (C.2)

Under conditions in interstellar clouds this may be valid for particles of the order of 10 um.

(4) Large solid bodies. For “particles” of the size of kilometers or more, the inertia and
gravitational terms dominate. Electromagnetic forces are negligible, and viscous forces can be
considered as perturbations which may change the orbit slowly. Depending on the properties of
the cosmic cloud, viscous forces become important for meter or centimeter sizes. The equation
of motion Eq.(C.1) is then,

md—v=mg—mv v
dt ¢ (C.3)

The transition of plasma into stars involves the formation of dusty plasma, the sedimentation of
the dust into grains, the formation of stellesimals, and then the collapse into a stellar state [Alfvén
and Arrhenius 1976, Alfvén and Carlqvist 1978].

C.1 Dusty Plasma

Animportant class of cosmic plasmas are those which are “dusty” (i.e., plasmas that contain solid
matter in the form of very small dust grains). These grains are electrically charged and if g/m is
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large enough, the dynamics of the dust grain s controlled by electromagnetic forces [Mendis 1979,
Hill and Mendis 1979, 1980, Houpis 1987, Azar and Thompson 1989, Horanyi and Goertz 1990].

The temperature of the dust in a cosmic plasma may differ by orders of magnitude from the
temperature of the plasma. For example, the temperature of the dust radiating into space through
a transparent plasma may be 10 K, the molecular temperature 100 K, the ion temperature 10°K,
and the electron temperature 10° K.

Dusty plasma is characterized by solid particles of mass m, charge g, and a charge-to-mass
ratio that is much greater than the square-root of the gravitational constant, g/m>>YG . The dust
grains are charged negatively by impacts from streams of electrons. The loss of negative charge
can be due to the photoeffect, field emission, and ion impacts. Normally, the potential of a dust
grain may be 1-10 V, positive or negative. However, if the electron stream responsible for the
charge is relativistic, the grain can charge up to several kilovolts [Deforest 1972, Reasoner 1976,
Mendis 1979].

C.2 Grain Plasma

Consider a plasma whose dust may have accreted into macroscopic solid matter. For simplicity,
the plasmais taken to consist of two components: grains with mass m andcharge 9, and particles
with mass m_and charge g . The grains are assamed to be weakly charged withq¢ /mg~VG . The
particles may be electrons, ions, dust, or some other unspecified charge mass with the property
mp << mg [Wollman 1988, Gisler and Wollman 1988].

Consider a spherically symmetric gravitational condensation of the plasma, so that the
parameters depend only on the distance r from the center. The dynamics of the grain fluid are
specified by Eqs.(2.13) and (2.15) where ng(r) is the namber density, and N(r) and M(r) are the
total grainnamber and grain mass inside r, respectively. The total mass and net charge inside radius
rare

Mr=Mfn=myNg+m,N,

QTEQT(r)quNg_qup

If the plasma is tenous and in thermal equilibriam, dv/dt = 0; the electrostatic potential at q,is
¢=Qr/4mepr, and the gravitational potential at m is ¢ =—G Mt /r. Substituting these
parameters into Eq.(2.13) while (momentarily) neglectmg B, gives the following, for grains and
particles, respectively:

0="e¢ Or ngmgG My —kT dng

4megr? r2 $7dr (C.4)
0=""p9p O1 _ np(hm,G Mr —kT dnp

4ﬂ£0r2 r2 p ar (C.S)

The particles may be relativistic with mean Lorentz factor <7) .
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Equations (C.4) and (C.5) have as solutions

ng (’)=”03(r70)2

2
np(r)=nop (rTO)
Some insight into the meaning of Egs.(C.4) and (C.5) is possible by considering the special case
T, =T,=T,and scalelengths n;' dng/dr= n;l dnp /dr , for the grain plasma and particle
plasmas, respectively. For these conditions, Eqs.(C.4) and (C.5) reduce to

qg Or _ _4p0r
S_—MgGMT——-&_EO—(”mPGMT

4negg (C.6)

If the grain thermal speed is much less than c, then (}}m, << m¢ and Eq.(C.6) may be written,

e Or _ 9
VAnE,G my VAnEeG Mt 9+ dp (C.7)

Now consider the behavior of the particle scale height relative tothe grain scale height. The particle
scale height parameter 70 is defined by the relation

qup(rOp) = qug(rO)

Now write, ignoring the particle mass with respect to the grain mass,

or zqug(r)_qup(r) - dg l_qup(")J
VATE G M1  VAmeoG mgN, (0  VEmeoG my | qg N (1)

The ratio of particle numbers is

Np(r)sz(rO)_Np("Op) Np(rO) - dg 70
Ng(r) Ng(ro) Ng('O)Ng("Op) 9pTop

The last identity is due to the fact that for a r-2 density distribution, N (r) o< r. Hence,

or - 4s ll_r_o’
V3neoG Mt VAnmeyG mg‘ Top (C8)

Combining Egs.(C.7) and (C.8) yields,
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ro __ Am&G mZ( qg )\
rop qg2 qg""]p’

For an atomic plasma,

9 >s |9 |
4negG m} qs +qp)

and the radial electrical polarization, due to the separation| 7o — rgp |, is negligible. The condition
for maximum polarization (i.e., when the particles are removed to infinity so that rop — =), is

4 = ‘/ 9s
VARG my g *+4p (C.9)

or,since ¢ = Ze,

m,= qg(qg +q) 19x109Vziz +zi

410G

The grain mass, then, is of the order of micrograms.
It is possible to state the condition for significant large-scale separation. The Jeans wave
numbser k; = 27t/A; is from Eq.(2.75),

Zy ,
Zy+2Z,

The particle Debye length is given by

ARG mgppm

k= kT

,12= kTp/mp - kT ]47’.’500 mgz
npqdimyeq [4%G mgpm]|  4pdqs

Hence, Eq.(C.9) is equivalent to
kyd,=1
Thus, the condition for maximum polarization can be written

Jeans length _
Debye length " (C.10)
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This analysis is valid insofar as thermalization is efficient, so that the formation of condensation
heats the plasma and Tp =T, This increases the Debye length. Then the condition for charge
separation is equivalent to the condition for poor shielding of Jeans mass concentrations.

The inclusion of B causes a Ex B drift of the low mass component around the axis at the
center of the spherical condensation. If the grain plasma is in the presence of a strong magnetic
field, the Jeans mass may be radically altered (Section 2.7.1).
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Appendix D. Some Useful Units and Constants

Length

meter

kilometer
millimeter

micron

angstrom

fermi (femtometer)
astronomical unit

(= mean sun-earth distance)

light year
parsec
solar radius

earth equatorial radius

Volume

cubic meter
cubic parsec
cubic kiloparsec

Time

minute

hour

day

sidereal year
aeon

Mass

solar mass

earth mass

atomic mass unit
(12C = 12 scale)

electron mass

proton mass

mass of 1H atom

m=100cm
km=105cm=103m
mm=10-cm=103m
p=pm=104cm=10%m
A=108cm=10"10m
fm=10"3cm=10"15m

AU = 1.49598 x 1011 m

ly =9.46053 x 10'5 m =63240 AU
pc = 3.08568 x 1016 m =3.26163 ly
R, =6.9599 x 108m

R, =6.3782 x 105 m = 6378 km

m3 = 106 cm3
pc3 =2.938 x 1049 m3 = 34.7 ly3
kpc3 =2.938 x 1058 m3 = 3.470 x 1010 1y3

min =60 s

h =3600 s = 60 min
d=86400s=24h

y =365.256d = 3.15581 x 107 s
109y

M, =1.989 x 1030 kg
M,=5976 x 1024 kg

amu = 1.66056 x 1027 kg

m, =9.10953 x 10-31 kg = 5.4858 x 10~ amu

my, = 1.67265 x 1027 kg = 1.00728 amu
(mjm, = 1836.15)

my = 1.67356 x 1027 kg = 1.00783 amu
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Energy
joule J,1kgm?s-2
erg lerg=10"]J
calorie cal =4.1868 J
electron volt eV =1.60219 x 10-19J = 10-3 keV = 106 MeV =
10-9 GeV

mass energy of 1 amu 1.49243 x 10-10J =931.502 MeV
rest mass energy of electron m,c2 = 511.003 keV
wavelength associated

with 1 eV 1.2398 pm = 1239.8 nm
frequency associated

with 1 eV 2.4180 x 1014 Hz
temperature associated

with 1 eV 11,604 K
detonation energy of 1 kiloton

of high explosive 42x1012J=42TJ)
Power
watt W=Js1
solar luminosity L,=3.826 x 1026 W =2.388 x 1039 MeV s-!
jansky J,=10"26 W m=2 Hz"!
Velocity
velocity of light €=2.997925 x 108 m s~! = 2.997925 x 104 cm ps-!

= 2.997925 x 105 km s-!
(10 cm ps~! = 100 km s-1)

Pressure
pascal Pa, kg m~! s—2
bar 105 Pa
atmosphere atm = 1.01325 bar = 760 torr
millimeter of mercury mm Hg =133.322 Pa =1.315 x 103 atm = 1.298 mbar
Temperature
temperature comparisons 0°C =273.150K

100°C = 373.150K

Angle, Solid Angle

degree deg = 1° = right angle/90 = 60 minutes of arc (60



radian
steradian

Angular momentum

quantum unit
Planck’s constant

Electric charge

Coulomb
electron charge

Magnetic field

tesla

gauss

gamma

earth’s nominal magnetic field

Some physical constants

Boltzmann constant
gravitational constant
gravitational acceleration, earth
permittivity of free space
permeability of free space
Stefan-Boltzmann constant
Avogadro number
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arcmin) = 3600 seconds of arc (arcsec = 3600")
rad = 57°.29578
st = 3282.8 deg?

i =1.0546x1034J5=6.5822x 1016 eV s
h=2mh =6.6262x 1034 ] s

C =-6.24145 x 1018 electrons
e=1.60219x 10-19C

T = 104 gauss

G =104T =1 oersted = 79.58 amp-turn m~!
y=109T=1nT=10"5G

0.5 G =50,000 nT

k=1.3807 x 1023 JK-!

G =6.6726 x 10-11 m2 s—2kg-1
£=9.8067 m s—2

£,=8.8542 x 10-12 F m-1
Hy=4nx 107 Hm"!
0=5.6705 x 108 W m—2 K4
N, = 6.0221 x 1023 mol-!
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Appendix E. TRISTAN

C TRIdimensional STANford code, TRISTAN, fully electromagnetic,
¢ with full relativistic particle dynamics. Written during spring
C 1990 by OSCAR BUNEMAN, with help from TORSTEN NEUBERT and
C KEN NISHIKAWA.

real me,mi

common /partls/x(8192),y(8192),2z(8192),u(8192),v(8192),w(8192)

common /fields/ex1(8192),eyl1(8192),ez1(8192),bx1(8192),

&byl1(8192),bz1(8137)

&,sm(27),9,9e,qi,gme,gmi,rs,ps,o0s,c

&,ms(27) ,mx,my,mz,ix,iy,iz,lot,maxptl,ions,lecs,nstep
C The sizes of the particle and field arrays must be chosen in
C accordance with the requirements of the problem and the limitation
C of the computer memory. The choice '8192' (with the bzl array
C curtailed to accommodate the remainder of the fields common) was
C made to suit the segmented memory of a PC. Any changes in these
C array sizes must be copied exactly into the COMMON statements of
C the "surface", "mover" and '"depsit" subroutines.
C Fields can be treated as single-indexed or triple-indexed:
C For CRAY-s, the first two field dimensions should be ODD, as here:

dimension ex(21,19,20),ey(21,19,20),ez(21,19,20),

&bx(21,19,20),by(21,19,20),bz(21,19,20)

equivalence(exl(l),ex(1,1,1)),(eyl(l),ey(1,1,1)),(ezl(l),ez(1,

&1,1)),(bx1(1l),bx(1,1,1)),(byl(l),by(1,1,1)),(bz1(1),bz(1,1,1))

maxptl=8192

mx=21

my=19

mz=20
C Strides for single-indexed field arrays:

ix=1

1y=mx

iz=iy*my

lot=iz*mz
C Miscellaneuos constants:

ge=-.0625

qi=.0625

me=.0625

mi=1.

gme=qe/me

gmi=qi/mi

c=.5
C our finite difference equations imply delta_t = delta_x =
C delta_y = delta_z = 1. So c must satisfy the Courant condition.
C The bx,by and bz arrays are really records of c*Bx, c*By,
C c*Bz: this makes for e <(————- > b symmetry in Maxwell's equations.
C Otherwise, units are such that epsilon_0 is 1.0 and hence mu_0
C is 1/c**2. This means that for one electron per cell (see example
C of particle initialisation below) omega_p-squared is ge**2/me.
C For use in the boundary field calculation:

rs=(l.-c)/(l.+c)

tsg=.1666667

ps=(l.-tsq)*c/(l.+c)

os=.5%(1l.+tsq)*c/(1l.+c)
C Data for smoothing: the currents fed into Maxwell's equations
C are smoothed by convolving with the sequence .25, .5, .25 in
C each dimension. Generate the 27 weights ('"sm") and index
C displacements ("ms"):

n=1

do 1 nz=-1,1
do 1 ny=-1,1
do 1 nx=-1,1
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sm(n)=.015625*(2-nx*nx)*(2-ny*ny)*(2-nz*nz)
ms(n)=ix*nx+iy*ny+iz*nz

1 n=n+1
In the particle arrays the ions are at the bottom, the electrons
are stacked against the top, the total number not exceeding maxptl:
The number of ions, "ions", need not be the same as the number of
electrons, "lecs".
The code treats unpaired electrons as having been initially
dissociated from infinitely heavy ions which remain in situ.
Initialise the particles: Place electrons in same locations as ions
for zero initial net charge density. Keep particles 2 units away from
the lower boundaries of the field domain, 3 units away from the upper
boundaries. For instance, fill the interior uniformily:

ions=0

do 80 k=1,mz-5

do 80 j=1,my-5

do 80 i=1,mx-5

ions=ions+1l

x(ions)= 2.5+i

y(ions)= 2.5+j

[sNeNeNeNeNeNeNeNoNel

80 z(ions)= 2.5+k
C Put electrons in the same places:
lecs=ions

do 4 n=1,lecs

x(n+maxptl-lecs)=x(n)

y(n+maxptl-lecs)=y(n)
4 z(n+maxptl-lecs)=z(n)

C Initialise velocities: these should not exceed ¢ in magnitude!
C For thermal distributions, add three or four random numbers for
C each component and scale.
C 1Initialise random number generator:

1k=12345

1p=29

do 85 n=1,ions
u(n)=0.046875*(rndm(1k,1p)+rndm(1lk,1lp)+rndm(1lk,1p))
v(n)=0.046875*(rndm(1k,1p)+rndm(1lk,1lp)+rndm(1lk,1p))
w(n)=0.046875*(rndm(1k,1p)+rndm(lk,1p)+rndm(1lk,1p))
u(maxptl-lecs+n)=0.1875*(rndm(1lk,1p)+rndm(1k,1p)+rndm(1lk,1p))
v(maxptl-lecs+n)=0.1875*(rndm(1lk,1lp)+rndm(1lk,1lp)+rndm(1lk,1p))
85 w(maxptl-lecs+n)=0.1875*(rndm(1lk,1lp)+rndm(lk,1lp)+rndm(lk,1p))
C Initialise the fields, typically to uniform components, such as
C just a uniform magnetic field parallel to the z-axis:
do 5 k=1,mz
do 5 j=1,my
do 5 i=1,mx
ex(i,j, k)=0.
ey(i,j, k)=0.
ez(i,j, k)=0.
bx(i,j, k)=0.
by(i,j,k)=0.
5 bz(i,j,k)=c*l.5

C (Remember that bx,by,bz are really c*Bx, c*By, c*Bz.)
C Initial fields, both electric and magnetic, must be divergence-free.
C Part of the Earth's magnetic field would be ok. If the Earth is included
C in the field domain, its magnetic dipole field is readily established
C by maintaining a steady ring current in the Earth's core.
c Begin time stepping
last=32
nstep=1
C Before moving particles, the magnetic field is Maxwell-advanced
C by half a timestep:

6 do 7 i=1,mx-1
do 7 j=1,my-1
do 7 k=1,mz-1
bx(i,3,k)=bx(i,3,k) + (.5%c) *
& (ey(i,j, k+l)-ey(i,j, k)-ez(i,j+1,k)+ez(i,j, k))
bY(i,J,k)-by(i k) + (.5%c) *
(ez(i+l,j,k)-ez(1i,j, k)-ex(i,j, k+l)+ex(i,J, k))
7 bz(i j,k)=bz(i,j, k) + (.5%c) *
& (ex(i,3+1,k)-ex(i,j,k)-ey(i+l,j, k)+ey(i,j, k))
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Now move ions:

call mover(l,ions,gmi)

and electrons:

call mover (maxptl-lecs+1l,maxptl,gme)
The Maxwell-advance of the fields begins with another half-step
advance of the magnetic field since for Maxwell's equations the
B - information and the E - information must be staggered in time.
information is also staggered. Here we show the
field components are recorded:

In space, their
locations where

Ex(i,j,k) =
Ey(i,j.k) =
Ez(i,j, k) =

Bx(i,j,k) =
By(i,j,k) =
Bz(i,j,k) =

Maxwell's laws are implemented (to

value
value
value

value
value
value

of
of
of

of
of
of

Ex
Ey
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Bz

accuracy) in the form:

x=i+.
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.5,
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¥Y=3,
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central

Change of flux of B through a cell face
= - circulation of E around that face
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Change of flux of E through a cell face of the offset grid
= circulation of B around that face - current through it
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C
C
C Second half-advance of magnetic field:
do 8 i=1,mx-1
do 8 j=1,my-1
do 8 k=1,mz-1
bx(i j,k)=bx(i,j,k) + (.5%*c) *
(ey(i,j, k+l)-ey(i,j, k)-ez(i,j+1,k)+ez(i,j, k))
by(l j,k)=by(i,j, k) + (.5%c) *
(ez(i+l,j,k)-ez(i,j, k)-ex(i,j, k+l)+ex(i,j, k))
8 bz(1,) k)=bz(i,j,k) + (.5%*c) *
& (ex(i,j+1,k)-ex(i,j, k)-ey(i+l,j, k)+ey(i,j, k))
C Front,right and top layers of B must be obtained from a special
C boundary routine based on Lindman's method:
call surface(by,bz,bx,ey,ez,ex,iy,iz,ix,my,mz,mx,1)
call surface(bz,bx,by,ez,ex,ey,iz,ix,iy,mz,mx,my,1)
call surface(bx,by,bz,ex,ey,ez,ix,iy,iz,mx,my,mz,1)
call edge(bx,ix,iy,iz,mx,my,mz,1)
call edge(by,iy,iz,ix,my,mz,mx,1)
call edge(bz,iz,ix,iy,mz,mx,my,1)
C Full advance of the electric field:
do 9 i=2,mx
do 9 j=2,my
do 9 k=2,mz
ex(i,j,k)=ex(i,j, k) + c *
& (by(i,j,k-1)-by(i,j,k)-bz(i,j-1,k)+bz(i,]j,k))
ey(i,j,k)=ey(i,j k) + c *
& (bz(i-1,j,k)-bz(i,j, k)-bx(i,j, k-1)+bx(i,j, k))
9 ez(i,j,k)=ez(i,j, k) + c *
& (bx(i,j-1,k)-bx(i,j,k)-by(i-1,j,k)+by(i,j,k))
C Boundary values of the E - field must be provided at rear, left
C and bottom faces of the field domain:
call surface(ey,ez,ex,by,bz,bx,-iy,-iz,-ix,my,mz,mx,lot)
call surface(ez,ex,ey,bz,bx,by,-iz,-ix,-iy,mz,mx,my,lot)
call surface(ex,ey,ez,bx,by,bz,-ix,-iy,-iz,mx,my,mz,lot)
call edge(ex,-ix,-iy,-iz,mx,my,mz,lot)
call edge(ey,-iy,-iz,-ix,my,mz,mx,lot)
call edge(ez,-iz,-ix,-iy,mz,mx,my,lot)

C The currents due to the movement of each charge g are applied to the
C E-M fields as decrements of E-flux through cell faces. The movement
C of particles which themselves cross cell boundaries has to be split
C into several separate moves, each only within one cell. Each of
C these moves contributes to flux across twelve faces.
C Ions and electrons are processed in two loops, changing the sign
C of the charge in-between. These loops cannot be vectorised:
C particles get processed one by one. Here is a good place to
C insert the statements for applying boundary conditions to
C the particles, such as reflection, periodicity, replacement
C by inward moving thermal or streaming particles, etc.
C split and deposit ions currents:
q=qi
nl=1
n2=ions

52 do 53 n=nl,n2

C Previous position:
X0=x(n)-u(n)
yO0=y(n)-v(n)
20=z(n)-w(n)

C Reflect particles at x=3, x=mx-2, y=3, y=my-2, z=3, z=mz-2:
u(n)=u(n)*sign(l.,x(n)-3.)*sign(l. ,mx-2.-x(n))
X(n)=mx-2.- abs(mx-5.-abs(x(n)-3.))
v(n)=v(n)*sign(l.,y(n)-3.)*sign(l.,my-2.-y(n))
Y(n)=my-2.- abs(my-5.-abs(y(n)-3.))
w(n)=w(n)*sign(l.,z(n)-3.)*sign(1l.,mz-2.-2(n))
z(n)=mz-2.- abs(mz-5.-abs(z(n)-3.))
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C Alternatively, apply periodicity to particles:

ccC x(n)=x(n)+sign(.5*(mx-5.),mx-2.-x(n))-sign(.5*(mx-5.),x(n)-3.)
cc y(n)=y(n)+sign(.5*(my-5.),my-2.-y(n))-sign(.5%(my-5.),y(n)-3.)
ccC z(n)=z(n)+sign(.5%(mz-5.),mz-2.-2(n))-sign(.5%(mz-5.),2(n)-3.)

53 call xsplit(x(n),y(n),z(n),x0,y0,20)
C The split routines call the deposit routine.
if(n2.eq.maxptl)go to 54
C split and deposit electron currents:

q=qe

nl=maxptl-lecs+l

n2=maxptl

go to 52
C Countdown:

54 nstep=nstep+l

if (nstep.le.last) go to 6
C The user must decide what information is to be written out at
C each timestep, what only occasionally, and what only at the end.
C It may be wise to write out both COMMONS before stopping: they
C can then be read in again for a continuation of the run.

stop

end
C —mmmm—

subroutine surface(bx,by,bz,ex,ey,ez,ix,iy,iz,mx,my,mz,m00)
C (Field components are treated as single-indexed in this subroutine)
dimension bx(1),by(l),bz(1l),ex(1),ey(1l),ez(1l)
common /fields/ex1(8192),eyl(8192),ez1(8192),bx1(8192),
&byl(8192),bz1(8137)
&,sm(27),q9,9e,9i,qme,gmi, rs,ps,o0s,c
&,ms(38)
mO0=m00+iz*(mz-1)
assign 5 to next
6 m=m0
do 2 j=1,my-1
n=m
do 1 i=1,mx-1
bz(n)=bz(n)+.5*c*(ex(n+iy)-ex(n)-ey(n+ix)+ey(n))
n=n+ix
2 m=m+iy
go to next (5,7)
return
m=mO+ix+iy
do 4 j=2,my-1
n=m
C Directive specifically for the CRAY cft77 compiler:
cdir$ ivdep
do 3 i=2,mx-1
bx(n)=bx(n-iz)+rs*(bx(n)-bx(n-iz))+ps*(bz(n)-bz(n-ix))-os*(
sez(n+iy)-ez(n))-(os-c)*(ez(n+iy-iz)-ez(n-iz))-c*(ey(n)-ey(n-iz))
by(n)=by(n-iz)+rs*(by(n)-by(n-iz))+ps*(bz(n)-bz(n-iy))+os*(
&ez(n+ix)-ez(n))+(os-c)*(ez(n+ix-iz)-ez(n-iz))+c*(ex(n)-ex(n-iz))
3 n=n+ix
4 m=m+iy
assign 7 to next
go to 6
end

—

[

subroutine edge(bx,ix,iy,iz,mx,my,mz,m00)
dimension bx(1)
Ix=ix*(mx-1)
ly=iy*(my-1)
lz=iz*(mz-1)
n=m00+iy+lz

cdir$ ivdep
do 1 j3=2,my-1
bx(n)=bx(n+ix)+bx(n-iz)-bx(n+ix—-iz)
bx(n+1x)=bx(n+lx-ix)+bx(n+lx-iz)-bx(n+lx-ix-iz)
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1 n=n+iy
n=m00+ly+iz
cdir$ ivdep
do 2 k=2,mz-1
bx(n)=bx(n+ix)+bx(n-iy)-bx(n+ix-iy)
bx(n+1x)=bx(n+1x-ix)+bx(n+1x-iy)-bx(n+lx-ix-iy)
2 n=n+iz
n=m00+1y+lz
cdir$ ivdep
do 3 i=1l,mx
bx(n)=bx(n-iy)+bx(n-iz)-bx(n-iy-iz)
bx(n-1y)=bx(n-1ly+iy)+bx(n-ly-iz)-bx(n-ly+iy-iz)
bx(n-1z)=bx(n-1lz-iy)+bx(n-1z+iz)-bx(n-1lz-iy+iz)
3 n=n+ix
return
end

subroutine mover(nl,n2,gm)

common /partls/ x(8192),y(8192),2(8192),u(8192),v(8192),w(8192)
C (Field components are treated as single-indexed in this subroutine)

common /fields/ ex(8192),ey(8192),ez(8192),

&bx(8192),by(8192),bz(8137)

&,sm(27),9,9e,qi,gme,gmi,rs,ps,0s,C

&,ms(27) ,mx,my,mz,ix,iy,iz,lot,maxptl,ions,lecs,nstep

do 1 n=nl,n2
C Cell index & displacement in cell:

i=x(n)

dx=x(n)-i

j=y(n)

dy=y(n)-j

k=z(n)

dz=z(n)-k

1=i+iy*(j-1)+iz*(k-1)

C Field interpolations are tri-linear (linear in x times linear in y
C times linear in z). This amounts to the 3-D generalisation of "area
C weighting". A modification of the simple linear interpolation formula
(o] fei+dx) = f(i) + dx * (f(i+l)-f(1i))
C is needed since fields are recorded at half-integer locations in certain
C dimensions: see comments and illustration with the Maxwell part of this
C code. One then has first to interpolate from "midpoints" to "gridpoints"
C by averaging neighbors. Then one proceeds with normal interpolation.
C Combining these two steps leads to:
o] f at location i+dx = half of f(i)+f(i-1) + dAx*(f(i+l)-f(i-1))
C where now f(i) means f at location i+1/2. The hralving is absorbed
C in the final scaling.
[of E-component interpolations:
f=ex(l)+ex(l-ix)+dx*(ex(l+ix)-ex(1l-ix))
f=f+dy*(ex(l+iy)+ex(l-ix+iy)+dx*(ex(l+ix+iy)-ex(l-ix+iy))-f)
g=ex(l+iz)+ex(l-ix+iz)+dx*(ex(l+ix+iz)-ex(l-ix+iz))
g=g+dy*
& (ex(l+iy+iz)+ex(l-ix+iy+iz)+dx*(ex(l+ix+iy+iz)-ex(l-ix+iy+iz))-q)
ex0=(f+dz*(g-f))*(.25*qm)
C e
f=ey(l)+ey(1l-iy)+dy*(ey(1l+iy)-ey(1l-iy))
f=f+dz*(ey(l+iz)+ey(l-iy+iz)+dy*(ey(l+iy+iz)-ey(l-iy+iz))-f)
g=ey(l+ix)+ey(l-iy+ix)+dy*(ey(l+iy+ix)-ey(l-iy+ix))
g=g+dz*
& (ey(l+iz+ix)+ey(l-iy+iz+ix)+dy*(ey(l+iy+iz+ix)-ey(l-iy+iz+ix))-g)
eyO=(f+dx*(g-f))*(.25%*gm)
C o

f=ez(l)+ez(1l-iz)+dz*(ez(l+iz)-ez(1l-iz))
f=f+dx*(ez(l+ix)+ez(l-iz+ix)+dz*(ez(l+iz+ix)-ez(l-iz+ix))-f)
g=ez(l+iy)+ez(l-iz+iy)+dz*(ez(l+iz+iy)-ez(l-iz+iy))

g=g+dx*

& (ez(l+ix+iy)+ez(l-iz+ix+iy)+dz*(ez(l+iz+ix+iy)-ez(l-iz+ix+iy))-g)
ez0=(f+dy*(g-f))*(.25*gm)
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B-component interpolations:
f=bx(l-iy)+bx(l-iy-iz)+dz*(bx(l-iy+iz)-bx(l-iy-iz))
f=bx(1l)+bx(1l-iz)+dz*(bx(l+iz)-bx(1l-iz))+f+dy*

& (bx(l+iy)+bx(l+iy-iz)+dz*(bx(l+iy+iz)-bx(l+iy-iz))-f)
g=bx (l+ix-iy)+bx(l+ix-iy-iz)+dz*(bx(l+ix-iy+iz)-bx(l+ix-iy-iz))
g=bx (l+ix)+bx(l+ix-iz)+dz*(bx(l+ix+iz)-bx(l+ix-iz))+g+dy*

& (bx(l+ix+iy)+bx(l+ix+iy-iz)+dz*(bx(l+ix+iy+iz)-bx(l+ix+iy-iz))-g)
bx0=(f+dx*(g-f))*(.125*gm/c)
f=by(l-iz)+by(l-iz-ix)+dx*(by(l-iz+ix)-by(l-iz-ix))
f=by(1l)+by(l-ix)+dx*(by(l+ix)-by(l-ix))+f+dz*

& (by(l+iz)+by(l+iz-ix)+dx*(by(l+iz+ix)-by(l+iz-ix))-f)
g=by(l+iy-iz)+by(l+iy-iz-ix)+dx*(by(l+iy-iz+ix)-by(l+iy-iz-ix))
g=by (1l+iy)+by (l+iy-ix)+dx*(by(l+iy+ix)-by(l+iy-ix))+g+dz*

& (by(l+iy+iz)+by(l+iy+iz-ix)+dx*(by(l+iy+iz+ix)-by(l+iy+iz-ix))-qg)
byO=(f+dy*(g-f))*(.125*qm/c)
f=bz(l-ix)+bz(l-ix-iy)+dy*(bz(l-ix+iy)-bz(l-ix-iy))
f=bz(1l)+bz(l-iy)+dy*(bz(l+iy)-bz(l-iy))+f+dx*

& (bz(l+ix)+bz(l+ix-iy)+dy*(bz(l+ix+iy)-bz(l+ix-iy))-f)
g=bz (l+iz-ix)+bz(l+iz-ix-iy)+dy*(bz(l+iz-ix+iy)-bz(l+iz-ix-iy))
g=bz (l+iz)+bz(l+iz-iy)+dy*(bz(l+iz+iy)-bz(l+iz-iy))+g+dx*

& (bz(l+iz+ix)+bz(l+iz+ix-iy)+dy*(bz(l+iz+ix+iy)-bz(l+iz+ix-iy))-g)
bz0=(f+dz*(g-f))*(.125*gm/c)

First half electric acceleration, with relativity's gamma:
g=c/sqrt(c**2-u(n)**2-v(n)**2-w(n)**2)
u0=g*u(n)+ex0
v0=g*v(n)+ey0
w0=g*w(n)+ez0

First half magnetic rotation, with relativity's gamma:
g=c/sqrt (c**2+u0**2+v0O**2+wO**2)
bx0=g*bx0
byO0=g*by0
bz0=g*bz0
£=2./(1.+bx0*bx0+by0*by0+bz0*bz0)
ul=(u0+v0*bz0-wO*byO0)*f
v1=(v0+w0*bx0-u0*bz0)*f
wl=(w0+uO*byO0-vO*bx0)*f

Second half mag. rot'n & el. acc'n:
u0=ul+vl*bz0-wl*byO+ex0
v0=v0+wl*bx0-ul*bz0+ey0
w0=w0+ul*by0O-v1*bx0+ez0

Relativity's gamma:
g=c/sqrt (c**2+ul**2+v0**2+wi**2)
u(n)=g*ul
v(n)=g*v0
w(n)=g*w0

Position advance:

X(n)=x(n)+u(n)
y(n)=y(n)+v(n)
z(n)=z(n)+w(n)
return
end

subroutine xsplit(x,y,z,x0,y0,z0)
if(ifix(x).ne.ifix(x0))go to 1
call ysplit(x,y,z,x0,y0,2z0)
return
x1=.5*(1+ifix(x)+ifix(x0))
yl=yO0+(y-y0)*((x1-x0)/(x-x0))
21=20+(2-20)*((x1-x0)/(x-x0))
call ysplit(x,y,z,x1l,yl,zl)
call ysplit(xl,yl,z1,x0,y0,20)
return

end
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subroutine ysplit(x,y,z,x0,y0,2z0)
if(ifix(y).ne.ifix(y0))go to 1
call zsplit(x,y,z,x0,y0,20)
return

1 yl=.5*(1+ifix(y)+ifix(y0))
21=20+(2-20)*((yl-y0)/(y-y0))
x1=x0+(x-x0)*((yl-y0)/(y-y0))
call zsplit(x,y,z,x1l,yl,zl)
call zsplit(xl,yl,zl,x0,y0,20)
return
end

subroutine zsplit(x,y,z,x0,y0,20)
if(ifix(z).ne.ifix(z0))go to 1
call depsit(x,y,z,x0,y0,2z0)
return

1 zl=.5S*(1+ifix(z)+ifix(z0))
x1=x0+(x-x0)*((21-20)/(2z-20))
yl=yO+(y-y0)*((z1-20)/(2-20))
call depsit(x,y,z,x1,yl,zl)
call depsit(xl,yl,zl,x0,y0,z0)
return
end

subroutine depsit(x,y,z,x0,y0,2z0)
C (Field components are treated as single-indexed in this subroutine)
common /fields/ex(8192),ey(8192),ez(8192),bx(8192),
&by (8192),bz(8137)
&,sm(27),q9,9e,9i,gme,gmi, rs,ps,o0s,c
&,ms(27),mx,my,mz,ix,iy,iz,lot,maxptl,ions, lecs,nstep
[ cell indices of half-way point:
i=.5%(x+x0)
J=.5%(y+y0)
k=.5%(2z+20)
C displacements in cell of half-way point:
dx=.5*(x+x0) - i
dy=.5*(y+y0) - j
dz=.5%*(z+20) - k
1=i+iy*(j-1l)+iz*(k-1)
c current elements:
qu=q*(x-x0)
qv=q*(y-y0)
qw=q*(z-20)
delt=.08333333*qu*(y-y0)*(z-20)
C Directive specifically for the CRAY cft77 compiler:
cdir$ ivdep
(This will make the compiler use the 'gather-scatter" hardware.)
If one desires NO smoothing (risking the presence of alias-prone
high harmonics), one can replace the statement "“do 1 n=1,27" by
n=14
and boost the value of q by a factor 8.
do 1 n=1,27
ex(ms(n)+l+iy+iz)=ex(ms(n)+l+iy+iz)-sm(n)*(qurdy*dz+delt)
ex(ms(n)+l+iz)=ex(ms(n)+1l+iz)-sm(n)*(qu*(l.-dy)*dz-delt)
ex(ms(n)+l+iy)=ex(ms(n)+l+iy)-sm(n)*(qurdy*(1l.-dz)-delt)
ex(ms(n)+l)=ex(ms(n)+l)-sm(n)*(qu*(l.-dy)*(1l.-dz)+delt)
ey(ms(n)+l+iz+ix)=ey(ms(n)+1l+iz+ix)-sm(n)*(gv*dz*dx+delt)
ey(ms(n)+l+ix)=ey(ms(n)+1+ix)-sm(n)*(gv*(1l.-dz)*dx-delt)
ey(ms(n)+l+iz)=ey(ms(n)+1l+iz)-sm(n)*(gv*dz*(1l.-dx)-delt)
ey(ms(n)+l)=ey(ms(n)+l)-sm(n)*(qv*(l.-dz)*(1l.-dx)+delt)
ez(ms(n)+l+ix+iy)=ez(ms(n)+l+ix+iy)-sm(n)*(gw*dx*dy+delt)
ez(ms(n)+l+iy)=ez(ms(n)+l+iy)-sm(n)*(gw*(1l.-dx)*dy-delt)
ez(ms(n)+l+ix)=ez(ms(n)+l+ix)-sm(n)*(qw*dx*(1l.-dy)-delt)
1 ez(ms(n)+l)=ez(ms(n)+l)-sm(n)*(qw*(1l.-dx)*(1l.-dy)+delt)
return
end

[eNesNeNeNel



Appendix E. TRISTAN

C Generator of randoms uniformily distributed between -.5 and .5

function rndm(lucky,leap)

C On CRAY-s, the next 5 statements should be replaced by:

c1
C and

lucky=and( (lucky*261),32767) - and((lucky*261),32768)
"mini(l)" in statement labelled 2 replaced by "lucky".
integer*2 mini(2)

equivalence (maxy,mini(l))

maxy=lucky*261

mini(2)=0

lucky=maxy

leap=leap-1

if(leap.ne.0)go to 2

leap=37

go to 1

rndm=(1./65536.)*float(mini(1l))

return

end
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Index

Absorption
by collisions, 266
by filaments, 275
Absorption coefficient, 262, 272, 274, 276,
283
Accumulation of matter
by gravity, 299, 325
by ion pumps, 168
by Marklund convection, 166
in pinches, 28
Active galaxy nuclei, 239, 248, 251
Alfvén, H., 23, 30, 44, 64, 171, 198
Alfvén limiting current, see Particle beams
Alfvén speed, 51, 107, 297
Alfvén waves, 259
Ampére’s law, 54, 93, 95, 96, 108; see also
Biot-Savart force
Aurora
auroral curtains, 30
auroral kilometric radiation, 37, 190
and Birkeland currents, 190
diocotron instability, 128
electric fields, 145
electrojets, 43
and ion conics, 190
laboratory simulations, 74
particle simulations, 89
on planets, 21
as plasma phenomena, 2

Bekefi, G., 255, 272, 283
Bennett, W.H., 28
Bennett pinch, see also Z pinches
accumulation of matter, 28
in cosmic plasma, 26

the cylindrical pinch, 59
filamentary structures, 28
sheet beams, 74, 190, 248
the sheet pinch, 61
as sources of synchrotron radiation, 229
Bennett profile, 110
Bennett relation, 28, 55, 60, 65
generalized, 52
Biot-Savart force, 111, 119, 236, 243, 248,
297
Biot-Savart law, 95; see also Ampére’s law
and induction field, 201
Birdsall, C.K., 287, 298
Birkeland, K., 43
terrella experiment, 44
Birkeland currents
association with inverted V events, 48
in astrophysical plasmas, 48, 111
as an atmospheric heat source, 47
in aurora, 48, 190
and the Carlqyvist relation, 62
at center of Milky Way, 48
and the cosmic microwave background, 275
and double layers, 70, 183
and force-free fields, 29
of galactic dimension, 66, 285
history of, 43
in the intergalactic medium, 66
in ionosphere, 23
in ionosphere of Venus, 48
in Jupiter-Io system, 21
in laboratory plasma, 47
in quasars, 250
in solar prominences, 48
from spacecraft injected electron beams, 47
in spiral galaxies, 128
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Blackbody radiation, 270, 271, 272
cosmic microwave background, 39, 277
in electromagnetic spectrum, 37
intensity, 273, 276
from isotropic plasma, 270
Planck formula, 270
and plasma filaments, 277, 278
Rayleigh-Jeans law, 37, 271, 274
Stefan’s law, 270

Boltzmann equation, 49

Bostick, W.H., 23, 73, 300

Bremsstrahlung
from electrons in vicinity of an atom or

ion, 197

Brewster’s angle in anisotropic plasma, 265

Buneman, O., 30, 286, 294, 296

Buneman-Hartree criterion, 286

Bursts
in auroral kilometric radiation, 190
broadband, from the dense plasma focus,

229
broadband, from exploded wires, 229
broadband, from vacuum sparks, 229
from charged particle orbits, 210
gamma ray, from cosmic sources, 251
gamma ray, from solar flares, 195
of high energy particles, 156
microwave, from relativistic electron
beams, 229
microwave, from solar flares, 194, 229
neutron, from dense plasma focus, 23
neutron, from solar flares, 195
synchrotron radiation, from Jupiter, 283
synchrotron radiation, from simulated qua-
sars, 250
synchrotron radiation, from Z pinches, 234
time duration, 236
total power emitted, 234
X ray, from cosmic sources, 251
X ray, from solar flares, 191
X ray, from Z pinches, 118, 232

Carlgqvist relation, 58
and Birkeland currents in Earth’s magneto-
sphere, 62
and currents in the galactic medium, 66
and currents in the interstellar medium, 65

and currents in the solar atmosphere, 63
and heliospheric currents, 64
Chandrasekhar, S., 29
Chapman, S., 43
Charged particle acceleration, 23
in aurora, 149
collective ion acceleration, 23, 156
in dense plasma focus, 156
in double layers, 173
electron runaway, 169, 244
in field-aligned electric fields, 23
in LINACS, 23
in magnetic fields, 207
radiation from, 198
in shocks, 170
in wake fields, 23, 79
Clemmow-Mullaly-Allis diagram, 318
Collective ion acceleration, see Charged parti-
cle acceleration
Collision frequency
electron-neutral, 253
electron-electron, 168
ion-neutral, 253
Monte Carlo, 298
proton-neutral, 5
for 2D simulations, 298
for 3D simulations, 298
Collisions
Monte Carlo model, 298
and plasma wave absorption, 266
simulated, 297
and viscosity, 325
Cosmic microwave background, 37, 277
dipole anisotropy, 37
Cosmic rays, 8, 29, 39, 56, 121, 123, 170, 198
from galactic double layers, 195
solar, 195
Coulomb scattering, 168
Critical ionization velocity, 30
Crusius-Schlickeiser function, 279
Currents, see also Birkeland currents
“doubleness” in interacting currents, 119
magnetic interaction between, 94
simulation of interacting currents, 110

Dawson, J., 287
Debye cube, 287



Dense plasma focus, 48, 119, 158, 161, 232
and the formation of planets, 156
Dessler, A.J., 44
Dielectric tensor, 255, 317
Diffusion
ambipolar diffusion, 113, 185
magnetic, 51
magnetic diffusion time, 51
Dipole approximation, 202
Doppler shift
of plasma oscillations, 70
of synchrotron radiation, 212
Double layers, 37, 171, 195
in association with Birkeland currents, 70
in association with currents, 183, 186
in auroral circuit, 188, 190
boundary conditions, 183
and the Buneman instability, 180
and cosmic radiation, 195
drifts of, 188
energy sources, 173
exploding, 184, 186
in galaxies, 195
noise and fluctuations, 186
oblique, 188, 190
as a particle accelerator, 173
particle simulations, 180, 182
in quasars, 194
in radio galaxies, 194
relativistic, 175, 176
series of, 185
in solar flares, 191
as surface phenomena, 185
and synchrotron radiation, 195
as a virtual anode, 185
Vlasov simulations, 180
Double radio galaxies, 125, 240, 248
particle simulations, 243
plasma properties of, 16
and quasars, 248
radiated power, 243
radio properties, 236
synchrotron spectrum, 243
Dreicer field, 169

Electrical discharges
associated with lightning, 22, 260

Index 365

in aurora, 21

breakdown in atmosphere, 159
burst signatures of, see Bursts

in cosmic plasma, 22

in dielectrics, 156

in laboratory, 22

Lichtenstein figures, 156
penumbra formation, 156

on surfaces, 156, 314

on surfaces of giant planets, 156

Electric dipole moment, 202
Electric fields

acceleration of charged particles, 23, 285

in aurora, 149, 155

in cosmic plasma, 137, 170

field-aligned, see Field-aligned electric
fields

in galaxies, 195

generation mechanisms, 138

in ionosphere, 155

in magnetosphere, 146, 154, 155

MarklIund-Blomberg model of ionosphere,
153

measurements, 138, 143

motion induced, 103

near-earth, 40

wake fields, 79

in Z pinches, 236

Electromagnetic forces, 112, 285, 300; see

also Ampére’s law and Biot-Savart
force
between charges, 299
as derivatives of coefficients of inductance,
108
polarization forces, 113
between two circular Ioops, 99, 101
between two infinite conductors, 97
between two parallel filaments, 108

Electromagnetic spectrum, 33, 253, 285

solar, 191

Electrostatic shocks, 145, 176
Elements

abundances, 10, 168
in galaxies, 168
separation of, 43, 165

Elliptical galaxies

and double radio Iobes, 131
formation of, 128
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Elliptical galaxies (cont.)
particle simulation of, 134
radio properties, 236
Emission
stimulated, 272
Emission coefficient, 267, 274, 280, 282, 283
for a Maxwellian energy distribution of
electrons, 227
for spontaneous emission, 216
Emissivity
for a Maxwellian distribution of electrons,
227
for ordinary and extraordinary modes,
219
velocity-averaged emissivity, 222
Energy
in magnetic fields, 106
in plasma motion, 107
radiated by an accelerated charge, 206
of relativistic particles, 228
released in double layers, 183
released in solar flares, 191, 194
storage in force-free fields, 107
storage of magnetic energy, 106
in system of current loops, 106
transport in plasma, 254
Energy conservation equation, 273, 281
Energy density
in cosmic plasmas, 23
equipartition of, 122
of electromagnetic fields, 254
in gamma ray background, 34
in the infrared background, 37
in Iaboratory plasmas, 23
in lightning, 23
of longitudinal plasma waves, 256
in the microwave background, 37
in the radio wave background, 39
of a transverse electromagnetic wave, 255
in ultraviolet background, 36
in the visible background, 37
in X ray background, 34
Energy flux
electromagnetic, 255
kinetic, 255
nonelectromagnetic, 255
Equation of transfer, 267

Falthammar, C.-G., 43
Faraday disk dynamo, 104
Faraday rotation, 72, 121, 124, 322
Faraday’s law, 102, 104
Field-aligned currents, see Birkeland currents
Field-aligned electric fields, 23, 143
collisionless thermoelectric effect, 143
double layers, 146
electrostatic shocks, 145
magnetic mirror effect, 144
as sources of cosmic rays, 170
Filaments, see Plasma filaments
Force-free field, 28, 70, 76, 193, 194
Forces, see Electromagnetic forces, Gravita-
tional force, Radiation forces

Galactic magnetic fields, see also Double ra-
dio galaxies, Elliptical galaxies, Milky
Way Galaxy, Peculiar galaxies, Seyfert
galaxies, Spiral galaxies

Faraday rotation measurements, 121
optical polarization measurements, 121
synchrotron radiation measurements, 121
Zeeman splitting measurements, 121

Galaxies, see also Double radio galaxies, EI-
liptical galaxies, Milky Way Galaxy, Pe-
culiar galaxies, Seyfert galaxies, Spiral
galaxies

abundances of elements, 168
cD type, 237

clusters of galaxies, 16, 66, 135
Cygnus A, 237, 241, 243, 244, 245
electric fields in, 195

Fornax A, 241

IC 342, 127

interacting, 16, 248

M31, 127, 285

Ms51, 125

MS82, 198

MB83, 128

MB87, 132, 198, 244

M101, 128

Markarian 176, 251

Markarian 509, 251

N type, 237

NGC 253, 128



NGC 1316, 133, 241, 242

NGC 1317, 133

NGC 2998, 128

NGC 3198, 128

NGC 3646, 128, 132

NGC 4151, 128, 130, 250

NGC 4486, 198

NGC 4736, 128

NGC 5033, 128

NGC 6946, 125

PKS 1217402, 251

plasma densities, 16

as plasma pinches, 66, 195

radio Iuminosity function, 237

synchrotron radiation, 121, 197

3C236, 237

3C273, 250
Gamma rays, 33

from cosmic sources, 252

in electromagnetic spectrum, 34

gamma ray background, 34

from solar flares, 14, 191, 194, 195
Geometrical optics, 262, 270
Gravitational force, I, 17, 59, 60, 63, 65, 67,

285, 286, 299, 300, 325

Gravitational potential, 30, 50, 300
Group velocity, 256, 260

Hartree, D.R., 286, 291
Heaviside, O., 1
Heaviside
Kennelly-Heaviside layer, 253
operational calculus, 309, 314
Helmholtz equation, 107
Herlofson, N., 198
Hertz, H., I, 253
HI regions, 16
in association with magnetic fields, 127,
168
degree of ionization, 17
magnetic fields in, 121
Hot spots
in cosmic jets, 245
in plasma pinches, 118, 232
in quasars, 250
in spiral galaxies, 250

Index

Inductance, 104
mutual inductance, 105, 108
self-inductance, 104
of solar flares, 193
Induction field, 199
Infrared radiation
in electromagnetic spectrum, 37
Instabilities
beam hollowing, 76
Buneman two-stream, 68, 180, 188
coronal, 14
diocotron, 29, 119, 128
filamentation, 79
Kelvin-Helmbholtz, 29, 287
kink, 57, 70
numerical, 289
sausage, 57, 70
stabilization by metallic walls, 58
Intergalactic medium
magnetic fields, 19, 135
plasma in, 3, 253
Interstellar clouds, 48, 59, 65; see also
Nebula
formation by currents, 66
Ionosphere, 5, 260, 287, 314

Jeans condition, 60, 67
Jeans length
relation of Debye length, 328
Jeans mass, 68, 329
Jets
in cosmic plasma, 198
fading, 248
hot spots in, 245
in laboratory plasma, 73, 117, 118,
229
particle simulations, 248
and quasars, 244
as sheet electron beams, 248
and superluminosity, 244
synchrotron radiation from, 245
Jupiter
electrical discharges on lo, 162
Jupiter-Io plasma torus, 8, 163
magnetosphere, 8
synchrotron radiation, 37, 197, 283

367
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Kirchoff’s circuit laws, 20
Kirchoff’s law, 254, 273
for anisotropic plasma, 272

Laboratory astrophysics, 71
Laboratory simulation of cosmic plasma pro-
cesses, 71, 118
Langmuir, I., 2, 171
Langmuir condition, 175
Larmor formula, 206
Lienard’s formula, 204, 212
Lightning, 260
natural causes of, 3
from nuclear explosions, 3
on planets, 3
plasma properties of, 2
Line emission
in narrow emission line galaxies, 251
in quasars, 251
in Seyfert galaxies, 251
in spiral galaxies, 128, 251
in Z pinches, 232
Liouville’s theorem, 49
Lorentz, H.A,, 1
Lorentz equation, 1, 23, 207, 291
Lorentz force, 43, 95, 103, 229
Luce, J., 23
Lundquist parameter, 17, 51

Magnetic fields
from a circular loop, 99
on Earth, 2
in galaxies, see Galactic magnetic fields
history of, 93
from an infinite conductor, 96
in intergalactic medium, 19, 135
interplanetary, 15
isobars from axial currents, 113
magnetic induction field, 95
in magnetic variable stars, 15
measurement in galaxies, 119
measurement in laboratory plasmas, 108,

110

measurement in space, see Satellite
in the Milky Way Galaxy, 19
in neutron sources, 19

nonconservative, 102
quasi-stationary, 101
random, large-scale approximation,
277
in stars, 19
in Z pinches, 236
Magnetic fields in galaxies, see Galactic mag-
netic fields
Magnetic Reynolds number, 51
Magnetobremsstrahlung, see Cyclotron radia-
tion
Magnetohydrodynamics
basic equations, 49
continuity equation, 50
equation for magnetic induction, 51
equation for mass conservation, 50
momentum equation, 50
single fluid force equation, 50, 325
Magnetosphere
bow shock, 7
cometary, 8
Earth’s, 5
on Jupiter, 163
magnetopause, 7
planetary, 8, 285
plasmasphere, 7, 261
polar horns, 7
transmission line properties, 21, 314
Marconi, G., 253
Marklund convection, 165
Maxwell, J.C., 1, 253
Maxwell-Hertz-Heaviside equations, 1, 49,
137, 254, 288, 291, 302, 317
Maxwell’s equations, see Maxwell-Hertz-
Heaviside equations
Microwaves
from beam instabilities, 86
cosmic microwave background, 37
in electromagnetic spectrum, 37
from galactic MASERS, 37
in klystrons, 37
in magnetrons, 30, 37, 188, 286, 291
from particle beams, 22, 37
in relativistic klystrons, 70
in slow wave structures, 37
from solar flares, 14
from virtual cathodes, 37
from Z pinches, 229



Milky Way Galaxy, 16, 37, 170, 237
double radio emission at center, 240
inflow of neutral hydrogen, 168
magnetic fields, 121, 122, 123, 127
plasma filaments, 48, 124
Sagittarius arm, 124
synchrotron radiation between spiral arms,
123
synchrotron radio emission, 123

Nebula
Crab, synchrotron radiation from, 198
Lagoon, 48
Orion, 48
Veil, 18, 48
Neutral hydrogen in cosmic plasma, see HI
regions
Neutrons
from D-D reactions, 23
from dense plasma focus, 156
from solar flares, 14
Newton’s third law, 95

Optical depth, 268
in plasma filaments, 276

Parseval’s theorem, 207
Particle beams
Alfvén limiting current, 55, 78
Budker’s parameter, 56
charge neutralized beam propagation, 56,
77, 87
cross-field beam parameter, 30
current neutralized beam propagation, 57,
77
diocotron instability, 30
in double Iayers, 173
filamentation, 79
Lawson’s interpretation, 56
propagation along a magnetic field, 58
relativistic, 37, 60, 78
Schonherr whirl stabilization, 58
simulations, 76
space charge limiting current, 37, 56,
285

Index 369

Particle simulations, 285

of the aurora, 89, 191
benchmarking, 76

of Birkeland currents, 76

of cosmic jets, 248

Courant condition, 295

cycloid fitting, 295

definition of dimensionality, 288
of double layers, 180

of double radio galaxies, 243

of elliptical galaxies, 134
gravitational, 296

Green radiation condition, 296
history of, 286, 287

ISIS, 77

Lindman radiation condition, 296
of magnetic fields in galaxies, 128
of particle beams, 76

of quasars, 250

and relativity, 296

spectral methods 287

of spiral galaxies, 126
SPLASH, 81, I11
superparticles, 297

time scale compression, 297
TRISTAN, I11, 301

of Z pinches, 233, 236

Permeability, I
Permittivity, I

Planck Iaw, 268, 270, 271
Plasma

approximation, 50, 69

associated with Sun, 10

cellular, 2, 185, 186

in comets, 8

as compared to liquids, solids, and gases, 2
conductivity, 2, 51, 137, 305
definition of, 1

in double radio galaxies, 16
dusty, 325, 326

on Earth, 2

in exploded foils, 72

in exploded wires, 2, 72, 117
filamentary, see Plasma filaments
in galaxies, 16

grain, 176, 325, 329

in HI regions, see HI regions
interstellar, 15
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Plasma (cont.)
laboratory jets, 73
lifetimes, 2
nonneutral, 2
from nuclear sources, 3
positron, 2
in solar system, 8
as sources of electromagnetic radiation, 2
in stars, 15, 73
Plasma filaments, 2, 23, 28, 48, 76, 87, 106,
108, 111, 112, 113, 137, 159, 183, 228,
229, 253, 275, 276
galactic, 16, 48, 124, 127, 186, 243, 278
in heliospheric current system, 64
on lo, 162
prominences, 14
Plasma guns, 73, 156, 158
Plasma waves, 17, 70, 253, 259, 262, 265, 317
Plasmoids, 70, 73
Plyutto, A.A., 23
Poisson’s equation, 67, 69, 70, 174, 178, 286,
292, 302
Poisson-Vlasov equations, 145, 176
Polarization, see Radiation, Radio waves,
Synchrotron radiation
Potemra, T., 44
Power
emission from galaxies, 236
emitted by an accelerated electron, 211, 218
emitted by volcanic plumes on Io, 163
in spectral range, 263, 278
total power from a Maxwellian distribution
of electrons, 228
Power density
in galaxies, 236
from radiating plasma filaments, 228
Poynting’s vector, 201, 254, 255
Propagation
constant, 309
of electromagnetic radiation, 253, 256
function, 311

Quasars
and jets, 244
particle simulations of, 250
radio properties, 236
relation to radio galaxies, 248, 251

spectra, 250
synchrotron radiation, 197

Radiation, 16, 127; see also Blackbody
radiation, Bremsstrahlung, Synchrotron
radiation

from an accelerated charge, 198

from an accelerated electron in a magnetic
field, 207

auroral, 37

bound-bound electron transitions, 197

cyclotron, 274, 277

from dipole elements, 204

electromagnetic, theory of, 253

enhancement by multiple filaments, 118,
229, 234

free-bound electron transitions, 197

free-free electron transitions, 121, 197

from neutral hydrogen, 16, 127

from plasma oscillations, 197

from plasma recombination, 197

planetary, 37

plasma thermal emission, 230

polarization, 207, 317

X ray, see X rays

Radiation fields, 201, 236

Radiation forces, 325

Radiation zone, 211

Radio luminosity function, 237

Radiotelescopes

Effelsberg, 124, 126
Green Bank, West Virginia, 38
Hobart, Tasmania, 39
Jodrell Bank, 245
RATAN-600, Zelenchukskaya, USSR, 38
Testa Grigia, Italy, 38
VLA, 124, 245, 246
Radio waves
and the discovery of the ionosphere, 5, 283
in electromagnetic spectrum, 37, 285
polarization, 126, 219, 317
solar sporadic emissions, 197
from synchrotron radiation, 197

Razin-Lorentz factor, 281

Reber, G., 39, 240

Reciprocity theorem, 105

Refractive index, 253, 264, 283, 318



Rostocker, N., 58
Rotation measure, 121

Satellite
GEOS, 140
ISEE, 140, 149
S3, 146, 149
TRIAD, 44
Viking, 146, 149
Saturn
magnetosphere, 8
plasma torus, 8
synchrotron radiation, 37
Scaling lIaws, 300
Schroedinger’s equation, 286
Schwinger, J., 217
Seyfert galaxies
Markarian 509, 251
NGC 4151, 250
radio properties, 236, 239
and relation to quasars, 250
spectra, 250
Skin depth
electromagnetic, 306
plasma, 77
Snell’s law, 264, 266
Solar atmosphere
currents in, 63, 191
Solar flares, 14, 191, 193, 198
and double layers, 191
two ribbon flares, 191
Solar system
plasma transition regions, 10
Solar wind, 6, 41
Solitons, 176
Source function, 268, 272, 275
Spectral energy density, 207
Spectral flux, 262
Spectral intensity, 263, 275
Spectrum, see Electromagnetic spectrum
Spiral galaxies, 126
bisymmetric magnetic fields, 126, 128
diocotron instability, 128
emission lines, 128
hydrogen deficient cores, 128
magnetic fields, 126, 128
magnetic fields and neutral hydrogen, 127

Index

plasma filaments, 127
radio properties, 236
rotation velocities, 128
spectra, 250
Stars, I, 2, 6, 15, 19, 36, 37, 73, 121, 122,
133, 285, 299, 325
Stormer, C., 286
Sun
chromosphere, 10, 107, 191
corona, 10, 107, 191
heliosphere, 14
photosphere, 10, 107
sunspots, 12, 191
Supernovae
anisotropy of charged particle fluxes,
170
synchrotron radiation, 197
Synchrotron radiation, 197, 251
angular distribution, 211, 236
beam energy, 197
continuous spectra, 197
from cosmic sources, 236, 252
critical frequency, 218, 243
Crusius-Schlickeiser function, 279
from an ensemble of electrons, 222
frequency distribution, 213
gain, 213
from galaxies, 197
in galaxies, 121
and gamma ray astronomy, 198
PHERMEX experiment, 229
and plasma effects, 279
polarization of, 197, 219
pulsed, 210
radiation Iobes, 236
in solar flares, 198
spectral lines, 216
from Sun, 197
from supernovae, 197
and X ray astronomy, 198
from Z pinches, 229, 236

Temperature
of charged particle beams, 12, 79, 297
of dusty clouds, 326
equilibrium, 268
of interstellar grains, 121, 327

mn
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Temperature (cont.)

of plasma, I

radiation, 273, 274

of solar layers, 12
Time-domain reflectometry, 314
Transmission lines

characteristic impedance, 312

on Earth, 20

equations, 313

ionosphere-magnetosphere, 21

magnetically insulated, 21

in space, 20, 186, 305, 315

telegrapher’s equation, 308
Trubnikov, B.A., 274, 276

Ultraviolet radiation
in electromagnetic spectrum, 36
from solar flares, 191

Universe
currents in, 48
high-energy-plasma universe, 34
intrinsic impedance, 199

Vortices, 29, 30, 33, 48, 74, 84, 86, 89, 181,

182

Wake fields, see Charged particle acceleration

Webster, H., 74
Wernholm, O., 23
Whistlers, 154, 260, 261, 318

X radiography, 71
X ray background, 34
X rays
from cosmic sources, 252
from dense plasma focus, 48, 229
detectors, 73, 232
in electromagnetic spectrum, 33
from exploded wires, 232
from particle beams, 22
solar, 12
from solar flares, 191, 194
from synchrotron radiation, 198
from Z pinches, 229, 230, 233

visual, 33 X ray spectroscopy, 229, 230

Van Allen belts, 3 Z pinches, 72, 117, 156
Ve'c.tor potential, 99 interacting, 110, 116, 118, 229, 236, 242,
Visible light, in electromagnetic spectrum, 250

37 ‘ as sources of synchrotron radiation, 229
Vlasov equation, 176 velocities of, 117, 118



