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Building, 15 rue Hélène Brion, 75205 Paris CEDEX 13, France

Sabine Santucci-Darmanin, FRE 3086, CNRS, Faculté de Médecine, Université de
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Foreword

August Weissman dedicated his book, ‘The Germ-Plasm’ (1892) to the memory of

Charles Darwin. Weissman understood the urgent need for a proper theory of heredity,

knew that Darwin’s ideas on the subject were inadequate, and equally clearly recog-

nized that, unlike “the perishable body of the individual” something —the “hereditary

substance”—had to be passed from generation to generation in eggs and sperm and

hence, “the continuity of the germ-plasm”. It took another 10–15 years before Thomas

HuntMorgan accepted that the behaviour of chromosomes explainedMendel’s laws (of

whichWeissman was unaware; indeed, neither ‘chromosomes’ nor ‘nucleus’ feature in

the index of his book), and one might say that it took the structure of DNA, and the idea

that “DNAmakes RNAmakes protein” to bring biology into the modern era. We don’t

think twice, these days, about the continuity of life on earth, and acceptwithout question

that cells only arise from pre-existing cells; this is all so integral to the biologist’s world

view that a number of greatmysteries hardly ever come to light. Broadly speaking, these

underlie the topic of this collection of essays about oogenesis.Howdoes thegerm-plasm

manage to avoid the body’s mortality?

Quite apart from deep questions of this kind, the details of how eggs come to be eggs

are fascinating and instructive well beyond the relatively narrow field of reproductive

biology. Likewise the events just before and after fertilization, when the egg meets the

sperm and starts to become a new body. This book contains a series of essays,

authoritative and fascinating reviews of all aspects of oogenesis.

The reviews follow a kind of chronological or developmental order from questions

about sex determination in worms to assisted reproduction in humans. The simple-

sounding decision of what sex to become is anything but, and we are reminded that it is

quite possible to be a hermaphrodite and survive perfectly successfully. We discuss the

setting-aside of germ cells from the soma early in development as well as the

surprisingly complicated decision-making processes that lead to the differentation of

eggs or sperm.Meiosis is a necessary common process for both kinds of gamete, andwe

have reviews of what is known about meiotic chromosome pairing and homologous

recombination. In oocytes, the meiotic divisions often take place shortly before the cell

becomes a fully-fledged, fertilizable egg, and is subject to some elaborate controls that

are still far from completely understood.

The choice between becoming an egg or a sperm is one of the most complex of

development, and it is made long before changes in cell morphology take place. This

fate decision depends on sex chromosomes and depends on interactions between

gonadal somatic cell lineages and the germ cells themselves. Indeed, metazoans have

evolved a complex array of interactions between the soma and germ line that regulate

reproductive success. During the growth period of oogenesis, meiotically-arrested



oocytes accumulate large quantities of dormant maternal mRNAs. Meiotic resumption

requires cascades of successive unmasking, translation, and discarding of these

maternal mRNAs. Not only is the the timing of specific translation finely regulated

during this period, but the embryonic axis and even the establishment of the next

generation of germ cells are also defined through the localization of such dormant

mRNAs within the oocyte. And of course, meiosis is an integral component of the

oogenesis program, accomplishing the essential reduction of diploid chromosome

number to a haploid complement in preparation for zygotic development. Crossovers

between homologous chromosomes not only generate genetic diversity, but are actually

required for the accurate segregation of homologous chromosomes in most organisms.

At a fundamental level, the ability to reduce chromosome number two-fold requires the

formation of correct pairwise associations between homologous chromosomes and

further recombination. Chromosomes in the germ line exhibit unique structural and

functional properties that are essential to coordinate the complex events ofmeiosis with

subsequent changes leading towards nuclear and epigenetic maturation during

gametogenesis.

Once meiosis is (almost) complete and sufficient growth has been achieved, the

oocyte is ready to exit the prophase I arrest of meiosis and undergo the two meiotic

divisions. Once again, communication between somatic cells and the oocyte are

required to control this unique prophase-to-metaphase transition. The oocyte normally

undergoes a highly asymmetric division that is critical to ensure the formation of a

competent resource-rich egg, capable of generating a living euploid descendent after

fertilization. In the last few years, our understanding of the principles ofmeiotic spindle

assembly has significantly improved, due to the elucidation of common mitotic and

meiotic principles as well as special features that apply to female meiosis and the

generation of extreme asymmetry in the formation of polar bodies. There is great

interest in the business of chromosome segregation from a medical standpoint, since

chromosome non-disjunction produces all kinds of problems including developmental

arrest, miscarriages, or severe birth defects such as Down’s syndrome. The basis for

these errors are still a matter of intense investigation, with a long-term view to

prevention as well as diagnosis.

The regulation of the cell cycle during the life of an oocyte is extremely interesting,

with multiple arrest points. Here, there is tremendous specificity and variability from

organism to organism, bewildering to the unwary. In some species, it is the arrival of the

sperm that reinitiates meiosis. In others, hormonal signals prepare the oocyte for

fertilization, and elaborate mechanisms exist to ensure that the sperm hits the egg at the

right phase of the cell cycle. So clams release oocytes into the sea and the arrival of the

sperm initiates completion of meiosis; frogs and women lay eggs that are arrested in

secondmeioticmetaphasewaiting for the sperm to arrive, but sea urchins complete both

meiotic divisions and arrest in a dormant G-zero state to await fertilization. Limpets and

starfish eggs like to be fertilized while meiotic divisions are in progress; sometimes one

marvels that there are any successful matings at all! Extensive studies have gradually

revealed the core signalling components required for oocytes to wait for the sperm, and

show how common components can be used and reused in different ways to achieve the

same end by a variety of routes.

xii FOREWORD



Fertilization marks the completion and culmination of oogenesis. It is a multi-step

event that leads to the fusion of two complementary gametes. Compatibility of the

particular egg with the correct sperm is determined before the gametes fuse in a variety

of ways including the complex behaviour of courtship as well as gamete attraction and

gamete molecular recognition and adhesion. The extracellular molecules on each

gamete that participate in this species-selective process are thought to co-evolve within

a species while diversifying from sister organisms so as to minimize cross-species

interactions. But fertilization also initiates early development, and, germane to the

oocyte to embryo transition, is the need to dispose of some maternal products. This is

achieved via their specific and timely degradation, triggered by the arrival of the sperm.

The mammalian ovary is endowed with a fixed number of follicles because in the

female, germline stem cells have been exhausted around the time of birth. The reserve

population of potential oocytes, represented by primordial follicles, is gradually

depleted by recruitment to the growing stages of oogenesis, but most of these

would-be eggs undergo atresia by apoptosis. Over the course of the reproductive

lifespan in human females, the total number of follicles declines from about amillion to

a threshold of around one thousand, belowwhich ovulatory cycles are unsustainable and

the menopause intervenes. Thus, ageing of the follicle population commences from the

moment it has been established, and is irreversible, but the initial reserve is normally

sufficient for fecundity until mid-life. Such basic knowledge of the journey of an oocyte

has major implications for our understanding of the molecular mechanisms of aneu-

ploidy as well as the design of clinical procedures to address infertility. Understanding

ovarian follicle development is crucial for physicians interested to determine the best

assisted reproductive technologies to use for women with fertility-threatening diseases

and for scientists to develop experimental foeto-protective strategies.

The study of oocytes has made enormous contributions to the understanding of the

molecular composition of the factors promoting M-phase entry. The power and

complementarity of investigations into the mechanisms of maturing oocytes on the

one hand and yeast genetic studies on the other, coupledwith the revolution inmolecular

cloning allowed us to unravel the basis of cell cycle regulation. But although the heroic

phase of the story of maturation promoting factor and points of no return may be over,

the study of oocyte and oogenesis is still producing new seeds and comes up with

interesting new model organisms that give evolutionary perspective to sexual repro-

duction. For example, the jellyfish Clytia offers a fresh perspective on regulation of

oogenesis and its evolutionary history because of the phylogenetic position of the

organism and by the simplicity, transparency and experimental accessibility of the

female gonad. The development of diverse model systems will surely bring answers to

this fascinating question of the evolutionary origins and advantages of sex.

FOREWORD xiii





Section I
Oocyte determination





1
The sperm/oocyte decision,
a C. elegans perspective

Ronald Ellis

Department of Molecular Biology, School of Osteopathic Medicine, The University of Medicine and
Dentistry of New Jersey, Stratford, NJ 08084, USA

No trumpets sound when the important decisions of our life are made. Destiny is made

known silently.

Agnes de Mille

1.1 Introduction

The decision of germ cells to differentiate as spermatocytes or oocytes is dramatically

different from other decisions made during development. First, the magnitude of the

response is far greater than in most cell-fate decisions. For example, microarray

analyses identified at least 250 oocyte-enriched genes and 650 spermatocyte-enriched

genes in Caenorhabditis elegans (Reinke et al., 2000). By contrast, touch-receptor

cells are defined by only a few dozen genes (reviewed by Goodman, 2006; Bounoutas

and Chalfie, 2007). Second, most cell-fate decisions occur in individual cells, or pairs

of daughter cells that are being formed by division. However, germ cells retain

cytoplasmic contacts with their neighbours during much of development. In

C. elegans, for example, primordial germ cells begin spermatogenesis or oogenesis

as part of a syncytium. Indeed, some cells connected to the syncytium undergo

spermatogenesis while others are initiating oogenesis. Third, developing oocytes

contain a variety of messenger RNAs and proteins that are needed for embryonic

development, and some of these molecules must be prevented from influencing the

sperm/oocyte decision itself. Thus, this regulatory decision is unique. Since sperm and

oocytes are the most ancient sexually dimorphic cells (reviewed by White-Cooper,

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
� 2010 John Wiley & Sons, Ltd



Doggett and Ellis, 2009), evolution has had a long time to shape solutions to these

problems.

In most animals, primordial germ cells differentiate into spermatocytes in males

or oocytes in females. However, hermaphrodites like C. elegans make both types of

gametes in the same gonad, which simplifies the study of how these fates are

controlled. In particular, hermaphrodite genetics makes it easy to identify and

maintain sterile mutants. Furthermore, these animals are transparent, so developing

germ cells can be observed in living worms. Finally, mutant hermaphrodites

that make only sperm or only oocytes are easy to identify. Thus, research has

been able to create a detailed picture of how the sperm/oocyte decision is regulated

in C. elegans.

1.2 C. elegans hermaphrodites are modified females

Although most species of nematodes produce males and females, hermaphroditism has

arisen independently on many occasions (Kiontke and Fitch, 2005). Even in the genus

Caenorhabditis, two species appear to have acquired this trait independently (Cho

et al., 2004; Kiontke et al., 2004). In these species, the XX hermaphrodites develop

female bodies, but some of their germ cells undergo spermatogenesis late in larval

development, producing a small supply of sperm that are stored in the spermatheca.

Early in adulthood, hermaphrodites switch to the production of oocytes, which can be

fertilized by their own sperm. This pattern of development shows that primordial germ

cells have the ability to form either spermatocytes or oocytes, and analysis ofC. remanei

confirms that this capacity is found in related male/female species (Haag, Wang and

Kimble, 2002).

Two traits make self-fertile hermaphrodites like C. elegans different from cross-

fertile hermaphrodites, which are able to mate with each other. First, these nematodes

produce sperm by altering germ cell fates in XX animals for a short period of time, prior

to the onset of oogenesis. Thus, the number of self-sperm is limited by the duration of

production. Second, self-fertile hermaphrodites have female gonads, so they provide an

excellent model for oogenesis. By contrast, most cross-fertile hermaphrodites have

male and female gonads.

1.3 The hermaphrodite gonad provides the normal environment
for oogenesis

In many species, the female gonad is essential for germ cells to initiate and carry

out oogenesis. This is not true for nematodes, since some mutations that alter the

sperm/oocyte decision cause males to make oocytes (for examples, see Barton and

Kimble, 1990; Ellis and Kimble, 1995). However, the hermaphrodite gonad does

provide the normal setting for oogenesis in nematodes, and oocytes in males do not

progress to fertilization. Furthermore, some experiments imply that cells in the

somatic gonad directly influence the sperm/oocyte decision (McCarter et al., 1997).

4 CH 1 THE SPERM/OOCYTE DECISION, A C. elegans PERSPECTIVE



1.3.1 Structure of the hermaphrodite gonad

InC. elegans, the hermaphrodite gonad is composed of two symmetrical tubes that meet

at a central uterus (Figure 1.1). Each tube contains a large ovotestis and a spermatheca,

which adjoins the uterus. The entire process of germ cell differentiation takes place in the

two ovotestes, which are each composed of a distal tip cell and five pairs of sheath cells

(Figure 1.1; McCarter et al., 1997; Hall et al., 1999, and see www.wormatlas.org for a

concise review). Each stage of oogenesis occurs in a separate region of the ovotestis.

The distal tip cells create a stem cell niche, where mitosis continues throughout the

animal’s life. In the area just beyond the distal tip cells (known as the transition zone),

germ cells begin meiosis. This region is not ensheathed by cells of the somatic gonad,

although it is covered by a basementmembrane.Next,most developing oocytes arrest in

the pachytene phase of prophase I while in contact with the large sheath cell 1 pair. Near

the bend in the ovotestis, under the sheath cell 2 pair, most oocytes resume progression

through meiosis, and some undergo apoptosis (Gumienny et al., 1999). Finally, sheath

Somatic
gonad
cells

Germ
cells

Mitotic
region

Transition zone

(a)

(b)

(c)

(d)

Germ
cells

Rachis

Basement membrane

Figure 1.1 Structure of the hermaphrodite gonad. (a) Diagram of a young adult hermaphrodite,
showing the digestive system in light green, and the gonad in grey. Anterior is to the left, and
ventral is down. (b) Inset diagram of the anterior ovotestis, showing cells of the somatic gonad. The
distal tip cell is yellow. Sheath cell 1 is dark blue, sheath cell 2 is light blue, and sheath cell 3 is tan.
The second member of each pair is on the opposite side of the gonad, with only the edge of sheath
cell 1 visible. Sheath cell pair 4 is peach, and sheath cell pair 5 is orange. (c) Inset diagram of the
anterior ovotestis, showing the germ cells. Cells expressing female transcripts and proteins are pink,
and those expressing male transcripts are blue. Cell corpses are black circles, and residual bodies are
blue circles. (d) Cross-section of the gonad. A full colour version of this figure appears in the colour
plate section.
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cells 3, 4 and 5 contain extensive actin/myosin networks that support rapidly growing

oocytes and control ovulation.

1.3.2 Interactions between gonad and germline

The somatic gonad is descended from two founder cells present in newly hatched larvae

(Kimble and Hirsh, 1979). The simplicity of this lineage allows the elimination of

groups of gonadal cells by killing their ancestors with a laser microbeam (Kimble and

White, 1981; McCarter et al., 1997). When a sheath/spermatheca (SS) precursor cell is

killed, the ovotestis contains only a single member of each sheath cell pair, and often

produces oocytes instead of sperm (McCarter et al., 1997). Thus, the somatic gonad

appears to influence the sperm/oocyte decision. However, killing germ cells sometimes

causes animals tomake oocytes instead of sperm, so it remains possible that the somatic

gonad influences the sperm/oocyte decision indirectly, by promoting robust growth of

the germline.

1.4 The core sex-determination pathway regulates somatic
and germ cell fates

InC. elegans, the same genes regulate sexual fates in both the soma and germline. They

act through a signal transduction pathway to control the master transcription factor

TRA-1 (Figure 1.2).

1.4.1 The X: A ratio determines sex

In nematodes, sexual identity is specified by the ratio of X chromosomes to sets of

autosomes (Madl and Herman, 1979). Signalling elements on these chromosomes

regulate the activity of xol-1, a gene that promotes male development (reviewed by

Wolff and Zarkower, 2008). In males, XOL-1 represses three sdc genes, allowing the

expression of HER-1. In hermaphrodites, the absence of XOL-1 allows the SDC

HER-1 TRA-2

FEM-3
FEM-2
FEM-1
CUL-2

TRA-1

TRA-3

fog-1
fog-3

SDC-1
SDC-2
SDC-3

XOL-1 Spermatogenesis

Figure 1.2 The core sex-determination pathway. Genes promoting male fates are blue, and those
promoting female fates are pink. Arrows indicate positive interactions, and ‘�a’ indicates negative
interactions. Proteins are indicated by capital letters, and genes by lowercase italics. A full colour
version of this figure appears in the colour plate section.
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proteins to block the transcription of her-1. The SDC proteins also promote dosage

compensation (reviewed by Wolff and Zarkower, 2008).

1.4.2 Sexual fates are coordinated by the secreted protein HER-1

HER-1 is a small, secreted protein that causes somatic cells to adoptmale fates and germ

cells to become sperm. Thus, it acts like a male sex hormone. In XX animals, ectopic

expression of HER-1 is sufficient to cause spermatogenesis (Perry et al., 1993). In XO

animals, her-1 mutations result in hermaphroditic development and the production of

oocytes, so her-1 is required tomaintain spermatogenesis (Hodgkin, 1980). However, it

is not needed for spermatogenesis per se, since null mutants make sperm before

switching to oogenesis (Hodgkin, 1980). Although most cells secrete HER-1, mosaic

analyses indicate that the germline is most strongly influenced by production from the

intestine, which is the major site for protein production and secretion in the worm, and

possibly by the somatic gonad as well (Hunter and Wood, 1992).

1.4.3 HER-1 inactivates the TRA-2 receptor

The only target of HER-1 is TRA-2. It produces a large transcript that encodes the

transmembrane protein TRA-2A, and two small transcripts that encode the intracellular

fragment TRA-2B (Okkema and Kimble, 1991). HER-1 binds the TRA-2A receptor

(Okkema and Kimble, 1991; Kuwabara, Okkema and Kimble, 1992; Kuwabara and

Kimble, 1995) at an interaction site defined by a dominant mutation in tra-2

that transforms XO animals into hermaphrodites (Hodgkin and Albertson, 1995;

Kuwabara, 1996). The complementary site on HER-1 was identified by mutations

that block binding in HEK 293 cells (Hamaoka et al., 2004). Although genetic analyses

imply that HER-1 inactivates TRA-2A, how it works is unknown. However, tra-3

behaves like a positive regulator of tra-2 (Hodgkin, 1980). Since TRA-3 is a calpain

protease (Barnes and Hodgkin, 1996) that cleaves TRA-2A in vitro (Sokol and

Kuwabara, 2000), it might cleave TRA-2A in vivo to release an active, intracellular

fragment. If so, perhaps the interaction betweenHER-1 andTRA-2Aprevents cleavage.

1.4.4 TRA-2 prevents the FEM proteins from causing TRA-1 degradation

The pathway branches at TRA-2. First, TRA-2 negatively regulates three fem

genes, which are needed for spermatogenesis and male development (Doniach and

Hodgkin, 1984; Kimble, Edgar and Hirsh, 1984; Hodgkin, 1986). FEM-1 has

ankyrin repeats (Spence, Coulson and Hodgkin, 1990), FEM-2 is a type 2C protein

phosphatase (Pilgrim et al., 1995), and FEM-3 is novel (Ahringer et al., 1992). These

proteins cooperate to lower the activity of TRA-1, a transcription factor that controls

all sexual fates in the nematode (Hodgkin and Brenner, 1977; Zarkower and

Hodgkin, 1992). To do this, FEM-1 binds to CUL-2, a member of the E3 ubiquitin

ligase complex that promotes male fates (Starostina et al., 2007), and these four
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proteins act together to target TRA-1 for ubiquitinylation and degradation. The net effect

is that TRA-1 protein levels are low in males and high in hermaphrodites (Figure 1.3;

Schvarzstein and Spence, 2006). Since TRA-2 binds to FEM-3 (Mehra et al., 1999), it

might work by inhibiting this FEM/CUL-2 complex and protecting TRA-1.

HER-1

TRA-2A

FEM-3

FEM-2

CUL-2

fog-1

fog-3

TRA-1 TRA-1

FEM-1

TRA-2ic

TRA-3

TRA-2ic

TRA-2

TRA-1

FEM-3

FEM-2

CUL-2

FEM-1
TRA-1100

TRA-1100

TRA-1100

(a)

(b)

Figure 1.3 Model for the sperm/oocyte decision in adults. (a) Inmales, HER-1 binds to and represses
the TRA-2A receptor; in this diagram, we do not depict cleavage of TRA-2A, but it has not yet been
proven that HER-1 prevents this cleavage. The FEM/CUL-2 complex degrades full length TRA-1, which
is needed to maintain spermatogenesis in older animals; thus, some TRA-1A is shown being degraded,
and some entering the nucleus and regulating targets. The fog-1 and fog-3 genes are transcribed and
promote spermatogenesis. In the figure, the black ellipses represent RNA polymerase, and the dark
blue ellipsis represents ubiquitin. (b) In adult hermaphrodites, TRA-2 and TRA-3 are active, and
prevent the FEM/CUL-2 complex from degrading TRA-1A. One possibility is that cleavage of TRA-2A by
TRA-3 releases an intracellular fragment that inhibits the FEM complex by binding FEM-3. TRA-1 is
cleaved to produce an aminoterminal fragment that represses transcription. A full colour version of
this figure appears in the colour plate section.
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1.4.5 TRA-2 also regulates TRA-1 directly

TRA-2 also regulates sexual fates through a second branch in the pathway, which

involves direct contact with TRA-1 (Lum et al., 2000; Wang and Kimble, 2001). The

sites required for this interaction were identified by deletion studies in the yeast two-

hybrid system, and are located on the intracellular portion of TRA-2A, a region also

found in the smaller protein TRA-2B. Furthermore, several unusual tra-2 mutations,

often calledmixomorphic alleles, disrupt TRA-2/TRA-1 binding. These alleles slightly

decrease tra-2 activity in somatic tissues, causing some cells to adopt male fates

(Doniach, 1986; Schedl andKimble, 1988). However, in the germline they are dominant

and cause hermaphrodites to produce only oocytes, just like females. Thus, the

interaction between TRA-2 and TRA-1 is necessary for hermaphrodites to make

sperm, though it is not clear if this interaction regulates sexual fates in other tissues.

An intracellular fragment of TRA-2 can be imported into the nucleus (Lum et al., 2000),

so it might interact with TRA-1 there in vivo. This fragment could be produced by

cleavage of TRA-2A, or by translation of the smaller tra-2 transcripts.

1.4.6 TRA-2, FEM-1 and FEM-3 stability is also regulated

Mutations in RPN-10, a component of the 26S proteasome, prevent hermaphrodite

spermatogenesis and cause males to make yolk (Shimada et al., 2006). In the intestine,

these mutations increase the amount of TRA-2 protein in nuclei, so wild-type RPN-10

probably helps degrade TRA-2. Perhaps rpn-10mutations affect only the sperm/oocyte

decision and yolk production, because these processes are more sensitive to changes in

TRA-2 activity than other aspects of sex determination.

A similar but opposite effect involves sel-10, an F-box protein that regulates the levels

of FEM-1 and FEM-3 (Jager et al., 2004). Co-immunoprecipitation experiments show

that SEL-10 binds both FEM-1 and FEM-3 and targets them for ubiquitinylation and

degradation (Jager et al., 2004), and yeast two-hybrid experiments indicate that SEL-10

also binds SKR-1, a component of the E3 ubiquitin ligase complex (Killian et al., 2008).

Mutations in sel-10 alter some somatic fates and can suppress tra-2(mixomorphic)

alleles in the germline.

1.5 Transcriptional control of germ cell fates

The two branches of the sex-determination pathway converge on TRA-1, a member of

the Ci and Gli family of transcription factors (Zarkower and Hodgkin, 1992). Although

tra-1 produces two transcripts, only tra-1A has a known function, so its product is called

TRA-1 below.

1.5.1 TRA-1 represses male genes in the germline and soma

Mutations that inactivate tra-1 cause XX animals to develop male bodies (Hodgkin,

1987). Several somatic targets of TRA-1 have been identified, including: egl-1, a gene
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that regulates apoptosis (Conradt and Horvitz, 1998; Conradt and Horvitz, 1999);

mab-3, a homologue ofDrosophila doublesex that specifies manymale cell fates (Shen

and Hodgkin, 1988; Raymond et al., 1998; Yi, Ross and Zarkower, 2000); ceh-30, a

gene that prevents specific cell deaths in males (Peden et al., 2007; Schwartz and

Horvitz, 2007); and dmd-3, another doublesex homologue (Mason, Rabinowitz and

Portman, 2008). So far, all of these somatic targets are male genes that are repressed by

TRA-1 in XX animals.

Somatic targets of TRA-1 usually have a single binding site, either in the promoter, an

intron, or an enhancer. By contrast, the major targets of TRA-1 in germ cells have

multiple binding sites in their promoters, near the start of transcription (Chen and

Ellis, 2000; Jin, Kimble and Ellis, 2001b). Both of these targets, fog-1 and fog-3, are

essential for spermatogenesis (Barton and Kimble, 1990; Ellis and Kimble, 1995).

Mutations in either gene are epistatic to mutations in tra-1, and cause males to make

oocytes. Furthermore, inactivation of tra-1 increases fog-3 expression (Chen and

Ellis, 2000). Thus, TRA-1 controls germ cell fates by repressing transcription.

1.5.2 TRA-1 might also activate targets in the germline

If TRA-1 only worked by repressing fog-1 and fog-3, then null alleles of tra-1 should

cause spermatogenesis. Instead, these mutations cause both XX and XO animals to

produce sperm early in life, and then switch to oogenesis (Hodgkin, 1987; Schedl

et al., 1989). This result leads to twomajor conclusions. First, tra-1 is not essential for

either germ cell fate, since null mutants make both sperm and oocytes. And second,

tra-1 normally represses spermatogenesis in young animals, but promotes spermato-

genesis in older males. One set of transgenic experiments is consistent with these

observations: mutations in some of the tra-1 binding sites of fog-3 inactivate the

transgene, implying that those sites mediate activation by TRA-1 (Chen and

Ellis, 2000).

1.5.3 TRA-1 cleavage might be critical for oogenesis
and female development

If TRA-1 indeed acts both as a repressor and an activator in the germline, how does it

work? The Ci and Gli proteins also act as repressors in some contexts, and activators in

others (Alexandre, Jacinto and Ingham, 1996; Ruiz i Altaba, 1999). The N-termini

of these proteins contain five zinc fingers that are essential for repression, and the

C-termini contain sequences required for activation. The full-length protein activates

transcription of some targets, but cleavage releases an N-terminal fragment that

represses transcription (reviewed by Jiang, 2002).

In C. elegans, TRA-1 is cleaved to produce a shorter product, called TRA-1100

(Schvarzstein and Spence, 2006). This product is abundant in adult hermaphrodites,

which are producing oocytes. Furthermore, some tra-1 nonsense mutations are domi-

nant and cause oogenesis if the system for nonsense-mediated decay has also been

disrupted. Since thesemutants encode only theN-terminal half of TRA-1, the TRA-1100
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fragment must specify oogenesis. Although animals that lack a germline do not

accumulate full-length TRA-1, they do make TRA-1100 in the soma, where it promotes

female cell fates. By contrast, animals that are producing only sperm accumulate

significant amounts of full-length TRA-1 (Schvarzstein and Spence, 2006). Thus, one

simple model is that TRA-1100 promotes female development and oogenesis, whereas

full-length TRA-1 promotes spermatogenesis (Figure 1.3).

1.5.4 Do other transcription factors cooperate with TRA-1 in germ cells?

In the soma, tra-4 works with tra-1 to repress transcription of male genes (Grote and

Conradt, 2006). TRA-4 is a homologue of the transcriptional repressor PLZF, and

appears to act in a complex with NASP-1, a histone chaperone, and HDA-1, a histone

deacetylase. Thus, these proteins are likely to repress male genes by altering chromatin

structure. So far, there is no evidence that members of this complex regulate the sperm/

oocyte decision. However, the transcript levels of many genes that act during sper-

matogenesis are high in males and low in adult hermaphrodites (reviewed by

L’Hernault, 2006), and transgenic experiments confirm that several genes active during

spermatogenesis are regulated transcriptionally (Merritt et al., 2008). Thus, it is likely

that transcriptional control of germ cell fates occurs downstreamof tra-1.Perhaps either

TRA-4 or a group of germline genes regulates chromatin structure as part of the sperm/

oocyte switch.

1.6 Translational regulation of the sperm/oocyte decision

Both fog-1 and fog-3 act at the end of the sex-determination pathway to control

germ cell fates. If either gene is inactive, all germ cells differentiate as oocytes, so

fog-1 and fog-3 are needed to specify spermatogenesis (Barton and Kimble, 1990;

Ellis and Kimble, 1995).

1.6.1 FOG-1 is a cytoplasmic polyadenylation element binding protein

The fog-1 gene makes two transcripts, but only the larger one has a known function. It

encodes a CPEB protein with two RNA recognition motifs and a zinc finger (Luitjens

et al., 2000; Jin, Kimble and Ellis, 2001b). All of these RNA-binding domains are

essential for activity, and FOG-1 interacts with its own 30UTR (Jin et al., 2001a), so it

probably regulates translation like other CPEB proteins (reviewed by Richter, 2007).

Antibody staining revealed that FOG-1 is expressed in germ cells long before a sperm-

specific marker, which is consistent with models in which FOG-1 controls the sperm/

oocyte decision (Figure 1.4c; Lamont andKimble, 2007). Although fog-1 itself, fog-3,

and other genes have potential FOG-1 binding sites in their 30UTRs, the steps that

occur between FOG-1 activation and the expression of genes involved in spermato-

genesis are not known.
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Germ cells Germ cells

Figure 1.4 Translational regulation of germ cell fates. (a) The distal tip cell promotes FBF activity. In
germ cells, the GLP-1 (Notch) receptor is activated by a signal from the distal tip cells (reviewed by
Kimble and Crittenden, 2007). Working through the transcription factor LAG-1, it promotes tran-
scription of fbf-2. The FBF proteins in turn promote mitotic proliferation or female germ cell fates.
Through a feedback loop, they also inhibit their own translation; repression of fbf-1 by FBF-2 and
repression of fbf-2 by FBF-1 have been demonstrated, and auto-repression is inferred. Proteins are
shown in uppercase, and genes in lower case. Arrows indicate positive interactions, and ‘�a’ indicates
negative interactions. (b) Modulation of the core sex-determination pathway by translational
regulators (highlighted in grey; see text). The FBF proteins act at several points in the sex-
determination pathway to prevent the translation of messenger RNAs that promote spermatogenesis.
Similarly, GLD-1 acts with FOG-2 to prevent translation of tra-2 messages, which normally promote
oogenesis. GLD-1 also binds tra-1messages. All molecules that promote male fates are blue, and those
that promote female fates are pink. (c) Expression of translational regulators in L3 hermaphrodites. A
schematic of the L3 gonad is shown at top, with the distal tip cells (DTC, yellow) at either end, and
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1.6.2 FOG-3 is a tob protein that might function with FOG-1

FOG-3 acts at the same step in the pathway as FOG-1, and both genes are essential for

spermatogenesis. In fact, the only genetic distinction between them is that fog-1 is very

sensitive to changes in gene dose, whereas fog-3 is not (Barton and Kimble, 1990; Ellis

and Kimble, 1995). For example, fog-1/þ males cannot sustain spermatogenesis, and

eventually begin producing oocytes.

FOG-3 is the only nematode member of the large Tob and BTG family of proteins

(Chen et al., 2000). Other family members bind a diverse set of regulatory proteins,

but in most cases their biochemical functions are not clear (reviewed by Jia and

Meng, 2007). However, recent studies show that human Tob protein can promote

the deadenylation of target messenger RNAs (Ezzeddine et al., 2007). It does this

by binding both the CCR4–CAF1 deadenylation complex and poly(A)-binding

protein. If FOG-3 acts similarly, then both FOG proteins might control the transla-

tion of mRNAs by regulating their poly(A) tails. However, it remains possible

that FOG-3 cooperates with unknown genes to do something else, like regulate

transcription.

1.6.3 The three FEM proteins directly promote spermatogenesis

The primary function of the FEM proteins is to eliminate TRA-1. However, they have a

second function inC. elegans, revealed by the fact that tra-1; fem double mutants make

oocytes, even though they have male bodies (Hodgkin, 1986) and express high levels of

fog-3 (Chen and Ellis, 2000). How the FEM proteins promote spermatogenesis is not

known.However, this activity seems to be a recent innovation, since it is not found in the

related species C. briggsae (Hill et al., 2006).

1.7 Other translational regulators specify hermaphrodite
development

Male nematodes make sperm because HER-1 inactivates the TRA-2 receptor, allowing

the FEMproteins to eliminate TRA-1 (Figures 1.2 and 1.3). Since hermaphrodites don’t

express HER-1, how do they produce sperm? Researchers have identified several

translational regulators that modulate the activity of the sex-determination pathway to

allow hermaphroditic development (Figure 1.4).

Figure 1.4 (Continued) other somatic cells (black) in the centre. Rough sketches of the protein
levels of key translational regulators are shown below; since none of these studies compared different
proteins in the same animals, the regions shown are only approximate. The PUF-8 expression pattern is
based on a PUF-8::GFP transgene (Ariz, Mainpal and Subramaniam, 2009). NOS-3 is based on antibody
staining (Kraemer et al., 1999), as are FBF (Zhang et al., 1997), FOG-2 (Clifford et al., 2000), GLD-1
(Jones, Francis and Schedl, 1996) and FOG-1 (Lamont and Kimble, 2007). A full colour version of this
figure appears in the colour plate section.
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1.7.1 FOG-2 and GLD-1 repress translation of tra-2 to allow spermatogenesis

Mutations in fog-2 transform XX animals into true females, but do not affect males

(Schedl and Kimble, 1988). Thus, fog-2 alters the sperm/oocyte decision to allow

hermaphroditic development.Mutations in gld-1 affectmany aspect of oogenesis, soXX

animals are sterile rather than female (Francis et al., 1995a). However, one of the

phenotypes controlled by gld-1 is hermaphrodite spermatogenesis; in null mutants all

germ cells begin oogenesis instead of spermatogenesis, although they fail to complete it

(Francis et al., 1995a; Jones, Francis and Schedl, 1996). Genetic tests imply that both

fog-2 and gld-1 act upstream of tra-2 (Schedl and Kimble, 1988; Francis, Maine and

Schedl, 1995b).

Cloning revealed that FOG-2 was created by a gene duplication event and co-opted

into the sex-determination pathway to allow hermaphrodite development, and that it

contains an F-box (Clifford et al., 2000). Althoughmany F-box proteins work as part of

the E3 ubiquitin ligase complex to mark targets for degradation (reviewed by Kipreos

and Pagano, 2000; Kipreos, 2005), FOG-2 associates with GLD-1 but does not

destabilize it (Clifford et al., 2000). This interaction with GLD-1 is mediated by the

carboxyl terminus of FOG-2, which has been under positive selection during recent

evolution (Nayak, Goree and Schedl, 2005).

GLD-1 is a translational regulator that contains a KH domain (Jones and

Schedl, 1995) and appears to act as a dimer (Ryder et al., 2004). It binds the 30UTR
of tra-2 messenger RNAs, and can form a ternary complex that includes FOG-2

(Clifford et al., 2000) and blocks translation (Jan et al., 1999). The target site is defined

by dominant mutations in two Direct Repeat Elements of the tra-2 30UTR, which cause
hermaphrodites to make oocytes rather than sperm (Doniach, 1986; Goodwin

et al., 1993); deletion of these repeats prevents GLD-1 binding (Jan et al., 1999).

Thus, FOG-2 and GLD-1 lower TRA-2 levels in young hermaphrodites to allow

spermatogenesis. GLD-1 also regulates many other messages in the developing germ-

line (Lee and Schedl, 2001; Marin and Evans, 2003; Mootz, Ho and Hunter, 2004;

Schumacher et al., 2005), including tra-1 (Lakiza et al., 2005), but none of these

interactions appears to require FOG-2.

1.7.2 The FBF proteins repress translation of fem-3 to allow oogenesis

Although FOG-2 and GLD-1 allow spermatogenesis to begin, hermaphrodites need to

ensure that some germ cells eventually differentiate as oocytes. Mutations in several

genes show that the level of FEM-3 is restricted so that this change can happen at the

appropriate time.

As with tra-2, dominant mutations have been identified in the 30UTR of fem-3, but

they have the opposite effect, causing all germ cells to differentiate as sperm (Barton,

Schedl and Kimble, 1987; Ahringer and Kimble, 1991; Ahringer et al., 1992). These

mutations disrupt a point mutation element (PME) that binds to and is regulated by

FBF-1 and FBF-2 (Zhang et al., 1997), two nematode members of the PUF family of

translational regulatory proteins (reviewed byWickens et al., 2002). Since inactivation

of both proteins causes constitutive spermatogenesis, just like the dominant mutations

14 CH 1 THE SPERM/OOCYTE DECISION, A C. elegans PERSPECTIVE



in the fem-3 30UTR, FBF-1 and FBF-2 normally repress translation of fem-3messenger

RNAs. Mutations in either fbf-1 or fbf-2 alone have more subtle but complex effects,

which suggest that they also inhibit each other (Lamont et al., 2004). Finally, the FBF

proteins can also bind fog-1 messages and repress their translation, and seem likely to

act on fog-3 transcripts as well, since they contain putative binding sites (Thompson

et al., 2005).

FBF-1 and FBF-2 are assisted byNOS-3, a homologue of the translational regulatory

protein Nanos fromDrosophila (Kraemer et al., 1999). Furthermore, RNA interference

shows that NOS-1 and NOS-2 act redundantly with NOS-3 to prevent spermatogenesis.

Since only NOS-3 binds the FBF proteins in the yeast two-hybrid system, perhaps the

other NOS proteins only form a complex with FBF-1 or FBF-2 when fem-3 messages

are present. The co-regulation of fem-3 by the FBF proteins and NOS-3 parallels the

regulation of hunchback by Pumilio and Nanos in Drosophila, suggesting that these

translational regulatory networks are ancient.

1.7.3 Other translational regulators reinforce these decisions

The activities of the fbf genes are themselves tightly regulated (Figure 1.4a). First,

the translational regulator DAZ-1 can bind fbf messenger RNAs and promote transla-

tion, thus favouring oogenesis (Karashima, Sugimoto and Yamamoto, 2000; Otori,

Karashima and Yamamoto, 2006). Second, GLD-3, a homologue of bicaudal-C, can

bind the FBF proteins and inhibit their interaction with the fem-3 30UTR (Eckmann

et al., 2002). This inhibitory interaction is mutual, since the FBF proteins repress the

expression of GLD-3 (Eckmann et al., 2004). Third, the distal tip cell acts through the

Notch pathway to promote the expression of fbf-2 (Lamont et al., 2004). Thus, FBF

activity is controlled in part by translational regulation.

The activities of fog-2 and gld-1 are also under translational control. FBF-1 and

PUF-8, a related protein, act redundantly to regulate FOG-2 proteins levels (Bachorik

and Kimble, 2005). And the two FBF proteins regulate the translation of gld-1

(Crittenden et al., 2002).

1.7.4 Essential RNA-binding proteins also influence
the sperm/oocyte switch

Several essential genes also regulate the expression of fem-3.Most of these genes were

identified in general screens formutations that caused hermaphrodites to produce sperm

throughout their lives, and are namedmog-1 throughmog-6 (GrahamandKimble, 1993;

Graham, Schedl and Kimble, 1993). Although mutations in these genes cause consti-

tutive spermatogenesis, the mutants do not make as many sperm as fem-3(gf)mutants.

Since the mog mutations are suppressed by mutations in the fem genes, but not by

mutations in fog-2, they could act upstreamof fem-3. Furthermore,mutations in themog

genes activate reporter constructs that have been fused to the fem-3 30UTR, which
implies that the MOG proteins regulate translation of fem-3 (Gallegos et al., 1998). For

technical reasons, these experiments used transgenes that were only active in the soma,
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so it is unclear if the reporters were co-regulated by the FBF proteins, which are largely

restricted to the germline (Zhang et al., 1997). However, mutations in the fem-3 PME

did increase translation of the reporter constructs, so perhaps somatic members of the

PUF family (Walser et al., 2006) can work in concert with the MOG proteins to control

their translation.

Molecular cloning revealed thatMOG-1,MOG-4 andMOG-5 areDEAHhelicases, a

family that includes proteins that bind RNA (Puoti and Kimble, 1999; Puoti and

Kimble, 2000). Since mog; fem-3 double mutants make oocytes that give rise to

dead eggs, these genes are also essential for embryonic development (Graham and

Kimble, 1993; Graham, Schedl and Kimble, 1993). These three helicases interact with

MEP-1, a zinc finger protein that regulates the expression of fem-3 in germ cells

(Belfiore et al., 2002), and works with PIE-1 to block the expression of germline

messages in the soma (Unhavaithaya et al., 2002). Furthermore, MOG-6 is an unusual

cyclophilin that also interacts withMEP-1 (Belfiore et al., 2004). Thus, this large group

of proteins appears essential for initiating oogenesis in hermaphrodites, and regulating

gene expression in the early embryo.

Another essential gene influences the switch from spermatogenesis to oogenesis –

mag-1 (Li, Boswell and Wood, 2000). The mag-1(RNAi) animals resemble mog

mutants in two ways: they make sperm constitutively, andmag-1(RNAi); fem-3 double

mutants make oocytes that give rise to dead eggs. But unlikemog-1, themag-1(RNAi);

fog-2 double mutants make only oocytes, just like fog-2 animals; so mag-1 might act

upstream of fog-2. Although epistasis experiments that involve RNA interference are

not conclusive, this difference raises the possibility thatMAG-1 is a positive regulator of

tra-2, rather than a negative regulator of fem-3.

MAG-1 is likely to work with RNP-4, the homologue of yeast Y14, since rnp-4

(RNAi) animals have similar phenotypes and the two proteins co-immunoprecipitate

(Kawano et al., 2004). Both MAG-1 and RNP-4 are components of the exon-junction

complex, which is formed during splicing. Since the mammalian homologues Magoh

and Y14 remain associated with mRNAs following splicing and promote translation

(Nott, Le Hir and Moore, 2004), perhaps MAG-1 and RNP-4 promote translation of a

message needed for oogenesis, like tra-2.

ATX-2 also regulates sex determination in the germline (Ciosk, DePalma and

Priess, 2004; Maine et al., 2004), since RNA interference causes many hermaphrodites

to produce sperm constitutively. Surprisingly, this phenotype is not completely sup-

pressed by fog-2(q71null) mutations, but is suppressed by tra-2(q122gf) mutations.

Thus, these mutations have distinct effects, even though both disrupt translational

regulation of tra-2. How ATX-2 promotes oogenesis is not known.

Finally, the essential gene laf-1 has the opposite effect; laf-1/þ animals make

oocytes instead of sperm, just like the fogmutants. Analysis of doublemutants indicates

that laf-1 might regulate tra-2 translation (Goodwin et al., 1997; Jan et al., 1997).

1.7.5 The relative activities of TRA-2 and FEM-3 determine germ cell fates

The existence of elaborate regulatory networks focused on tra-2 and fem-3 highlights

the importance of these genes in the developing germline. In fact, several observations
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support the idea that the relative levels of TRA-2 and FEM-3 are the critical factor in the

sperm/oocyte decision. First, the tra-2(gf) mutations increase the production of wild-

type TRA-2 protein, causing oogenesis. Second, the fem-3(gf)mutations, which should

increase the production of wild-type FEM-3, cause constitutive spermatogenesis. And

third, these mutations compensate for each other, since tra-2(gf); fem-3(gf) double

mutants are self-fertile hermaphrodites (Barton, Schedl and Kimble, 1987).

1.8 The sperm/oocyte decision is intimately linked
to the initiation of meiosis

Many of the genes that modulate the sex-determination pathway in hermaphrodites also

regulate the decision of germ cells to remain in mitosis or enter meiosis (reviewed by

Kimble and Crittenden, 2007). For example, GLD-1 and NOS-3 work together to stop

mitosis and promote meiosis, as do GLD-2 and GLD-3 and some of the MOG proteins

(Belfiore et al., 2004; Eckmann et al., 2004; Hansen et al., 2004). By contrast, FBF-1,

FBF-2, FOG-1 and FOG-3 play redundant roles promoting germ cells to remain in

mitosis (Crittenden et al., 2002; Thompson et al., 2005). In addition, PUF-8 acts

redundantly with the translational regulatorMEX-3 to keep germ cells in mitosis (Ariz,

Mainpal and Subramaniam, 2009), and ATX-2 also promotes mitotic proliferation

(Ciosk, DePalma and Priess, 2004; Maine et al., 2004).

Some of the genes that regulate sex determination also act at later stages during

meiosis. For example, GLD-1 is needed to maintain germ cells in oogenesis, since

oocytes return to mitosis and form tumours in gld-1(null) mutants (Francis

et al., 1995a). PUF-8 plays an analogous role in the male germline, preventing

spermatocytes from returning to mitosis and forming tumours (Subramaniam and

Seydoux, 2003). And DAZ-1 is required for germ cells to progress beyond the

pachytene phase of oogenesis (Karashima, Sugimoto and Yamamoto, 2000).

1.8.1 Translational regulators define zones within the germline syncytium

Why do so many translational regulators control both the sperm/oocyte decision, and

the entry into meiosis? The germline is a long tube in which cell fates are arranged from

a stem cell niche at the distal end to fully differentiated germ cells at the proximal end

(Figure 1.1). Since much of the tube is a syncytium, perhaps translational regulators

promote the localized production of target proteins, thus dividing the syncytium into

zones, each with germ cells at a different stage of development.

A few observations support this model. The interactions between different transla-

tional regulators appear to set up zones of protein expression,with FBF activity high near

the distal tip, and FOG-1 and GLD-1 high proximally (Figure 1.4). Furthermore,

experiments with transgenes show that most genes in the germline are controlled in

large part by their 30UTRs, rather than their promoters (Merritt et al., 2008), confirming

the importance of translational regulation. By contrast, most proteins that mediate

signal transduction do not play dual roles. For example, none of the proteins that form the

HER-1 to TRA-1 signal transduction pathway regulate mitosis or meiosis. Instead, the
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only members of this pathway that influence the cell cycle are the translational regulator

FOG-1 and its partner FOG-3. Similarly, theGLP-1 signal transduction pathway controls

mitosiswithout influencing the sperm/oocyte decision,whereasmanyof the translational

regulators it influences do both (reviewed by Kimble and Crittenden, 2007).

1.8.2 The sperm/oocyte decision is likely to occur near the entry intomeiosis

Since primordial germ cells and germ cells in the early stages of meiosis look the same

in both sexes, it has been hard to identify the point at which each cell decides between

spermatogenesis and oogenesis. Several early markers of spermatogenesis are first

detected in pachytene germ cells during prophase I (Jones, Francis and Schedl, 1996).

By contrast, some early markers of oogenesis are found more distally along the tube, in

cells that are making the transition to meiosis, and even in some mitotic cells. Since

distal cells express female markers but more proximal ones do not (M.H. Lee and

T. Schedl, shown by Ellis and Schedl, 2006), these transcripts might accurately reflect

the sexual fates of individual nuclei in the germline syncytium. Thus, the sperm/oocyte

decision probably occurs between late mitosis and the pachytene phase of meiosis I.

Although many translational regulators control both the sperm/oocyte decision and

the entry intomeiosis, there is no simple correlation between these two fates (Table 1.1).

Somegenes promote spermatogenesis andmitosis. Some promote spermatogenesis and

meiosis. Some promote oogenesis and mitosis, and others promote oogenesis and

meiosis. One simple model to explain this complex pattern is that the two decisions are

made at almost the same point in the germline tube. Thus, each of these translational

regulators might originally have been expressed in this region because of its role in

either sex determination or the entry into meiosis, but was eventually recruited into the

other pathway to tighten the control of target messages.

This hypothesis is supported by temperature-shift experiments conducted using

fog-1, which specifies sexual fate, and glp-1, which promotes mitosis (Barton and

Kimble, 1990). These studies indicate that fog-1 is needed continually to promote

spermatogenesis, and that temperature shifts that affect both fog-1 and glp-1 alter both

decisions, as if the genes were acting on cell fates at roughly the same time.

Table 1.1 Pleiotropic genes regulate the sperm/oocyte decision

Gene Sperm/oocyte decision Mitosis/meiosis decision Biochemical function

atx-2 Promotes oogenesis Promotes mitosis Ataxin family

fbf-1 Promotes oogenesis Promotes mitosis PUF translational regulator

fbf-2 Promotes oogenesis Promotes mitosis PUF translational regulator

puf-8 Promotes oogenesis Promotes mitosis PUF translational regulator

nos-3 Promotes oogenesis Promotes meiosis Nanos translational regulator

daz-1 Promotes oogenesis Promotes meiosis Translational regulator

gld-1 Promotes XX spermatogenesis Promotes meiosis KH translational regulator

gld-3 Promotes spermatogenesis Promotes meiosis bicaudal-C homologue

fog-1 Promotes spermatogenesis Promotes mitosis CPEB translational regulator

fog-3 Promotes spermatogenesis Promotes mitosis Tob protein
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1.8.3 Some translational regulators are also essential for embryogenesis

Translational regulators might also be crucial for repressing transcripts that are

essential for the future embryo, but which would be harmful in developing oocytes.

For example, all three of the fem genes show maternal effects, which suggests that

their transcripts are packaged into oocytes to help control the sex of the future embryo

(Hodgkin, 1986). The phenotype of fem-3(gf) mutants implies that high levels of

FEM-3 protein cause spermatogenesis, so translational inhibitors like the FBF

proteins might play a critical role in preventing fem-3 transcripts from blocking

oogenesis. As discussed above, other translational regulators are essential, apparently

because they control targets involved in sex determination, as well as targets needed

for embryogenesis.

1.9 The future

Althoughwe now understand a great deal about how the sperm/oocyte decision is made

in C. elegans, this information has opened up a new set of questions for the future;

questions that should dominate the next several years of research.

1.9.1 What are the primary targets controlled by the sperm/oocyte decision?

Although we know that fog-1 and fog-3 act at the end of the sex-determination pathway

to promote spermatogenesis, we do not knowwhat their targets are. Possible candidates

include fog-1 and fog-3 themselves, and genes like cpb-1, that act early in spermato-

genesis. Furthermore,we do not knowwhat genes are activated early in oogenesis by the

absence of fog-1 and fog-3 activity. Identifying these targets and working out how the

action of fog-1 and fog-3 controls their activities is critical for understanding the sperm/

oocyte decision. Over the next few years, our focus should move from studying the sex-

determination process per se to elucidating the mechanics of cell fate determination in

the germline.

1.9.2 How has the sperm/oocyte decision changed during evolution?

This question entails two very different lines of research. The first concerns whether

there has been broad conservation of genes involved in the sperm/oocyte decision.

Although fog-1 and fog-3 have homologues in all animals, some of which are

expressed in germ cells, it is not known if any of these homologues regulates

germ cell fates. Furthermore, the possible conservation of genes downstream of

fog-1 and fog-3 remains a complete mystery.

The second line of enquiry concerns how the sperm/oocyte decision changes during

evolution. Comparative analysis of nematode species is beginning to provide some

answers to this question. Genes of the core pathway are conserved in structure and

function amongst relatives of C. elegans, and most show only subtle differences
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between species. For example fem-2 and fem-3 mutations always cause oogenesis in

C. elegans, but only cause oogenesis under some conditions in C. briggsae (Hill

et al., 2006). By contrast, genes that modulate the core pathway seem to be evolving

rapidly. For example, fog-2 and gld-1 are needed for hermaphrodite spermatogenesis in

C. elegans, but not in C. briggsae, which lacks a fog-2 gene (Nayak, Goree and

Schedl, 2005). However, C. briggsae has recruited a different member of the F-box

family of proteins, SHE-1, to specify hermaphrodite development (Guo, Lang and

Ellis, 2009). Finally, both fog-2 and she-1 control tra-2 activity, and knocking down

tra-2 function in themale/female speciesC. remanei can help create self-fertile animals

(Baldi, Cho and Ellis, 2009).

1.9.3 How does the somatic gonad influence the sperm/oocyte decision?

So far, we know that the distal tip cells signal to nearby germ cells to remain in mitosis,

and that a variety of somatic cells in the male act through HER-1 to cause germ cells to

adopt male fates and begin spermatogenesis. However, the selective killing of cells in

the hermaphrodite gonad showed that there might be additional signals (above).

Furthermore, a surprising genetic experiment supports this hypothesis: mutations in

the fshr-1 gene, which acts in the somatic gonad, promote spermatogenesis over

oogenesis (Cho, Rogers and Fay, 2007). How fshr-1 works, and what additional

interactions occur between the soma and germline remain mysterious. Since the

somatic gonad is critical for the development of germ cells in most animals, these

studies could open up entirely new avenues for research.
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2.1 Introduction

In mammals, sex determination is a direct result of chromosomal constitution deter-

mined at fertilization, with females harbouring XX and males XY sex chromosomes.

Despite the apparent simplicity of this system, the cascade of events that are triggered

during embryogenesis to enforce gender is remarkably fragile. Correct sex determina-

tion relies on intricate genetic and cellular interactions to direct differentiation of the

bipotential gonadal primordium into either a testis or an ovary. Once this is determined,

hormones produced by the gonads reinforce gender in the form of secondary sexual

characteristics, which define our emotional and physical behaviours and identities. Due

to the complexity of this system, there are many stages at which aberrations can occur,

giving rise to disorders of sexual development.

Whilst sex determination and gonadal development comprise a fascinating struggle

for gender identity, the ultimate purpose of this process is to provide the correct

environment to nurture the germ cells of the individual. These cells wholly represent the

individual’s ability to reproduce and bestow unique genetic information to future

generations. Specification, migration and differentiation of germ cells is completely

controlled by the somatic cell environment. Once sex differentiation has occurred, the

germ cells are directed to develop into oocytes (female) or spermatozoa (male), both

highly specialized cell types.

Our current understanding of these processes has been gleaned from over 50 years

of research across manymodel organisms. Themousemodel is the established system
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for studies relating to human sex determination, and therefore the majority of

information discussed below pertains to mouse and human sex determination and

gonadal development. This chapter will follow the timeline of sexual development,

from specification of germ cells to differentiation into oocytes and spermatozoa, and

cover key genetic and cellular events in the soma that give rise to the genital ridge and

the gonads.

2.2 Early murine embryo and germ cell development

Primordial germ cells (PGCs) are specified very early in development. They begin as a

small population of cells identifiable by specific pluripotent markers within an

environment that is rapidly growing and differentiating into the multitude of cell types

needed for a complete organism. Within this dynamic environment the germ cells

migrate to the site of the forming genital ridges, where they begin differentiation down

the male or female developmental pathway. At all of these stages the germ cells are

responding to cues from the surrounding somatic cells, and so to fully appreciate their

unique journey it is first useful to understand the environment in which they are

specified.

2.2.1 Germ layers of the developing embryo

The development of themouse embryo from initial gamete fusion to differentiation and

morphogenesis requires 19–20 days of gestation. Following fertilization, the embryo

divides slowlywith little increase inmass until implantation into thewall of the uterus at

4.5 days post coitum (dpc). At this point the blastocyst consists of an epiblast, the

primitive endoderm and polar trophectoderm. Following implantation, the embryo

elongates, and begins to form the ectoplacental cone and trophoblast giant cells. At

6.5 dpc the primitive streak appears and gastrulation occurs, during which epiblast cells

form the mesoderm and endoderm tissues. Along with the ectoderm, it is from these

three primary germ (tissue) layers that the multitude of specialized tissues in the

resulting embryo will be generated. This coordinated development relies on intricately

timed cell movement in response to tightly regulated signalling and transcription factor

activities (Tam and Loebel, 2007). This complex network ensures that the correct tissue

progenitors are laid down for subsequent embryo development. Organ specification

from these primary germ layers is complete at around 13–14 dpc, and the remaining

period up until birth involves mainly foetal growth. For further reading on embryogen-

esis see Zernicka-Goetz (2002) and Tam et al. (2003).

2.2.2 Origin and specification of germ cells

It is amidst the myriad of morphological changes of gastrulation that the germ cells

begin their fascinating developmental pathway. At this early stage, male and female

germ cells display identical morphology and behaviour.
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PGC location

The germ cell precursors have been identified as a small cluster of cells in the proximal

epiblast as early as 7.25 dpc in the developing embryo (Figure 2.1a) (McLaren, 1983a;

Lawson and Hage, 1994; Parameswaran and Tam, 1995). Their fate as PGCs is sealed

onlywhen they havemoved into the extraembryonic tissues at the proximal region of the

allantois and, as a cluster of around 45 cells, begin to express germ cell-specificmarkers

(Lawson andHage, 1994; Ohinata et al., 2005; Saitou, Barton and Surani, 2002; Tanaka

and Matsui, 2002). It has been demonstrated through clonal lineage analysis (Lawson

and Hage, 1994) and transplantation experiments (Tam and Zhou, 1996) that the

founding epiblast cells have not been preprogrammed for PGC fate and can therefore

give rise to both somatic cells and gametes (McLaren, 1983a; Tam and Zhou, 1996).

Around the time of this specification, randomX-chromosome inactivation takes place in

female germ cells as it does in all somatic cells, which is important for modulating

X-linked gene dosage (Tsang et al., 2001; Monk and McLaren, 1981).

Signalling for PGC specification

The initial specification of PGCs from the proximal epiblast cells requires paracrine

signals that originate from the surrounding somatic cells. Most notably, members of

the bone morphogenetic protein (BMP) family, BMP4 and BMP8b, produced by

the extraembryonic ectoderm, are responsible for cell reprogramming to produce the

PGC lineage at approximately 6.0 dpc. BMPs signal through homologues of

Caenorhabditis elegans SMAprotein andDrosophilaMothers against decapentaplegic

(SMAD) signal transducers to induce upregulation of PGC-specific genes. The PGC

Specification Migration Colonization

7.5 dpc 9.0 dpc 10.0 dpc 12.5 dpc

X-Chromosome reactivation
Imprint erasure

Primitive streak

Genital ridge

Extraembryonic ectoderm

Proximal epiblast

Visceral endoderm

Primordial germ cell population

(a) (b) (c) (d)

Supression of somatic genes
Activation of germ cell-specific genes 

Figure 2.1 Germ cell specification and migration during early mouse development. The primordial
germ cells are first identified at 7.25 dpc within the proximal epiblast (a). This population proliferates
and migrates through the hindgut (b and c) to colonize the genital ridges by 11.0–12.5 dpc (d).
Throughout this process, genetic regulation reinforces the germ cell lineage with suppression of
somatic cell genes and upregulation of germ cell-specific genes. X-Chromosome reactivation occurs in
female gonads prior to imprint erasure in both sexes. Cartoons for the mouse embryos were adapted
from Sasaki and Matsui (2008) and Boldajipour and Raz (2007). A full colour version of this figure
appears in the colour plate section.
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population is dramatically reduced in Bmp4 and Smad1/5 loss-of-function models,

highlighting their requirement for this purpose (Hayashi et al., 2002; Tremblay, Dunn

and Robertson, 2001; Arnold et al., 2006). BMP signalling induces expression of the

gene transcript interferon-inducible transmembrane protein (Ifitm3/Fragilis/mil-1) in

the prospective PGC population by 6.25 dpc (Tanaka and Matsui, 2002; Saitou, Barton

and Surani, 2002). A cell adhesionmolecule, E-cadherin (E-CAD), is also expressed by

the cluster of PGC precursors, suggesting an important role for cell–cell contact for

correct PGC determination (Bendel-Stenzel et al., 2000; Di Carlo and De Felici, 2000).

The total subset of cells that go on to comprise the founding PGC population then

express the SET domain and zinc finger binding protein encoded by B-lymphocyte-

induced maturation protein 1 (Blimp1/Prdm1) by 6.5 dpc (Ohinata et al., 2005). By

7.25 dpc the specified PGCs now express the chromosome organizational and RNA

processing protein encoded by developmental pluripotency associated 3 (Dppa/Stella/

PGC7) (Saitou, Barton and Surani, 2002; Sato et al., 2002).

PGC pluripotency and gene markers

In order to remain capable of generating a new organism, the newly specified germ cells

must actively suppress somatic differentiation whilst maintaining expression of various

pluripotent and lineage-specific genes (Table 2.1) (Seydoux and Braun, 2006; Ohinata

et al., 2005). For this purpose, a unique set of transcription factors and signalling

molecules have been identifiedwithin the PGCpopulation.Blimp1 (Ohinata et al., 2005;

Vincent et al., 2005) and the transcription factor Smad1 (Chang et al., 2001a; Hayashi

et al., 2002) are thought to be responsible for suppression of some somatic lineage genes.

Downregulated somatic genes include Hoxb1, Fgf8 and Snail (Ancelin et al., 2006;

Hayashi, de Sousa Lopes and Surani, 2007). Pluripotent genes maintained in PGCs

include SRY-box containing gene 2 (Sox2) (Yabuta et al., 2006; Ohinata et al., 2005),

nanog homeobox (Nanog) (Yamaguchi et al., 2005;Chambers et al., 2007) and germline

transcription factor Octamer-4 (Oct4) (Scholer et al., 1990).

Other genes expressed by PGCs following their specification include tissue

non-specific alkaline phosphatase (Tnap) (Chiquoine, 1954; Ginsburg, Snow and

McLaren, 1990; Tam and Zhou, 1996; MacGregor, Zambrowicz and Soriano, 1995),

stage-specific embryonic antigen 1 (Ssea1) and PR domain containing14 (Prdm14)

(related to Blimp1). This unique gene expression profile has allowed PCGs to be

distinguished from surrounding somatic tissues and has been exploited for experi-

mental purposes (see Table 2.1). For example, high levels of TNAP activity were first

observed by Chiquoine (1954), and have since been used to identify the founder PGC

population and its subsequent development during embryogenesis (Ginsburg, Snow

and McLaren, 1990).

2.2.3 Germ cell migration and proliferation

Once PGCs have been specified and express appropriate gene markers, they begin

their journey to the primitive gonad, where they later differentiate into functional
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Table 2.1 Genes and proteins expressed by primordial germ cells during their specification, migration and colonization of the developing murine gonad

Developmental

process Gene/protein Gene information Reference

Specification Fragilis/Ifitm3 Interferon-inducible transmembrane

protein involved in cell adhesion

Tanaka and Matsui, 2002; Saitou, Barton and

Surani, 2002

E-cadherin Cell adhesion molecule Di Carlo and De Felici, 2000; Bendel-Stenzel et al., 2000

Blimp1/Prdm1 SET domain and zinc finger-containing

protein

Ohinata et al., 2005

Stella/PGC7 Protein involved in RNA processing and

chromosomal organization

Sato et al., 2002; Saitou, Barton and Surani, 2002

Smad 1 Receptor-regulated transcription

regulators

Tremblay, Dunn and Robertson, 2001; Hayashi

et al., 2002; Chang, Lau and Matzuk, 2001b

TNAP Tissue non-specific alkaline phosphatase MacGregor, Zambrowicz and Soriano, 1995; Tam and

Zhou, 1996; Ginsburg, Snow and McLaren, 1990

Pluripotency Nanog Homeodomain-bearing transcription

factor

Chambers et al., 2007; Yamaguchi et al., 2005

Oct4/Pou5f1 Transcription factor Scholer et al., 1990

Sox2 Transcription factor Yabuta et al., 2006; Ohinata et al., 2005

Migration CXCR4 ((C-X-C motif)

receptor 4)

Chemokine receptor for stromal derived

growth factor-1 (SDF1)

Stebler et al., 2004; Molyneaux et al., 2003

Steel/c-kit Receptor for stem cell factor Buehr et al., 1993b; Matsui et al., 1991; Godin and

Wylie, 1991

Gp130 Receptor for leukaemia inhibitory factor

(LIF)

Matsui et al., 1991

Pin1 (peptidyl-prolyl isomerase) Phosphoprotein modifier Atchison, Capel and Means, 2003

Wt1 (Wilms’ tumour suppressor) Zinc finger protein Natoli et al., 2004

Ssea1 (Stage-specific embryonic

antigen-1)

Trisaccharide of the form galactose

[b1–4]N-acetylglucosamine[a1–3]
fucose

Fox et al., 1981

Nanos3 Zinc finger protein with putative

RNA-binding activity

Jaruzelska et al., 2003; Tsuda et al., 2003

(continued)
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Table 2.1 (Continued)

Developmental

process Gene/protein Gene information Reference

Colonization ADAM Cell–cell contacts Rosselot et al., 2003

B1 integrins Heterodimeric receptors involved in

cell–cell contact

Anderson et al., 1999; Rosselot et al., 2003

Mvh/ddx4 (Mouse vasa

homologue)

RNA helicase, DEAD box polypeptide 4 Toyooka et al., 2000; Noce, Okamoto-Ito and

Tsunekawa, 2001

Gcna1 (germ cell nuclear

antigen 1)

Unknown Enders and May, 1994

Gcl (germ cell-less) Unknown – nuclear envelope

component

Kimura et al., 1999; Masuhara et al., 2003

Dazl (deleted in azoospermia

like)

PABP-binding transcription factor Saunders et al., 2003; Collier et al., 2005

Epigenetic

reprogramming

DNMT3A DNA methyltransferase Hata et al., 2002; Kaneda et al., 2004; Bourc’his

et al., 2001

DNMT3L DNA methyltransferase Hata et al., 2002; Kaneda et al., 2004; Bourc’his

et al., 2001

DNMT3B DNA methyltransferase Hata et al., 2002; Kaneda et al., 2004; Webster

et al., 2005; Bourc’his and Bestor, 2004
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gametes. The migratory pathway of germ cells from their primary colony in the

posterior primitive streak to the primitive gonads has been tracked using TNAP

expression (Chiquoine, 1954; Mintz and Russell, 1957). The journey begins within

24 hours of specification with initial passive incorporation of PGCs into the develop-

ing hindgut (Clark and Eddy, 1975). Between 8.5 dpc and 9.5 dpc PGCs move

anteriorly through the hindgut wall by active migration (Figure 2.1b and c). Leaving

the hindgut via the gut mesentery, PGCs migrate into the nascent genital ridges on

either side of the posterior dorsal aorta (Lawson and Hage, 1994; Anderson

et al., 2000; Molyneaux et al., 2001).

Interestingly, germ cells isolated in culture 24 hours prior tomigration (8.5 dpc) have

been shown to be incapable of active locomotion (Godin, Wylie and Heasman, 1990;

Godin and Wylie, 1991), suggesting that they require some signal to begin migration.

Once initiated, successful migration has been shown to rely on germ cell–germ cell

interactions, and by 10.5 dpc the PGCs are networked by long processes, contrary to

earlier belief that migration occurred independently for each PGC (Gomperts

et al., 1994). Gomperts et al. (1994) have postulated that, following initial PGC

colonization of the genital ridges, the remaining cells arrive by virtue of the long

processes between these cells both drawing and directing their migration.

Signals for migration

It has been established that during the journey to the genital ridge, PGCs are receptive

to various signals originating from other PGCs and the surrounding tissues (Wylie,

1993). Importantly, it is believed that the somatic cell environment determines the

migratory pathway rather than being a cell autonomous response (Wylie, 1999). It is

also of interest to note that, when the PGCs begin their migration, neither the dorsal

mesentery nor genital ridges have developed (Clark and Eddy, 1975). The origins of

the signals that trigger migration are therefore unknown. Several hours after PGC

migration is initiated the gonadal structures develop, at which point they exert a

chemoattractive effect on the germ cells. In culture, explanted gonadal primordium

increases the number of germ cells and promotes migration (Godin, Wylie and

Heasman, 1990).

Throughout migration, PGCs rapidly proliferate in response to numerous extracel-

lular growth factors. Some of these factors and receptors identified to date include

stromal derived factor-1 (SDF1) and its receptor chemokine (C-X-C motif) receptor 4

(Molyneaux et al., 2003; Stebler et al., 2004), stem cell factor and its receptor c-KIT

(Godin and Wylie, 1991; Matsui et al., 1991) and LIF and receptor interleukin 6 signal

transducer (Matsui et al., 1991; De Felici, 2000). Required growth factors include

fibroblast growth factors (FGF)-2, -4 and -8 (Matsui, 1992; Resnick et al., 1992),

interleukin 4 (Cooke, Heasman and Wylie, 1996) and genes such as peptidyl-prolyl

isomerase (Pin1) (Atchison, Capel and Means, 2003) and Wilms’ tumour suppressor

gene (Wt1) (Natoli et al., 2004).

Despite the migratory guides produced by the soma, a number of PGCs depart from

the pathway and end up in ectopic locations (Gobel et al., 2000). In these instances the

PGCs undergo meiosis, characteristic of the female developmental pathway, regardless
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of their genetic sex, and ultimately undergo apoptosis (this responsewill be discussed in

further detail in later sections) (McLaren, 1983a; Molyneaux et al., 2001; Boldajipour

and Raz, 2007; Upadhyay and Zamboni, 1982; McLaren, 1983b).

2.3 Genital ridge colonization

Almost 24 hours after PGCs receive the signal to begin migration, the gonads

themselves begin to develop. Derived from the urogenital ridges as paired swellings

parallel to the neural tube from 9.0 dpc, they arise largely as a result of cell

proliferation at the coelomic epithelium (Schmahl et al., 2000; Karl and Capel, 1998;

Byskov, 1986). As the PGCs begin colonization of the newly formed genital ridges

(Figure 2.1d) they are proliferating with a cell cycle time of 12–14 hours (Tam and

Snow, 1981). This proliferation occurs for a further 1–2 days such that the original

population of founder cells (around 45) has increased to 25 000–30 000 cells by

13.5 dpc (Donovan et al., 1986; Tam and Snow, 1981). Resident germ cells are now

referred to as gonocytes, and undergo several changes independent of sex differentia-

tion. These include alterations to their cellular morphology as they take on a

conspicuous large and rounded shape (Donovan et al., 1986) and become less motile

(De Felici, Dolci and Pesce, 1992; Garcia-Castro et al., 1997). In addition, cell

adhesionmolecules such as integrins andmembers of theADAMfamily are expressed

to presumably facilitate new cell–cell adhesions with the local somatic cell environ-

ment (Rosselot et al., 2003).

Pluripotency versus differentiation

Following their specification, germ cells actively suppress somatic genes in order to

retain a pluripotent state. This is important, as germ cells are unique in their ability to

maintain a differentiated yet pluripotent nature and, throughout all developmental

stages, this state must be tightly controlled. However, once they reach the genital ridge,

this genetic programme changes such that gonocytes have a decreased ability to form

pluripotent stem cells (Matsui, 1992; Resnick et al., 1992; McLaren, 1984), and a

different set of gene markers are expressed. Previously expressed genes such as

Tnap and Ssea1 become downregulated, whereas mouse vasa homologue (Mvh)

(McLaren, 1984; Toyooka et al., 2000), germ cell nuclear antigen 1 (Gcna1) (Enders

and May, 1994), deleted in azoospermia like (Dazl) (Saunders et al., 2003; Noce,

Okamoto-Ito and Tsunekawa, 2001) and germ cell-less (Gcl) (Kimura et al., 1999)

are upregulated. Despite this apparent loss of pluripotency, the germ cells are still

considered to be multipotent, primarily because they are capable of forming

teratomas, which comprise various types of somatic tissues, in both ovaries and testes

(Kanatsu-Shinohara and Shinohara, 2006). Once sex differentiation has taken place,

pluripotent markers of female germ cells includingOct4 are downregulated as the germ

cells enter meiosis at 13.5 dpc. These same markers persist in male germ cells as they

enter G1/G0 arrest, but are extinguished by birth.
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X-chromosome reactivation, epigenetic imprint erasure and re-methylation

PGC arrival at the genital ridge signals the reactivation of the silent X-chromosome for

female germ cells, which occurs from 11.5 to 13.5 dpc and is dependent on interactions

with theXXgenital ridge (Tam,Zhou andTan, 1994).Germcells that fail to colonize the

gonad never achieve X-chromosome reactivation, despite entering into meiosis before

eventual degeneration (Tsang et al., 2001;Upadhyay andZamboni, 1982;McLaren and

Monk, 1981). Interestingly, female germ cells that find themselves in a testis will also

reactivate their X-chromosome, suggesting that the signal for reactivation is not ovarian

specific (McLaren and Monk, 1981; Jamieson et al., 1998).

Epigenetic reprogramming is also initiated in the gonocytes located in the genital

ridge. Up until this point the germ cells have carried parent-of-origin-specific imprint-

ing marks and so exhibit monoallelic expression of many genes (Maatouk et al., 2006).

Erasure of methylation from these regions and chromatin restructuring is required for

the gonocytes to give rise to totipotent cells of a new embryo, with appropriate

methylation according to the sex of the embryo (Allegrucci et al., 2005; McLaren,

2003). This erasure is thought to begin as early as 10.5 dpc, with the majority of genes

studied displaying hypomethylation by 12.5 dpc (Szabo and Mann, 1995; Hajkova

et al., 2002). Several germ cell-specific genes that become hypomethylated (and

therefore expressed) at this time include Mvh, Dazl and synaptonemal complex

protein 3 (Sycp3) (Maatouk et al., 2006). The gonocytes maintain this state of DNA

demethylation until the next stage of epigenetic reprogramming that comprises

re-establishment of a new methylation status that occurs in a sex-specific manner. To

date there are approximately 100 genes known to be regulated by this imprinting, the

majority occurring in the female gametes (Jue, Bestor and Trasler, 1995; Ueda

et al., 2000). Maternal imprinting in the female germline occurs after birth while

oocytes are arrested inmeiotic prophase I (Ueda et al., 2000). In themale germ line, just

three loci have been identified to undergo paternal imprinting. This occurs following sex

determination from 14.5 dpc to after birth, but prior to meiosis (Jue, Bestor and

Trasler, 1995; Ueda et al., 2000; Li et al., 2004; Davis et al., 2000).

Having made the journey to the genital ridges and undertaken the various gene

expression patterns and epigeneticmodifications, the gonocytes are nowwaiting for sex

determination of the soma to occur before they are directed to one of two fates:

oogenesis or spermatogenesis.

2.4 Sex determination

The sex chromosome complement of an ovum is invariably X, and so contribution of an

Xor aY chromosome from the spermatozoa determines the genetic sex of an individual.

However, the development of a normal sexual phenotype by inheritance of an X or a Y

chromosome is far from a foregone conclusion. Following fertilization, the sex

programme lays dormant while the fertilized ovum progresses through development

to the early embryo. The first manifestation of sexual dimorphism in the embryo occurs

around 7 weeks of development in humans or 10.5 days in mice, with the activation of
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genetic pathways in the gonadal primordium that promote development of either a testis

or an ovary.

One unique feature of gonadal development is that the testis and ovary both develop

from the genital ridge. As such the genital ridge contains populations of bipotential cell

types that adopt corresponding roles in testis or ovarian fate. These are: the supporting

cells, which differentiate into either Sertoli or granulosa cells; vascular precursors,

which adopt different identities and structure dependant on their environment; and

mesenchymal interstitial cells which give rise to steroidogenic Leydig or theca cells

and other cell types that are less defined. Molecular pathways for both fates are present

and receptive to activation to regulate this dimorphic system.

2.4.1 Male

In the bipotential environment of the early gonad, the presence of a Y chromosome

initiates testis development through the expression of a single gene in the somatic cell

lineage, Sex-determining region on theY chromosome (Sry). Srywas identified by gene

mapping within a chromosomal region that caused human sex reversal when deleted in

males or ectopically present in females (Sinclair et al., 1990). Further, it was shown to be

the only gene necessary to direct male development, through genetic experiments in

which chromosomally female mice transgenic for Sry developed as males (Koopman

et al., 1991). Multiple cases of human sex reversal have been reported to result from

mutations in the DNAbinding and bending highmobility group (HMG) domain of SRY

(Harley et al., 1992; Jager et al., 1992;Mitchell andHarley, 2002; Pontiggia et al., 1994;

Schmitt-Ney et al., 1995).

SoonafterSry expression, a related gene, Sry-likeHMGboxcontaining gene 9 (Sox9),

is alsoupregulated in the early testis (Morais daSilva et al., 1996;Kent et al., 1996).Sox9

is critical to testis determination, as Sox9 knockout mice display male-to-female sex

reversal (Barrionuevo et al., 2006; Chaboissier et al., 2004). Furthermore, Sox9 can

functionally substitute for Sry, as ectopic expression is sufficient to initiate testis

development in XX gonads (Vidal et al., 2001). In humans, mutations in SOX9 give

rise to campomelic dysplasia, a syndrome characterized by skeletal abnormalities and

often associated with XY sex reversal (Foster et al., 1994; Wagner et al., 1994). Thus,

both Sry and Sox9 are necessary and sufficient for male sex determination.

2.4.2 Female

For many years the molecular regulation of ovarian development remained a mystery

while the discovery of Sry fuelled an intense focus on testis-specific genes. The

dominant action of Sry led to a view that ovarian development was a default pathway.

However, this view was confounded by cases of human XX sex reversal in which

genetically female individuals developed as phenotypic males. These findings led

to the hypothesis that Sry was required for repressing a hypothetical factor ‘Z’

that normally repressed testis development in the female (McElreavey et al., 1993).

Sry-negative cases of XX sex reversal were then explained, theoretically, by
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disruption of the testis-repressing factor Z resulting in activation of the male pathway

in females.

While no definitive Z factor has been found to date, genes involved in the Wingless

type MMTV integration site (Wnt) signalling pathway and a forkhead transcription

factor (FOXL2) have been reported to repress aspects of testis development (Kim et al.,

2006b; Ottolenghi et al., 2007; Chassot et al., 2008; Tomizuka et al., 2008; Liu et al.,

2009; Maatouk et al., 2008). The germ cell lineage also plays a critical role in

maintaining ovarian fate, as loss of this cell type results in partial sex reversal after

birth (to be discussed in detail later). Recent characterization of genes involved in testis

and ovarian development has revealed increasing evidence of an active antagonism

between the male and female molecular pathways during sex determination.

2.4.3 Antagonism between the pathways

During the initial stages of sex determination, genes promoting both male and female

pathways are expressed in mutually exclusive domains in XY and XX gonads, respec-

tively (Kim et al., 2006b). The expression of members of the Wnt signalling pathway

Wnt4 and b-Catenin at this stage promotes ovarian development while opposing testis

development (Vainio et al., 1999; Kim et al., 2006b; Chassot et al., 2008; Maatouk

et al., 2008). In a complementary domain, expression of Fgf9 promotes testis develop-

ment while repressing ovarian fate (Kim et al., 2006b; Figure 2.2). The expression of Sry

in XY gonads tips the balance of these two opposing signals towards testis development

by upregulating Sox9. Sox9 expression results in upregulation of paracrine signals Fgf9

(Kim et al., 2006b) and prostaglandin D2 (Wilhelm et al., 2007), which repress Wnt4

expression and/or promote Sox9 expression in undifferentiated somatic cells. In an XX

environment, the Wnt signal prevails to repress Fgf9 expression and promote ovarian

development (Kim et al., 2006b). Disruption or delay in expression of genes in either

pathway at this early stage leads to partial or full development of the opposing fate,

resulting in sex reversal. Sex reversal can also occur at later stages but is repressed in the

XX gonad by the presence of meiotic germ cells (Yao, DiNapoli and Capel, 2003).

Sry

hSox9
hFgf9
hPgds

Testis

hRspo1
hWnt4
hFoxl2

Ovary

FGF9

Wnt

Figure 2.2 Sex determination. Mutually antagonistic signals promoting testis (Fgf9) and ovary (Wnt
signalling) development are expressed in XX and XY gonadal primordia. Male-specific expression of Sry
upregulates the expression of Sox9, which initiates testis development. Sox9 expression is propagated
and maintained through FGF and prostaglandin signalling. In the absence of Sry, Wnt signalling
represses the testis pathway and initiates ovarian development
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Consistent with this, loss of germ cells results in postnatal transdifferentiation of

granulosa cells into Sertoli cells. Thus gonadal sex is determined through a molecular

struggle during the early stages of sex determination (Figure 2.2). Downstream of sex

determination, the molecular cues involved in establishing sex enact differentiation

programs to construct the functional and morphological differences that distinguish the

testis and ovary.

2.5 Ovary development

Structural development of the ovary progresses gradually from the time of sex

determination to maturation (Figure 2.3). Germ cells display the first morphological

Ovigerous cords
Subcortical domain

Cortex Medulla

Gonad Mesonephros

VasculatureCortex

Medulla

11.5 dpc

12.5 dpc

13.5 dpc

14.5 dpc

15.5 dpc

Birth

2 weeks
postnatal

Age Morphology Event

w Sex determination

w Formation of germ cell clusters

w Germ cells enter meiosis I

w Formation of ovigerous cords

w Ovigerous cords break down
w Second round of germ cell apoptosis
w Primordial follicles form

w Meiotic germ cells/oocytes
    restricted to the cortex
w Germ cells enter metaphase 

w Germ cells undergo apoptosis
    in the medulla

w Cortex and subcortical domain
     differentiated by gene expression

w Primordial follicle activation begins
    and follicles begin to mature

Figure 2.3 Ovarian development in mouse. Ovarian development progresses gradually with the
formation of germ cell clusters and ovigerous cords. The ovary is segmented into cortical and
subcortical domains by gene expression before these areas are morphologically distinguished. Germ
cell entry into meiosis precedes a round of germ cell apoptosis in the medulla, leaving the remaining
population (now called oocytes) restricted to the cortex. At birth, ovigerous cords break down
coincident with a second major round of germ cell apoptosis. The remaining oocytes form a pool of
primordial follicles, subsets of which are activated in a multiphase process throughout the reproduc-
tive lifespan of the individual
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changes in the ovary by forming clusters from as early as 11.5 dpc, either by aggregation

(Gomperts et al., 1994) or throughmultiple divisions of a single progenitor (Pepling and

Spradling, 1998). Germ cell clusters interact with somatic cells in the formation of

ovigerous cords, where they become enclosed by pregranulosa cells and delineated by a

basement membrane (Konishi et al., 1986; Odor and Blandau, 1969). External to the

ovigerous cords is the interstitium, which is composed of mesenchymal cells and the

developing ovarian vascular system. Ovigerous cords fill the early ovary, which is soon

segmented into two areas: cortex and medulla. The cortex occupies the outer portion of

the ovary and encloses the central subcortical or medulla region. These regions are

identified by differential gene expression as early as 12.5 dpc in the mouse, with

morphological differences developing further with time. By 13.5 dpc the cortex is

marked by expression of Bmp2 (Yao et al., 2004), and the medulla is marked by

expression of Wnt4, Follistatin (Fst) (Yao et al., 2004) and transgenic markers for

pregranulosa cells (Albrecht and Eicher, 2001). At this stage, germ cells within the

ovigerous cords enter and arrest in prophase I of meiosis, and are referred to as oocytes.

Following several rounds of apoptosis, the remaining oocytes become surrounded by a

single layer of granulosa cells and delineated by a basement membrane to form

primordial follicles (Hirshfield, 1991). Follicular development progresses after the

first oocytes reach diplotene stage (Byskov, 1986; Byskov and Lintern-Moore, 1973),

and is a continuous process with regular activation of a subset of primordial follicles

until the pool of follicles is depleted (Kezele, Nilsson and Skinner, 2002). For a

comprehensive review see: Eppig, 2001; McGee and Hsueh, 2000. The genetic

regulation of early follicle development and detail on germ–soma interactions will be

covered in later chapters.

In the following section we will review recent findings that are building the

framework for understanding the genetics of early ovarian differentiation. Furthermore,

we will explore the interdependence of the maintenance of ovarian identity and

feminized germ cells, as the two seem inextricably linked.

2.5.1 Genetic factors in determining and maintaining ovarian fate

Current knowledge on the genetic regulation of ovarian fate has arisen from analysis of

XX sex-reversal conditions in humans, goats, and the mouse model. Multiple reports

have identified a vigorous ovary-specific programme of gene expression from 11.5 dpc,

identifying players in the genetic regulation of ovarian differentiation (Cederroth

et al., 2007). As a result, new ovarian-specific expression profiles are generated as

part of concerted efforts to characterize themolecular profile of urogenital development

(Beverdam and Koopman, 2006; Cory et al., 2007; Little et al., 2007; Nef et al., 2005;

www.gudmap.org). In addition, advances are beingmade through exploration of genetic

pathways implicated in ovarian development. Twomain regulators have been identified

that are involved in determining and maintaining ovarian fate: Wnt signalling and

Foxl2. Wnt signalling has been shown to promote germ cell survival, and Foxl2 has

been shown to regulate granulosa cell development. Disruption of either of these

pathways results in postnatal sex reversal, possibly due to loss of germ cells. However,

current data suggests that these pathways also have a role in regulating ovarian sex

determination.
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Wnt4

Wnt4 is expressed at 10 dpc in both XX and XY gonads, but is downregulated in XY

gonads at 11.5 dpc (Vainio et al., 1999). In the ovary,Wnt4 expression is downregulated

from 12.5 dpc and remains low in primordial follicles (Hsieh et al., 2002). Analysis of

XX gonads lacking Wnt4 revealed rounded testis-like morphology at birth and a

reduced number of oocytes (Vainio et al., 1999).Wnt4 is also required for suppressing

endothelial cell migration: in the absence of Wnt4, testis-like vascular patterns are

established in XX gonads as marked by the formation of the coelomic vessel – a

prominent testis-specific artery positioned under the ventromedial surface of the gonad

(Jeays-Ward et al., 2003).

Fst and Bmp2

Elements of the Wnt4�/� phenotype, including coelomic vessel formation, were also

seen inmice lackingFst, implicatingFst as an effector ofWnt4 action in the ovary (Yao

et al., 2004). Fst is expressed in an XX-specific pattern from 11.5 dpc, increasing at

12.5 dpc in wild-type mice (Yao et al., 2004), but is absent in Wnt4�/� gonads,

indicating that it is genetically downstream of Wnt4. Germ cells in the ovarian cortex

are almost completely lost in bothWnt4- andFst-null gonads before birth, complicating

the partial sex reversal observed at later stages, since it is known that XX germ cells are

required for maintaining ovarian fate (Behringer et al., 1990; Guigon et al., 2005).

Nevertheless,Wnt4 appears to act through Fst to repress endothelial cell migration and

promote germ cell survival (Yao et al., 2004). Bmp2 is another gene expressed

specifically in the XX gonad from 11.5 dpc. At 12.5 dpc, Bmp2 expression is restricted

to the coelomic domain of the ovary (Yao et al., 2004).Bmp2 expression is dependent on

Wnt4, but not Fst, as it is absent in Wnt4�/� gonads but persists in Fst�/�. Bmp2-null

mice die before gonadogenesis (Zhang andBradley, 1996), thus a conditional allelewill

need to be generated for analysis of the ovarian function of this gene.

R-spondin and b-Catenin

Since characterization of the Wnt4-null mice, other members of the Wnt signalling

pathway have been implicated in ovarian development. In particular, R-spondin1

(Rspo1) activates the Wnt signalling pathway in the ovary, complementing the role

of Wnt4. Wnt signalling is modulated through b-Catenin and regulates multiple

processes including cell growth and development. Canonical Wnt signalling involves

binding of a secreted Wnt protein ligand to a receptor complex involving a frizzled

receptor and a co-receptor, lymphoid enhancer-binding factor (Kim et al., 2006a). The

signal from the bound ligand/receptor complex results in activation ofb-Catenin, which
is subsequently translocated into the nucleus to regulate gene expression in cooperation

with the transcription factor T-cell transcription factor (Jho et al., 2002).

Recent findings involving RSPO1 have underscored the importance of Wnt signal-

ling in ovarian development. A point mutation in human RSPO1 was identified to
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underlie a case of familial XX sex reversal.RSPO1was confirmed to be associated with

XX sex reversal in a genetically independent individual harbouring a deletion including

exon 4 of the coding sequence (Parma et al., 2006). An independent study identified a

homozygous point mutation in a splice donor site inRSPO1 that appears to be causative

in an XX individual with both testicular and ovarian gonadal tissue (Tomaselli

et al., 2008). While loss of RSPO1 appears to be sufficient to cause XX sex reversal

in humans, recent generation and characterization of RSPO1 knockout mice indicates

that this is not the only factor required for ovary development in all mammals (Chassot

et al., 2008; Tomizuka et al., 2008).

In mice, XX individuals lacking Rspo1 developed an ectopic coelomic vessel

(Tomizuka et al., 2008; Chassot et al., 2008) and external genitalia were masculinized

(Chassot et al., 2008). Sex-specific duct development was also abnormal with both

W€olffian (male) and M€ullerian (female) ducts persisting in various stages of develop-

ment (Tomizuka et al., 2008; Chassot et al., 2008).Wnt signalling was compromised in

the absence of Rspo1, with the most severe outcome being the presence of both ovarian

and testicular tissue in some XX gonads by 18.5 dpc (Tomizuka et al., 2008; Chassot

et al., 2008). Absence of Rspo1 in the XX gonads led to an increase in germ cell

apoptosis, which may have led to transdifferentiation of Sertoli cells in these models.

Use of a reporter line responsive to b-Catenin-mediated transcriptional activity

indicated that b-Catenin activity is primarily localized to somatic cells in the ovary and

in the W€olffian and M€ullerian ducts in both sexes. No activity was observed in the XY
gonad (Chassot et al., 2008). Levels of reporter activity were greatly reduced, but not

abolished, in gonads lacking Wnt4; yet Rspo1 levels remained unchanged, indicating

that Rspo1 is upstream ofWnt4 (Chassot et al., 2008). Conversely, reporter activity and

Wnt4 expression were lost in XX gonads lacking Rspo1 (Chassot et al., 2008). In the

absence of b-Catenin, Rspo1 levels remain unchanged, but Wnt4 and Fst are down-

regulated, indicating thatb-Catenin acts as amediator betweenRspo1 andWnt4 signals

(Liu et al., 2009; Figure 2.4). Ectopic expression of Sox9 in XX gonads inhibited

expression of the reporter, providing evidence that Sox9 inhibits b-Catenin-mediated

transcription (Chassot et al., 2008).

Rspo1 β-Catenin Fst

Foxl2
Formation and regulation
of primordial follicles

Germ cell survivalWnt4

Supression of endothelial cell
migration, and male development

Female sex determination?

Figure 2.4 Foxl2 and Wnt signalling control sex determination, follicle formation, and germ cell
survival in the ovary. Loss of Foxl2 results in defects in formation and activation of primordial follicles.
Wnt signalling is mediated by Rspo1 andWnt4, which act throughb-Catenin to upregulate Fst, repress
endothelial cell migration, and ensure germ cell survival. Disruption in either pathway leads to loss of
germ cells which causes transdifferentiation of Sertoli cells around birth. However, combined loss of
both pathways leads to primary sex reversal in some cells in the ovary, indicating a role in female sex
determination
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Recent experiments directed at the sex-specific roles ofb-Catenin have demonstrated

that deletion of b-Catenin from the supporting cell lineage is not sufficient to induce

primary female-to-male sex reversal (Liu et al., 2009). It is possible that the expression

ofb-Catenin outside the supporting cell lineagewas able tomaintain ovarian identity in

this case, as stabilization of b-Catenin in the same cell lineage in the testis causes

repression of Sertoli cell identity and activation of the female pathway (Maatouk

et al., 2008).

These studies demonstrate a critical role for Wnt signalling in ovary development

mediated by Wnt4 and Rspo1, through b-Catenin. Activation of the Wnt signalling

pathway in the testis triggers ovarian development, but loss of Wnt signalling in the

mouse ovary is not sufficient to upregulate the testis pathway.

Dax1

Differences in ovarian phenotypes between mouse and human, such as those resulting

from loss of Rspo1, are not without precedent. Regional duplications in the X

chromosome containing nuclear receptor subfamily 0, group B, member 1 (DAX1/

NROB1) cause dosage-sensitive male-to-female sex reversal in humans (Bardoni

et al., 1994; Phelan and McCabe, 2001). However, overexpression of additional copies

ofDax1 inXYmice does not causemale-to-female sex reversal, but only shows delayed

testis development on a wild-type background (Swain et al., 1998).

Dax1 is expressed from early stages in the genital ridge in mouse (Ikeda et al., 1996)

and is maintained in the ovary until 14.5 dpc, at which time expression decreases (Ikeda

et al., 2001). However, Dax1 is not ovary specific; it is also expressed in various cell

types of the testis at different times in mouse (Ikeda et al., 2001), and is maintained at

similar levels in developing testis and ovaries in human embryos (Hanley et al., 2000).

Themolecular mechanism ofDax1 action remains unclear; however, it has been shown

to play roles in both testicular and ovarian development (Bardoni et al., 1994; Swain

et al., 1998; Ludbrook and Harley, 2004). Male-to-female sex reversal was achieved by

crossing the Dax1 overexpressing mouse line with male mice harbouring a ‘weak’ Sry

allele, indicating that this gene can induce female development, and has a conserved

function between mouse and human (Swain et al., 1998). Cross-species analysis has

identified evolution ofmultiplemechanisms of sex determination. Thus roles for central

genes such asDax1 and Rspo1may have different weighting in sex determination even

between mouse and human, which appear to utilize the same molecular pathways.

However, comparative analysis remains a powerful approach for gene discovery, and

was responsible for uncovering another gene critical to human ovarian development

from analysis in the goat.

Foxl2

The characterization of sex reversal conditions in goat and humans led to the

identification of Foxl2 as a candidate ovary-determining gene (Crisponi et al.,

2001; Pailhoux et al., 2001). Mutations in Foxl2 have been shown to underlie
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blepharophimosis, ptosis and epicanthus inversus syndrome (BPES) in human

(Crisponi et al., 2001; De Baere et al., 2001). BPES is characterized by premature

ovarian failure and defects in eyelid formation (BPES [MIM 110100], www.ncbi.

nlm.nih.gov/entrez/dispomim.cgi?id¼110100). In the mouse, Foxl2 is expressed in

XX gonads by 12.5 dpc in mesenchymal pregranulosa cells, and maintained in

granulosa cells of early follicles, but declines at later stages of folliculogenesis

(Loffler, Zarkower and Koopman, 2003; Schmidt et al., 2004). Foxl2�/� mice were

generated and analysed with respect to the presumptive role in ovarian development

(Uda et al., 2004; Schmidt et al., 2004). XX Foxl2-null mice displayed premature

ovarian failure (in this case, follicle depletion) due to defects in granulosa cell

development, which did not complete the squamous-to-cuboidal morphological

transition normally associated with follicle development (Schmidt et al., 2004; Uda

et al., 2004). Despite this, oocyte differentiation was only partially affected, with

levels of oocyte regulators Growth differentiation factor-9 (Gdf9), c-kit, and

Folliculogenesis specific basic helix-loop-helix (Figla) comparable to wild-type

controls (Uda et al., 2004). Insight into the mechanism of ovarian failure was gained

by assessing regulation of follicle activation. During the first three days of postnatal

life there was no significant difference between numbers of primordial follicles/

oocytes in wild-type and mutant embryos. However at eight weeks of postnatal

development, all primary follicles in the Foxl2LacZ homozygous mice were acti-

vated due to ectopic upregulation of Gdf9 in all oocytes, triggering unrestrained

follicle activation. Activated follicles in mutant mice underwent apoptosis due to

the absence of functional granulosa cells, resulting in follicle depletion (Schmidt

et al., 2004), and postnatal transdifferentiation of granulosa cells into Sertoli cells

(Ottolenghi et al., 2005).

Combined loss of Foxl2 and Wnt4

Analysis of Foxl2�/�/Wnt4�/� mice has given some insight into the separate and

cumulative effects of these two factors in regulating ovarian identity. As was predicted,

the ablation of both genes amplified the partial sex reversal observed in single mutants,

and resulted in formation of testicular and ovarian tissue in the Foxl2�/�/Wnt4�/� XX

gonad, which extended to the presence of both male and female germ cells. The timing

of the differentiation of Sertoli cells and male germ cells in these XX gonads has not

been identified, but because male germ cells differentiated, it was assumed that some

transdifferentiation occurred before 16.5 dpc, when all female germ cells have entered

meiosis (Ottolenghi et al., 2007).

Wnt signalling andFoxl2 cooperate to establish andmaintain ovarian development.

Both pathways exhibit anti-testis activity in addition to regulating distinct functions in

ovarian development (Ottolenghi et al., 2007; Kim et al., 2006b; Chassot et al., 2008;

Maatouk et al., 2008). Wnt signalling acts to promote germ cell survival through

Rspo1, Wnt4, and Fst. These factors appear to be active earlier in ovarian develop-

ment, from 11.5 to 13.5 dpc in the mouse. Sex reversal from individual loss of these

factors appears to result from an absence of a feminizing influence exerted by female

germ cells when they are depleted. However, a role for Wnt signalling in regulating
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ovarian sex determination is also likely. Foxl2 is expressed from at least 12.5 dpc, but

it appears to have a direct role in granulosa cell development. Germ cells survive in the

absence of Foxl2; however the primordial follicles formed at birth are morphologi-

cally abnormal. In gonads lackingFoxl2, follicle activation, and the genes that control

it, are dysregulated (Ottolenghi et al., 2005). All follicles are activated and soon

degenerate, again resulting in sex reversal due to loss of germ cells (Ottolenghi

et al., 2005).

Analysis of ovarian development in the absence of both Foxl2 andWnt4 indicates a

primary sex reversal. This model is yet to be fully analysed, but the presence of both

spermatogonia and oocytes suggests that disruptions in both of these pathways is

sufficient to cause primary sex reversal on a cellular level (Ottolenghi et al., 2007).

However in this model, the sex-reversal phenotype was not fully penetrant throughout

the gonad, with some ovarian tissue and oocytes remaining. Future combination of

Rspo1 and Foxl2 deletions in the one mousewill give further insight into the combined

effect of these pathways (Figure 2.4).

2.5.2 Female germ cells are required for correct ovarian development

Both naturally occurring and genetically modified models of germ cell depletion have

highlighted the necessity for female germ cells in the somatic cell differentiation of a

functional ovary. Unlike the situation in the testis, loss of female germ cells results in

varied effects that are dependent on the developmental stage at which germ cell

depletion occurs.

Loss of mitotic oogonia

The loss of resident mitotic oogonia and early meiotic oogonia during early

development does not affect either the formation of ovigerous cords or the correct

differentiation of the interstitium (Merchant-Larios and Centeno, 1981; Merchant,

1975). However, within ovigerous cords, the supporting soma remains characteristic

of pregranulosa cells, and this structure will never break down into follicles but rather

endures for many weeks/months before regressing (Merchant, 1975; Mazaud

et al., 2002; Merchant-Larios and Centeno, 1981). These data suggest that germ

cells are not required for the initial differentiation of the gonad or the formation of

differentiated ovigerous cords, but rather for subsequent follicle histogenesis and

epithelial differentiation into granulosa cells. To date two genes have been impli-

cated in these roles in mitotic oogonia, Figla (Soyal, Amleh and Dean, 2000) and

OG2 homeobox (Og2x/Nobox) (Rajkovic et al., 2004). Disruption of these germ

cell-specific genes results in failure, and a delay of ovigerous cord breakdown,

respectively, and both are accompanied by extensive oocyte death after birth.

Additionally, ablation of Dazl, in which germ cells are lost early during meiosis,

also results in sterile ovigerous cords. Whether these genes function to regulate these

processes, or are simply required to maintain germ cell survival at these times is not

known.
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Loss of meiotic oogonia

Germ cell loss at later developmental stages gives rise to a more severe somatic

phenotype. In the instances where meiotic germ cells are depleted, the pregranulosa

cells can be observed to transdifferentiate into Sertoli-like cells to give rise to

seminiferous-like cords (SLCs) (Charpentier and Magre, 1990; Vigier et al., 1988).

Several models of this ovarian sex reversal have been identified, including mice

overexpressing anti-M€ullerian hormone (Amh) (Lyet et al., 1995; Behringer

et al., 1990), deficiency of Wnt4 (Yao et al., 2004; Vainio et al., 1999) and deficiency

ofRspo1 (Tomizuka et al., 2008). In these situations the SLCs expressAMH, display the

specific junctional complexes of Sertoli cells and express the testis-specific gene Sox9

(Taketo-Hosotani et al., 1985; Taketo et al., 1993; Vigier et al., 1984). Rarely are these

effects observed when germ cells are lost at the mitotic stage (Whitworth, Shaw and

Renfree, 1996) but rather only in models in which germ cells are lost around the time of

follicle formation (Merchant-Larios and Centeno, 1981; Mazaud et al., 2002). This

suggests that granulosa cellsmust be at a certain stage ofmaturation before they acquire

the potential to transdifferentiate, and that this maturation is dependent on oocyte

presence (Guigon and Magre, 2006). Interestingly, it has also been observed that

oogonia possess the ability to inhibit differentiation of seminiferous cords inmale testes

when coculturedwith reassociated testis somatic cells (Yao,DiNapoli andCapel, 2003).

These data suggest that the oocytes are simultaneously antagonistic to the testis

differentiation pathway, whilst also required for attainment of pregranulosa cell

potential for transdifferentiation into Sertoli cells. This phenomenon highlights the

intricate relationship between the germ cells and the somatic cells of the ovary that

changes as development progresses.

Loss of preovulatory follicles

In addition to promoting granulosa cell differentiation and follicle histogenesis, oocytes

are also required at later stages of follicular development. Here the oocytes have been

shown to be responsible for signalling to thecal cells and preventing premature

leutinization of granulosa cells. Surgical removal of oocytes from follicles (oocytect-

omy) has been shown to result in premature differentiation of granulosa cells into luteal

cells (Nekola and Nalbandov, 1971), although no specific factor has been implicated in

this transformation to date. In the same way, Vanderhyden et al. (1992) observed a

decrease of granulosa cell proliferation following oocytectomy. Two growth factors

have been implicated in this oocyte-dependent stimulation: GDNF9 (Elvin et al., 1999;

Dong et al., 1996) and BMP15 (Galloway et al., 2000), where ablation of these genes

results in a similar phenotype to the oocytectomy.

Together these experiments have highlighted the necessity of premeiotic germ cells

for the differentiation of pregranulosa cells into granulosa cells, and ovigerous cord

breakdown after birth. Meiotic germ cells are needed for the attainment of transdiffer-

entiation potential for granulosa cells to formSLCs. And finally, primary follicles direct

both the timing of luteinization of granulosa cells and the recruitment of thecal cells for

preovulatory development.
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2.5.3 Vascularization of the ovary

One of the most striking examples of the divergence of ovarian and testis fates is the

development of sex-specific vasculature. Vascular systems in both organs begin to

develop by proliferation of vasculogenic precursors and endothelial cells in the bipo-

tential gonad (Brennan, Karl andCapel, 2002). Following sex determination, endothelial

cells from the mesonephros are induced to migrate into the testis, and form a major

contribution to the forming vascular system (Brennan, Karl and Capel, 2002). In the

ovary this migration is actively repressed by Wnt signalling, Fst being the most

downstream effector identified (Yao et al., 2004; Tomizuka et al., 2008; Jeays-Ward

et al., 2003; Chassot et al., 2008). Ovarian vasculature develops through rapid prolifera-

tion of pre-existing endothelial cells (Brennan, Karl and Capel, 2002). Early ovarian

vasculature expresses both arterial and venousmarkers (Brennan,Karl andCapel, 2002).

Thevascular networkpermeates the developing ovary and is closely apposed to germcell

clusters, then ovigerous cords (Bullejos, Bowles and Koopman, 2002). Vasculature also

plays a critical role in the cycle of follicle development and is integratedwith the layer of

steroid-producing theca cells surrounding each follicle (Fraser, 2006).

2.5.4 Theca cell development

Theca cells are ovarian endocrine cells that regulate follicle development, ovulation and

pregnancy. They produce androgens that are used as a substrate for the synthesis of

oestrogen by granulosa cells. Theca cells differentiate from fibroblastic cells in the

ovarian mesenchyme in response to signals secreted by developing follicles. The first

theca cells differentiate within a week after birth in mice, thus do not appear to play a

role in embryonic development of the ovary.However, the induction and function of this

cell type plays a critical role in regulating follicle development (Erickson et al., 1985;

Magoffin, 2005).

2.6 Testis development

In stark contrast to the gradual development of the ovary, the testis is promptly and

thoroughly reorganized after sex determination (Figure 2.5). Within a 48 hour period in

the mouse, or 4–5 weeks in humans (Ostrer et al., 2007), the testis undergoes cell

proliferation, differentiation, vascularization, and structural reorganization to form a

functioning embryonic organ (Brennan andCapel, 2004). During this process the testis is

divided into two structural compartments: the testis cords and the interstitium. The testis

cords are tubule-like structures that grow to occupy themajority of the gonad, containing

Sertoli cells which support the germ cell lineage and form the basis of the reproductive

function of the testis. Cords are surrounded by peritubular myoid cells that cooperate

with Sertoli cells to produce a basement membrane around the cords (Skinner, Tung and

Fritz, 1985). The interstitium surrounding the testis cords is home to the steroidogenic

cells of the testis. The production and export of hormones such as testosterone serves to

masculinize the embryo and regulate development of secondary sex structures, including

male genitalia, to establish themale phenotype.Disruptions in testis development lead to
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a spectrum of human conditions from hypospadias and malformed gonads to female

development of a genetically male individual (sex reversal). Most of these disorders are

accompanied by infertility. We will explore what is known of the regulation of testis

development, focusing on the differentiation of key cell lineages and downstream

cellular events involved in establishing testis structure.

2.6.1 Sertoli cell differentiation

Sertoli cell differentiation is the single most important event in testis development, as

Sertoli cells trigger testis development. Sertoli cells differentiate from the somatic cell

lineage in response to expression of Sry. Sry expression is tightly regulated in a spatial

and temporal manner, whereby awave of expression is initiated at 10.5 dpc in the centre

of themouse gonad, peaking at 11.5 dpc throughout the gonad, and ending at 12.5 dpc in

the rostral, then the caudal pole (Bullejos and Koopman, 2001; Jeske et al., 1995;

Wilhelm et al., 2005). Technically, expression of Sry defines pre-Sertoli cells, which

then differentiate into Sertoli cells with the upregulation of Sox9 and the formation of

testis cords (Sekido et al., 2004; Wilhelm et al., 2005).

Sertoli cell recruitment

The upregulation of Sox9 is intrinsically linked to the SRYprotein, but the details of this

interaction remained elusive until recently. In vivo characterization of the Sox9

Gonad Mesonephros

Coelomic vessel Testis cord

Vasculature
Sertoli cell
Germ cell
Peritubular myoid cell

Leydig cell

Interstitium

Interstitium

11.5 dpc

12.5 dpc

Age Morphology Event

w Sex determination

w Testis cord formation 
w Testis vascular development

w Leydig cell development

Figure 2.5 Testis development in the mouse. Following sex determination, the XY gonad is rapidly
organized into a structured embryonic organ with functional testis cords and interstitial compart-
ments serviced by a prominent vascular system. Cords are composed of a core of germ cells, surrounded
by Sertoli cells, which are encased by peritubular myoid cells. External to the cords is the interstitium,
which contains steroid-producing Leydig cells and a testis-specific vascular system
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promoter identified a 1.4 kb testis-specific enhancer containing multiple binding sites

for SRY and another transcription factor, steroidogenic factor 1 (SF1) (Sekido and

Lovell-Badge, 2008). These sites act synergistically to regulate the expression of Sox9,

resolving a long-standing question by demonstrating that SRY can directly activate

expression of Sox9 (Sekido and Lovell-Badge, 2008).

In addition to direct genetic activation, somatic cells can be recruited to Sertoli cell

fate by paracrine signalling. This was alluded to in XX–XY gonadal chimera

experiments where approximately 10% of Sertoli cells were found to be XX in

origin (Palmer and Burgoyne, 1991a). This finding demonstrated that the requirement

for a Y chromosome (and therefore Sry expression), was not absolute for differentia-

tion of Sertoli cells (Palmer and Burgoyne, 1991a). Non-cell autonomous induction of

Sertoli cell fate has since been shown to involve both prostaglandin and fibroblast

growth factor signalling (Kim et al., 2006b; Wilhelm et al., 2005; Wilhelm

et al., 2007). A threshold number of Sertoli cells are required to complete testis

development. Reduction in the numbers of Sry-expressing cells, or a delay in Sry

expression, can lead to defective testis development and result in sex reversal

(Albrecht et al., 2003; Bullejos and Koopman, 2005; Palmer and Burgoyne,

1991a; Schmahl et al., 2003).

2.6.2 Cellular events downstream of sertoli cell differentiation

Cell proliferation

Following Sry expression, the male gonad undergoes rapid growth to soon outsize a

female gonad of comparable age (Hunt and Mittwoch, 1987; Mittwoch, Delhanty and

Beck, 1969; Mittwoch and Mahadevaiah, 1980). This growth was characterized using

50-bromo-20-deoxyuridine incorporation to label dividing cells in the genital ridge

(Schmahl et al., 2000). The size increase correlated to an increase in somatic cell

proliferation in XYand not XX gonads. Proliferation was observed to contribute to two

subpopulations of cells. Proliferation up to 11.5 dpc was detected at the coelomic

epithelium of the XY gonad in SF1-positive cells that subsequently contribute to Sertoli

and interstitial cell types (Karl and Capel, 1998). From 11.75 dpc, proliferation

continued at and near the coelomic epithelium in the XY gonad; however the

proliferating cells were SF1 negative, giving rise to endothelial and interstitial cell

types. Proliferation in XX gonads at comparable stages occurred at much lower levels.

At 12.5 dpc, proliferating cells were observed throughout gonads of both sexes, though

by this time XY gonads were twice the size of an XX gonad. Male-like proliferation is

observed in XX gonads transgenic for Sry, indicating that this process is reliant on Sry

expression (Schmahl et al., 2000).

As may be expected, growth factors have a significant role in promoting prolifera-

tion in the early gonad. Insulin signalling and Fgf9 are required for Sertoli cell

proliferation, their absence resulting in XY sex reversal (Colvin et al., 2001; Nef

et al., 2003). Platelet-derived growth factor receptor a (Pdgfra) also contributes to

proliferation, as evidenced by reduced levels in mice deficient for this receptor

(Brennan et al., 2003). Cell proliferation appears to influence testis development
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through expansion of the pre-Sertoli cell lineage. As threshold levels of pre-Sertoli

and Sertoli cells are required to initiate testis formation, defects in cell proliferation

can restrict the number of cells available to meet this threshold.

Cell migration

Early testis culture experiments demonstrated that normal testis development relied on

cell migration from the mesonephros. Testis explants cultured without the mesoneph-

ros, or with themesonephros separated from the testis by a permeablemembrane, failed

to form testis cords (Buehr, Gu and McLaren, 1993a; Merchant-Larios, Moreno-

Mendoza and Buehr, 1993; Tilmann and Capel, 1999). Importantly, although cell

migration from the mesonephros is required for testis cord formation, absence of

migration does not hinder Sertoli or Leydig cell development (Merchant-Larios,

Moreno-Mendoza and Buehr, 1993). Early lineage-tracing experiments reported the

presence of multiple cell types in the migrating population (Buehr, Gu and

McLaren, 1993a; Merchant-Larios, Moreno-Mendoza and Buehr, 1993; Martineau

et al., 1997; Nishino et al., 2001). However, recent analysis has clarified that the

migrating population is almost exclusively composed of endothelial cells (Cool

et al., 2008; Combes et al., 2009).

Formation of testis vasculature

While initial vasculature of XX and XY genital ridges appears the same, by 12.5 dpc,

sexual dimorphism in gonadal vasculature is clearly evident (Byskov, 1986; Nagamine

and Carlisle, 1996; Pelliniemi, 1975). The most prominent feature of this system is the

coelomic vessel (Brennan, Karl and Capel, 2002). The formation of XY-specific

vasculature occurs via cell migration and is concurrent with testis cord development

(Brennan, Karl and Capel, 2002; Coveney et al., 2008).

Studies of knockout mice have revealed dependence of testis-specific vascular

formation on Fgf9 and Pdgfra. Mice deficient in these genes exhibit disrupted vascular

formation in the testis due to defects in cell proliferation, endothelial cellmigration, and

organization (Brennan et al., 2003; Colvin et al., 2001). Conversely, formation of the

coelomic vessel is observed in XX gonads of mice deficient for Rspo1,Wnt4, and Fst,

though this vessel does not branch into the gonad as in XY conditions (Chassot

et al., 2008; Jeays-Ward et al., 2003; Tomizuka et al., 2008;Yao et al., 2004). Therefore,

vascularization by cell migration is promoted in an XYenvironment and repressed by

Wnt4 expression in XX gonads.

Formation of testis cords

Cord formation is the final stage in development for the embryonic testis. Previous

events of Sertoli cell differentiation, cell proliferation and vascular development

converge in the formation of the testis cords. Cords divide the testis into two functional
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compartments to enable the dual functions of hormone production in the interstitium,

and sperm maturation and export from the cords.

Cord formation is initiated as Sry-expressing pre-Sertoli cells differentiate into

Sox9-expressing Sertoli cells. By 11 dpc, pre-Sertoli cells are defined along the

length of the gonad (Wilhelm et al., 2005) and appear to be evenly distributed

amongst germ cells and other cell types in the interstitium (Combes et al., 2009). As

they mature, pre-Sertoli cells increase production of extracellular matrix proteins.

The production of cytokeratins marks the beginning of pre-Sertoli cell differentia-

tion to an epithelized phenotype of a mature Sertoli cell (Frojdman et al., 1992).

Sertoli cells become polarized through secretion of extracellular matrix proteins

towards one side of the cell (Frojdman et al., 1992). Testis cord formation is

marked by an increase in extracellular matrix proteins surrounding the cords. These

include: collagen type II (Paranko, 1987), IV and V, laminin, fibronectin, heparin

sulfate proteoglycan (Pelliniemi et al., 1984), cytokeratin and vimentin (Frojdman

et al., 1989; Paranko, 1987).

On a cellular level, cord formation occurs through Sertoli cell self-association and

intercellular interactions. Sertoli cells have the capacity to self-associate (Hadley

et al., 1985), but this capacity alone does not lead to cord formation as testis cords

do not assemble when deprived of input from migrating cells from the mesonephros

(Buehr,Gu andMcLaren, 1993a;Merchant-Larios,Moreno-Mendoza andBuehr, 1993;

Tilmann and Capel, 1999). Migrating endothelial cells are required to partition the field

of Sertoli and germ cells into testis cords as they traverse the gonad (Combes

et al., 2009). Other cell types involved in cord formation include the germ cells and

peritubular myoid cells. Germ cells form the core of testis cords but are not required for

cord formation (Buehr, Gu and McLaren, 1993a). On the other hand, disruptions in

peritubular myoid differentiation are correlated with defects in cord development

(Brennan et al., 2003; Yao and Capel, 2002).

2.6.3 Leydig cell development

Foetal Leydig cells differentiate from the steroidogenic lineage in the interstitium

from 12.5 dpc. Leydig cells produce and export testosterone, which controls devel-

opment of the male reproductive tract and exerts long-range effects on embryonic

organs and tissue such as the brain and developing muscles. Leydig cell development

is induced from a pool of progenitor cells in a process regulated by Notch signalling

(Tang et al., 2008). To date, two signalling molecules produced by Sertoli cells have

been implicated in regulating Leydig cell differentiation: desert hedgehog (DHH) and

platelet-derived growth factor A (PDGFA). mRNA for the Dhh gene is expressed by

Sertoli cells, with the receptor Patched1 expressed in the cytoplasm of peritubular

myoid cells, in a speckled pattern in what is thought to be Leydig cells, and in

endothelial cells (Bitgood, Shen and Mcmahon, 1996; Clark, Garland and Russell,

2000; Pierucci-Alves, Clark and Russell, 2001). Defects in Leydig cell development

were reported in Dhh�/� mice (Clark, Garland and Russell, 2000), which have been

mimicked by use of broad hedgehog signalling inhibitors in ex vivo organ culture (Yao

and Capel, 2002). In these models, Leydig cell development was greatly reduced
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compared to controls. In gonads lacking Pdgfra, cell proliferation, migration and

Leydig cell development are negatively affected (Brennan et al., 2003). Similar to the

phenotype observed in Dhh�/� mice, Pdgfra�/� gonads exhibit reduced numbers of

Leydig cells compared to wild-type or heterozygous states. This reduction in Leydig

cell number is thought to be independent of the cell proliferation phenotype, thus

implicating PDGF signalling in the specification of Leydig cells (Brennan

et al., 2003).

2.7 Germ cells to oocytes and sperm

As discussed, the gonadal primordium is unique in that it has the potential to form two

completely different organs. Genetic cues direct differentiation as an ovary or a testis

that then produces molecular cues to direct the fate of the germ cells. The gametes

differentiate into oocytes or spermatozoa as directed by their somatic environment,

regardless of their genetic sex (XX or XY). That is, XX germ cells have been observed

differentiating into pro-spermatogonia when in a testis, and XY germ cells will develop

as oocytes when in an ovary (Ford et al., 1975; Palmer andBurgoyne, 1991b). The germ

cells possess this bipotentiality until 12.5 dpc, when their developmental fate becomes

fixed (McLaren and Southee, 1997). In this way, germ cells are not only completely

dependent on the somatic cell environment for growth and survival, but also for their

differentiation into functional gametes.

The first apparent signs that a germ cell has begun differentiation down the female or

male pathway are changes in its cell cycle status. In female gonads, germ cell entry into

meiosis prophase I at 13.5 dpc signifies commitment to the female pathway (Adams and

McLaren, 2002). In the testis, male germ cells begin entry into mitotic arrest, denoting

commitment to themale pathway, which is coordinated with their enclosure in the testis

cords by 12.5 dpc (Hilscher et al., 1974). As discussed below, these decisions are the

starting points for the two different cascades of differentiation that male and female

germ cells will undertake. Due to this divergence, themajority ofmale and female germ

cell development will be dealt with separately, however as both apoptosis and meiosis

are inevitable for male and female germ cells alike, the timing and mechanics of these

processes are discussed below.

2.7.1 Apoptosis: maintaining the integrity of the germline

Timing of apoptosis

Extensive germ cell apoptosis is an event that takes place in both the ovary and the

testis. During the transition into meiosis and eventual follicle development, up to

70% of the germ cells are lost due to apoptosis (Pepling and Spradling, 2001;

McClellan, Gosden and Taketo, 2003). This cell death occurs both prenatally and

postnatally in the ovary. During gonadogenesis, a population of mitotic oogonia and

early meiotic oocytes can be observed undergoing programmed cell death at 13.5 dpc

and 15.5–17.5 dpc, respectively (Coucouvanis et al., 1993). The second and larger
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round of apoptosis is then observed during follicle formation by the third week of life

(Rajah, Glaser and Hirshfield, 1992; Mazaud et al., 2002). Similarly, in the male,

spermatogonia undergo apoptosis in the foetal gonad between 13.5 and 17.5 dpc in

addition to a second wave of apoptosis that occurs around the time of birth in the

postnatal testis. As a consequence of this second round of apoptosis, only 25% of the

expected numbers of preleptotene spermatocytes are produced from the spermato-

gonial stem cell.

Reasons for apoptosis

Despite the consequences, little is understood about this programmed cell death,

although several theories have been proposed. Initially this process was thought to

result randomly from nutritional and environmental factors (Pepling, 2006). How-

ever, most widely accepted now is the notion that any defect in the nuclear or

mitochondrial genomes will target a germ cell for elimination (Morita et al., 1999;

Baker, 1972), to ensure high genomic integrity of all remaining germ cells that will

potentially give rise to offspring (Bristol-Gould et al., 2006). Additionally, germ cell

loss could contribute to ensuring the appropriate ratio of germ cells to supporting

cells required for functional oocytes and spermatozoa in the postnatal ovary (Mazaud

et al., 2005; Ohno and Smith, 1964) and testis (Sharpe, Millar and Mckinnell, 1993).

Furthermore, a role for dying oocytes in transferring mitochondria and endoplasmic

reticulum to living oocytes via intercellular bridges has been proposed (Pepling and

Spradling, 2001).

Bcl2 family and germ cell apoptosis

Although the reasons behind germ cell apoptosis remain largely speculative, the

cellular mechanisms driving this programmed cell death are now being identified. To

date, the B-cell lymphoma/leukaemia-2 (Bcl2) family has been implicated in this

process (Rucker et al., 2000). Disruption of antiapoptotic Bcl2-like 1 (Bcl-x) was

shown to result in complete male sterility and reduced oocyte numbers by 15.5 dpc,

which could be rescued with simultaneous deletion of the proapoptotic gene Bcl2-

associated X protein (Bax), suggesting that gonocyte survival is controlled by a

balance of these twoBcl2 familymembers (Rucker et al., 2000). Deletion of bax alone

leads to increased oocyte numbers by adulthood, although only a small number of

these follicles can be fertilized due to other defects in reproductive requirements not

identified (Perez et al., 1999). Another Bcl2 family member, the antiapoptotic gene

Bcl2, has been observed to result in fewer oocytes when deleted (Ratts et al., 1995),

and overexpression was seen to increase oocyte numbers by 8 dpp (days post partum),

although oocyte populations returned to control numbers by adulthood (Flaws

et al., 2001).

Caspase 2 (CASP2), a protease involved in bax activation in other cell types (Cao,

Bennett and May, 2008), has also been implicated in germ cell apoptosis. Deletion

of this gene resulted in increased numbers of primordial follicles, a phenotype
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comparable to those of bax deletion (Bergeron et al., 1998; Perez et al., 1999) and

Bcl2 overexpression (Flaws et al., 2001). Inhibitors to caspase action have also

recently been shown to slow down oocyte death in culture (De Felici, Lobascio and

Klinger, 2008).

p53 Family and Germ Cell Apoptosis

Tumour protein p63 (p63), a member of the p53 family of tumour suppressors, has also

been implicated in regulation of apoptosis inXX andXY foetal germ cells. Six isoforms

of p63 exist (TA-alpha/beta/gamma and DeltaN-alpha/beta/gamma) which signal

through the tumour protein p53 (p53)-mediated apoptotic pathway. Expression of

TAp63 has been detected in germ cells of the adult ovary and testis (Kurita et al., 2005),

where it is believed to monitor DNA integrity during the prolonged period of meiotic

arrest (Suh et al., 2006). This is consistent with experiments showing p63-mediated

apoptosis induced by ionizing radiation (Livera et al., 2008; Suh et al., 2006). p63-null

females are fertile, and primordial follicles develop normally (Kurita et al., 2005),

however male mutants display increased germ cell numbers in the postnatal testis

(Petre-Lazar et al., 2007).

These studies have succeeded in identifying several factors required for normal

gonocyte survival mechanisms using genetic manipulation in animal models. It is

important to note, however, that in none of these cases was germ cell depletion

completely penetrant, but rather a small population of oocytes/spermatozoa always

persists. Importantly, and not surprisingly, this survival suggests that the ovary and testis

utilize numerous levels of cell cycle control such that the absence or overabundance of

one particular factor will not affect the entire population of gametes.

2.7.2 Meiosis – the fate of a germ cell

The mechanics of meiosis

Put simply, meiosis is the process where one diploid germ cell undergoes one round of

DNA duplication followed by two cell divisions to create four haploid cells. This

process is separated into the two phases of cell division termedmeiosis I and meiosis II,

the first with, and the second without, DNA duplication. Each phase can be broken into

further stages (prophase, metaphase, anaphase, and telophase) that share many simi-

larities with mitotic cell division.

Meiotic prophase I is divided further into subphases: sister chromatids condense

whilst joined tightly to one another (leptotene). Condensed sister chromatid pairs

align with homologous chromatid pairs at the synaptonemal complex (zygotene). This

allows for ‘chiasmata’, in which homologous chromosomes crossover to exchange

analogous fragments of DNA and facilitate genetic diversity (pachytene). The

synaptonemal complex degrades such that sister chromatids separate slightly from

each other and allow some transcription of DNA (diplotene). Lastly, the nuclear

envelope disperses and themitotic spindle is formed (diakinesis). Duringmetaphase I,
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the homologous chromosome pairs align on the metaphase plate attached to micro-

tubules that join them to the centromeres at opposite sides of the cell. Anaphase I sees

homologous sister chromatid pairs move toward opposite poles. At each pole the

microtubules disintegrate and a new nuclear envelope encompasses the chromosomes

(telophase I) before cytokinesis (division of the cytoplasm) occurs to yield two

daughter cells. Meiosis II is the final round of cell division required to achieve haploid

gametes, which follows similarly to mitotic division, with the significant absence of

DNA duplication.

As mentioned, there are both timing and biological differences between male and

female germ cell meiosis (see Figure 2.6). In males this is a continual process occurring

as described above, with four haploid spermatozoa produced from each gonocyte.

Conversely, in the ovary, one germ cell gives rise to only one oocyte following meiosis

(Peters, 1969). This is achieved as the second nucleus of eachmeiotic division is lost as a

polar body before cytokinesis occurs. Consequently, following fertilization, one oocyte

is present with two polar bodies.

Figure 2.6 Schematic ofmeiosis. In the ovary, oogonia enter the first stages of meiosis I and begin
to arrest in diplotene of prophase I by 17.5 dpc. Following follicle growth, meiosis I is completed
with the exclusion of a polar body, and meiosis II is undertaken before arresting in metaphase II.
The final stages of meiosis are not completed until fertilization, where the second polar body will be
formed. In the testis, spermatogonia proliferate mitotically until 12.5 dpc, when they begin entry
into G1/G0 arrest. This is maintained until several days after birth; mitosis is resumed at
approximately 5–10 dpp, when they migrate to the basement membrane and become self-renewing
spermatogonial stem cells. Following puberty, another round of mitosis yields primary spermato-
cytes that progress completely through meiosis I and II to produce four haploid spermatids. These
cells must then undergo further maturational changes as they progress through to ejaculation and
eventual fertilization. A full colour version of this figure appears in the colour plate section.
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Markers of meiosis

Due to the unique nature of meiosis, there are several gene and protein markers useful

for identifying various stages of this process. Stimulated by retinoic acid, gene 8

(STRA8) is required for premeiotic DNA replication and subsequent entry into meiosis

prophase I (Oulad-Abdelghani et al., 1996; Menke, Koubova and Page, 2003; Baltus

et al., 2006). SYCP3 is a structural protein involved in axial core formation during

leptotene, the first phase of meiosis (Dobson et al., 1994; Klink, Lee and Cooke, 1997;

Heyting et al., 1988). Dosage suppressor of MCK1 homologue (DMC1/DMC1H) is

believed to participate in chromosomal recombination and synapsis during zygotene

(Chuma and Nakatsuji, 2001; Sato et al., 1995; Yoshida et al., 1998; Pittman

et al., 1998). Whilst STRA8 can be used as an indicator of a cell preparing for entry

into meiosis, both SYCP3 and DMC1 are believed to be true indicators of a cell

undergoing meiosis. The robustness of these markers at the gene-expression level,

however, is questionable (Novak et al., 2006).

The timing of meiosis in the ovary

The time taken to complete meiosis for female oogonia extends over many months/

years in mice, and decades in humans. Following gonadal sex differentiation,

oogonia express Stra8 in preparation for entry into meiosis at 12.5 dpc, (Menke,

Koubova and Page, 2003). They are now referred to as oocytes (McLaren, 2000) and

are clustered within ovigerous cords (Konishi et al., 1986). Most oogonia will have

entered meiosis by 15.5 dpc (Borum, 1961), although a small oogonia population has

been observed undertaking this process postnatally (Hirshfield, 1992; Bristol-Gould

et al., 2006). Consistent with these reports of nonsynchronous meiosis entry, several

studies have shown meiosis to proceed in an anterior to posterior wave (Bullejos and

Koopman, 2004; Yao, DiNapoli and Capel, 2003; Menke, Koubova and Page, 2003)

in response to signal(s) emanating in the same direction (to be discussed later).

Oocytes progress through meiosis I until they enter the diplotene stage that occurs

from 17.5 dpc to 5 dpp (Speed, 1982; Borum, 1961). Oocytes then remain arrested in

diplotenewhile the ovigerous cords break down, so that flattened granulosa cells, also

delineated by a basement membrane, enclose each meiotic oocyte as a primordial

follicle. As the follicle begins to grow, the surrounding granulosa cells proliferate,

and the follicle passes through primary, preantral and antral stages before resuming

meiosis, to arrest again in metaphase II as a preovulatory follicle (Gougeon, 1996;

Pedersen and Peters, 1968). Following ovulation, the theca and granulosa cells

differentiate into luteal cells, and the final steps of meiosis are completed at

fertilization.

The timing of meiosis in the testis

Spermatogenesis is undertaken in the postpubertal testis, with the noticeable absence

of the long time delays duringmeiosis in the ovary. Following sex determination, male
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germ cells begin to arrest in G1/G0 of the mitotic cell cycle from 12.5 dpc onwards.

This arrest is completed by approximately 14.5 dpc (Western et al., 2008), and is

maintained until 5–10 dpp, when male germ cells re-enter the cell cycle and undergo

further rounds of mitosis. During this time, the germ cells, now referred to as pro-

spermatogonia, migrate to the basement membrane of the seminiferous tubule and

differentiate into spermatogonial stem cells (Setchell and Main, 1978). Following

puberty, they again divide mitotically to produce two diploid cells, one of which

remains as a stem cell to generate further spermatocytes, and the other a daughter cell

that differentiates into spermatozoa. To achieve this, the daughter cell undergoes one

further mitotic division to give rise to two primary spermatocytes. Meiosis I is then

initiated to yield secondary spermatocytes, which undergo meiosis II to produce four

early spermatids (see Figure 2.6). The final phase of spermatogenesis, termed

spermiogenesis, involves extensive morphological modifications. These include the

condensation of the nuclearmaterial, and extensive cytoplasmic remodelling inwhich

the round spermatid becomes elongated, comprising a tail/flagellum (for forward

movement), midpiece (to house mitochondria) and a head (comprising the acrosome,

nucleus, cytoskeletal structures and cytoplasm) (Eddy and O’Brien, 1994). As these

elongated cells near the lumen, the supporting Sertoli cells strip them of excess

cytoplasm to produce highly differentiated cells known as spermatozoa. This entire

process from spermatogonial stem cell proliferation to spermatozoa takes approxi-

mately 35 days in the mouse (Cooke and Saunders, 2002) and 64 days in the human

(Heller and Clermont, 1963).

2.7.3 Signals for germ cell sex

As twodifferent cell states (meiosis orG1/G0 arrest) areviewed as the first indicators for

germ cell sex differentiation, for almost 30 years researchers have tried to identify factor

(s) (somatic or intrinsic to the germ cells) that are required to initiate these states in the

female and male germ cells respectively. Two theories have dominated this field, one

proposing that meiosis is cell-autonomously regulated, and the other proposing somatic

cell induction of this event. Recently a factor originating from the mesonephros has

been implicated in meiosis induction, and will be discussed with regard to the two long-

standing theories.

Cell-autonomous theory of meiosis induction and G1/G0 arrest

In 1981, AnneMcLaren proposed that both XX and XY germ cells are preprogrammed

to entermeiosis at 13.5 dpc, as observed in the female gonad. This responsewas thought

to require no external factor, and entry intomitotic arrest in the testis would be the result

of a diffusible factor originating from the soma to inhibit this ‘default’ pathway

(McLaren, 1981). This theory places significant emphasis on the gonadal environment

in determining germ cell fate, and is supported by several studies.

In 1983, Zamboni and Upadhyay discovered that germ cells migrating erroneously

to ectopic locations such as the adrenal gland proceeded to enter meiosis in parallel
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with female germ cells in the XX ovary, regardless of chromosomal sex. Here they are

seen to form growing oocytes rather than arresting at the diplotene stage (Zamboni

and Upadhyay, 1983; Upadhyay and Zamboni, 1982). Additionally, of those germ

cells that migrated to the intervening mesonephric region in male gonads (as opposed

to the gonad or adrenal gland), some entered meiosis and some mitotic arrest

(McLaren, 1984). This indicated that a mitosis-arresting factor must be secreted

from the testis to prevent nearby germ cells from entering meiosis (McLaren and

Buehr, 1990). In addition to ectopic locations, both XX and XY germ cells will enter

meiosis in various cultured environments, such as reaggregated lung cells (McLaren

and Southee, 1997). McLaren and many others have interpreted these studies as

indicating that meiosis is the default, cell-autonomous behaviour for male and female

germ cells alike.

Several groups have demonstrated that a mitosis-arresting factor is required within

the XY gonad for entry into mitotic arrest. Male germ cells in the testis appear to

prepare for meiosis by entering the premeiotic stage, exhibiting an upregulation of

meiotic genes Sycp3 and Dmc1 weakly (Chuma and Nakatsuji, 2001; Nakatsuji and

Chuma, 2001). By 12.5 dpc, however, presumably in response to a male-specific

gonadal factor, the meiotic genes are downregulated and the germ cells arrest in

G1/G0. McLaren and Southee (1997) demonstrated that germ cells could be rescued

from this signal if removed from the genital ridges at 11.5 dpc, and would subse-

quently develop as oocytes in cultured lung aggregates. In contrast, germ cells

isolated from the XY gonad at 12.5 dpc are irreversibly committed to the male

differentiation pathway (McLaren and Southee, 1997). These studies provide con-

vincing evidence for the presence of a mitosis-arresting factor within the male gonad,

functioning at the precise time to drive germ cells down a male differentiation

pathway. Several candidates have been proposed, including transmembrane

protein 184A (Tmem184a/Sdmg1) (Best et al., 2008), prostaglandin D2 (Adams

and McLaren, 2002), testis-specific b-defensin-like gene (Tdl) (Yamamoto and

Matsui, 2002) and AMH (Vigier et al., 1987); however these have not been

convincingly shown to be involved in this process.

Somatic cell theory of meiosis induction and G1/G0 arrest

In 1985, Anne Grete Byskov proposed that germ cell entry into meiosis is induced by a

diffusible factor secreted from the somatic cells that is present in both sexes, rather than

being the default pathway for XX and XY germ cells. This putative factor has been

termed a meiosis-activating substance. In the male gonad, this factor would be opposed

by a meiosis-inhibiting factor to retain the cells in mitotic arrest until after birth.

Alternatively, the meiosis-activating factor may be specific to the ovary during

embryonic development, and only present in the testis after birth when entry into

meiosis is triggered (Byskov, 1985).

Byskovand colleagues presented several lines of evidence for the presence of such a

factor. Firstly, primitive ovaries were shown to be capable of inducing meiosis in

undifferentiated male germ cells. Both whole ovary/testis cocultures and culture

medium from ovaries were used, revealing that the induction of meiosis in male germ
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cells was dependent on both distance and dosage of ovarian cells (Byskov et al., 1993;

Byskov, 1978; Byskov and Saxen, 1976). In addition, a study on YDOM/POS sex-

reversed mice containing ovotestes revealed meiotic germ cells within the testis cords

bordering the ovarian regions (Nagamine et al., 1987). Similarly, in XX sex-reversed

mice, meiotic germ cells were observed in the cranial portion of the gonads

(McLaren, 1981). Byskov and colleagues have interpreted these observations as

suggesting that the meiosis-activating substance is an ovarian-specific, diffusible

factor.

More recent studies have also highlighted the involvement of the rete system and

mesonephros in the timing of meiosis induction. Byskov and Hoyer (1994) initially

identified the population of germ cells closest to the entry point of the rete ovarii into

the gonad as the first to undergomeiosis. These oocytes are also the first to arrest in the

diplotene stage and become enclosed in follicles (Byskov and Hoyer, 1994). This

phenomenon has now been fully characterized as the ‘rostrocaudal wave’ of meiosis

entry (Bullejos and Koopman, 2004; Yao, DiNapoli and Capel, 2003; Menke,

Koubova and Page, 2003). Using both pluripotency and meiotic markers, meiosis

entry was seen to begin at the cranial pole at 12.5 dpc and proceed through to the

caudal pole of the ovary by 14.5–15.5 dpc. Expression of the pluripotency marker

Oct4 was seen to become downregulated concomitantly with the upregulation of

meiosis markers Stra8; SYN/COR; H2A histone family, member X (H2AX); Dmc1

and Sycp3 in the rostrocaudal wave. This distinct pattern of meiotic entry further

supports the existence of a diffusible substance originating from the somatic cells of

the rete ovarii, inducingmeiosis as it invades the length of the gonad (Menke,Koubova

and Page, 2003; Bullejos and Koopman, 2004). Recently, retinoic acid (RA) has been

identified as originating from both male and female mesonephroi in this way, but is

degraded in the testis.

Retinoid signalling and meiosis

The RA-specific enzyme cytochrome P450, family 26, subfamily B, polypeptide 1

(CYP26B1) was first implicated in sex determination through several expression

screens (Menke and Page, 2002; Bowles, Bullejos and Koopman, 2000). The Cyp26b1

expression pattern was further characterized as displaying specific expression within

the Sertoli cells from 12.5 dpc, with maximum levels reached by 13.5 dpc (Menke and

Page, 2002; Bowles, Bullejos and Koopman, 2000). This finding suggested that RA

might play a role in gonad development.

RA metabolism is a fundamental process involved in many aspects of embryo

development (Reijntjes et al., 2005). Synthesized by retinaldehyde dehydrogenases

such as ALDH1A1, ALDH1A2 and ALDH1A3, and degraded by the enzymes

CYP26B1, CYP26B2 and CYP26B3 (Niederreither et al., 2002), RA levels are finely

controlled in such environments (Reijntjes et al., 2005; McCaffery et al., 1999). RA

signals through two families of nuclear receptors: retinoic acid receptors (RARs) and

retinoidX receptors (RXRs) tomodulate target gene transcription throughRA response

elements (RAREs).
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The presence of RA in bothmale and female gonadswas examined using a transgenic

retinoic acid response element (RARE)-LacZ reporter line that revealed the mesone-

phroi of both sexes as rich sources of RA, concurrent with the expression of the

gene encoding the major RA-synthesizing enzyme, Aldh1a2 (Bowles, Bullejos and

Koopman, 2000). Itwas subsequently proposed thatRA is required in the ovary for germ

cell entry into meiosis and is degraded in the testis by CYP26B1. To investigate this

hypothesis, male genital ridges were cultured with exogenous RA, upon which

upregulation of the meiosis-related genes Sycp3,Dmc1 and Stra8, and downregulation

of the pluripotency marker Oct4 was evident (Bowles, Bullejos and Koopman, 2000;

Koubova et al., 2006). Conversely, on treatment of female genital ridges in culture with

the RA receptor agonist AGN193109, the meiotic-specific genes became downregu-

lated in accordance with the sustained expression of Oct4 (Bowles, Bullejos and

Koopman, 2000; Koubova et al., 2006).

CYP26B1 was also investigated for its role in preventing meiosis in male germ

cells. Culture experiments designed to antagonize CYP26B1 expression using both

broad and specific cytochrome P450 inhibitors also showed upregulation of Sycp3,

Dmc1 and Stra8 (Bowles, Bullejos and Koopman, 2000; Koubova et al., 2006).

Coculture with the CYP26B1 inhibitors and RAR panantagonists revealed no entry

into meiosis, suggesting that CYP26B1 functions to degrade RA that would normally

signal through RARs (Koubova et al., 2006). These observations were supported by

the analysis of the Cyp26b1�/� animal model, which revealed an increase of RA

expression that was concurrent with entry of male germ cells intomeiosis by 13.5 dpc,

as detected by expression of SYCP3 and Stra8 (McLean, Girvan and Munro, 2007;

Bowles, Bullejos and Koopman, 2000). By 16.5 dpc, XY germ cells had progressed

through to pachytene and this change was accompanied by a severe increase in

apoptosis from 13.5 dpc onwards, such that neonates were essentially sterile, with no

effect on somatic cell development of the testis or ovary. Additionally, meiosis was

seen to progress earlier in the XX gonad, suggesting that CYP26B1 also functions in

the ovary to prevent premature meiosis entry (Bowles, Bullejos and Koopman, 2000).

The effects observed in the Cyp26b1�/� mutant were shown to be a result of RA

overproduction rather than lack of CYP26B1-generated metabolites of RA, as a

synthetic form of RA was also shown to induce meiosis (McLean, Girvan and

Munro, 2007).

Collectively, these results provide evidence for the somatic cell induction of meiosis

by RA in female germ cells. Now that this function has been recognized, the well-

established theory of autonomous meiosis entry can be viewed in a different light.

Indeed, the extensive production of RA throughout the developing embryo explains

earlier observations of germ cells entering meiosis in extragonadal environments

(McLaren and Southee, 1997; Zamboni and Upadhyay, 1983) and provides further

support for RA-inducedmeiosis. Disaggregation experiments in whichmale germ cells

are seen to enter meiosis (McLaren and Southee, 1997) were repeated in the presence of

citral, an RA synthesis inhibitor, and lesser expression ofmeioticmarkers was observed

in the cultured germ cells (Bowles, Bullejos and Koopman, 2000).

From these studies, retinoic acid is now proposed as the meiosis-inducing substance

postulated byByskovand colleagues (Byskov, 1985) over two decades ago (Figure 2.7).
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Furthermore,CYP26B1 also appears to fulfil the role of themeiosis-inhibiting substance,

contrary to common assumption that this factor would be diffusible and capable of

preventingmeiosis whilst possibly also inducingmitotic arrest. As CYP26B1 is unlikely

to fulfil this latter role, the search is ongoing to uncover what initiates mitotic arrest, the

chief indicator of male sex differentiation during gonad development.

Some remaining questions and the way forward

Despite the apparent appropriateness for RA orchestrating germ cell meiosis entry,

there are inevitably some inconsistencies and questions that still remain. Most notably,

discrepancies between concentrations of RA used in the above-mentioned culture

systemshave been drawn to attention (Best et al., 2008). In addition, the apparent lack of

female germ cells that enter G1/G0 arrest and develop as pro-spermatogonia in the

absence ofRAposes another question as to the regulation ofmale germcell progression.

Lastly, the RA induction of meiosis in culture appears to contradict previous and long-

standing reports that from 12.5 dpc onwards male germ cells are incapable of respond-

ing to meiosis-inducing substances (Adams and McLaren, 2002; McLaren and

Southee, 1997).

MEIOSIS G1/G0 ARREST

Sycp3

Dmc1

Stra8

Oct4

p63

Oct4

p15

p17

p27

RA

Cyp26b1

Meiotic germ cell

Mitotically arrested germ cell

XX XY

Figure 2.7 Retinoid signalling and meiosis induction. The mesonephroi of both male and female
gonads are rich sources of RA. In the female, this diffuses into the gonad proper from the anterior pole
to induce meiosis in the germ cells. This is concomitant with an upregulation of various meiotic
markers and the downregulation of pluripotency marker Oct4. In the testis, Sertoli cells produce the
retinoid-degrading enzyme gene Cyp26b1 to degrade RA as it invades the gonad thereby preventing
male germ cell entry into meiosis. Male germ cells enter G1/G0 arrest concomitant with the up-
regulation of several cell-cycle suppression genes. A full colour version of this figure appears in the
colour plate section.
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In order to reconcile these findings, further animal models harbouring deletions

within theRA systemwill be required. In particular, amesonephros-specific deletion for

the RA-synthesizing enzyme RALDH1A2 will shed light onto the ultimate in vivo role

for RA in this system, within the constraints of biologically relevant concentrations.

Additionally, loss of Cyp26b1/gain of RA across this developmental timeframe

(10.5–13.5 dpc) in a temporally controlled, in vivo situation using genetic models is

needed. Thiswould eliminate possible artefacts of the in vitro systems fromwhichmany

of these inferences have been taken.

The implication of RA modulating germ cell meiosis represents an enormous

milestone in germ cell biology. These findings have only recently come to light and

there is much work to be done before these interactions are fully elucidated. The next

steps in this direction will see further characterization of the RA pathway that is active

in the male and female gonads. In particular, the interacting/intermediate factors

between the RARs and their downstream targets that eventually lead to meiosis

modulation will be identified. Furthermore, additional factors responsible for con-

trolling the degradation of RA (in addition to CYP26B1) should be sought. Given the

complex nature of gene regulation utilized by the testis and ovary, it is unlikely that

this event is reliant on one factor alone. The mitotic arrest-inducing factor has been

proposed to directly regulate/inactivate the cell cycle machinery of the germ cells

(Matsui, 1998) or, alternatively, to modulate a downregulation of germ cell growth

receptors (Manova and Bachvarova, 1991). As with the case of the meiosis-inhibiting

substance, it is likely that the answers to this question lie in a combination of factors

with these properties.

2.7.4 Somatic cell regulation of mitosis in male germ cells

As meiosis is seen as the earliest discriminatory marker for progression down the

female pathway, it follows that mitotic arrest should represent a definitive marker for

the male pathway. Although years of research have failed to uncover factor(s)

capable of inducing mitotic arrest in male germ cells, popular belief maintains that

this substance is secreted from the Sertoli cells. At the time of mitotic arrest, the

testis comprises Leydig cells undergoing differentiation, in addition to fully differ-

entiated Sertoli cells that help form cord structures, implicating the Sertoli cells in

the process of cell cycle arrest (reviewed by McLaren, 2003). To date, little is known

about signalling from the gonadal somatic cells to germ cells, and even less about

such factors that may initiate mitotic arrest. The next section discusses the require-

ment for male germ cells to enter mitotic arrest rather than meiosis as is observed in

the ovary.

Markers for mitotic arrest

There are several markers useful for identifying the various stages of the mitotic cell

cycle. Phosphohistone H3 is a nuclear histone that becomes phosphorylated during

chromosome condensation during mitosis and is therefore utilized as a marker for cells
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in M phase (Hendzel et al., 1997). Ki67 is a nuclear protein that marks cells that are

actively cycling. It is detectable during the active phases of the cell cycle (G1, S, G2,

and M), however it is absent from resting cells (G1/G0), making its absence a useful

marker for mitotic arrest (Scholzen et al., 2002). Bromodeoxyuridine (BrdU)

incorporation is another marker used for identifying cells during the S phase of

mitosis. This is achieved by the incorporation of this synthetic thymidine analogue

into the DNA during synthesis (Hakala, 1959). Caspase 3 (CASP3) is a marker used to

identify cells undergoing apoptosis. It is a member of the cysteine-aspartic acid

protease family, and its activation leads to cleavage of critical cellular substrates that

result in apoptosis (Cohen, 1995).

These markers were useful in identifying the changes in cell cycle state that male

germ cells undergo from 12.5 dpc onwards as they begin entry into G1/G0 arrest.

Whilst little is currently known about what induces this arrest, several other cell cycle

modulators have recently been implicated in this process. Specifically, activation of

the cyclin-dependent kinase 4 inhibitors p15(INK4b), p16(INK4a) and cyclin-

dependent kinase inhibitor 1B (p27/Kip1), and dephosphorylation of the retinoblas-

toma protein occur during male germ cell arrest (Western et al., 2008). Further

information has been gleaned from knockout models that resulted in aberrant cell

cycle states. For example, p63, a member of the p53 family that contains 6 isoforms,

has been implicated in male germ cell apoptosis. P63gammamRNA is upregulated as

germ cells enter G1/G0 arrest, and the null mutation for all isoforms results in a

reduced ability of germ cells to undergo apoptosis (Petre-Lazar et al., 2007). PIN1 has

been implicated in many aspects of the cell cycle including progression, DNA

replication and checkpoint control by phosphorylation (Winkler et al., 2000; Lu,

Hanes and Hunter, 1996). Male germ cells inPin1-null mutants displayed a prolonged

cell cycle rate and an inability to enter G1/G0 arrest (Atchison, Capel and

Means, 2003).

Signals for male germ cell arrest?

As mentioned previously, germ cell entry into mitotic arrest is not a cell-autonomous

event, but is instead induced by signals originating from the surrounding somatic

cells. Whilst we now know that RA is responsible for directing the female germ cells

into meiosis, little is known about the factor(s) that direct male germ cell differenti-

ation. As this search has progressed, a small number of signalling molecules between

the soma and germ cells have been identified; however most have unknown

functions.

FGFs are secreted by somatic cells, signalling through their receptors (FGFR-1

and -2) that have been identified on the surface of PGCs. The consequence of FGF

signalling is modulation of gene expression, via the rat sarcoma viral oncogene (RAS)

and mitogen-activated protein kinase (MAPK) signalling molecules (Resnick

et al., 1998). Expression of FGF-4 and -8 has been confirmed in somatic cells during

the period of germ cell migration, suggesting some involvement in this process.

Interestingly, however, this expression ceases during proliferation between 11.5

and 13.5 dpc, and is upregulated within the germ cells (Kawase, Hashimoto and
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Pedersen, 2004). In addition to the role for FGF9 in somatic cell sex determination,

discussed previously, FGF9 signalling has also been shown to promote male germ cell

survival (DiNapoli, Batchvarov and Capel, 2006).

In addition to FGFs, the interleukin 6 (IL6) family, comprised of IL6, IL11, LIF,

oncostatin M (OSM), cardiotrophin 1 (CT1) and cilliary neurotrophic factor (CNTF),

has been shown to originate from somatic cells and signal to germ cells (Taga and

Kishimoto, 1997). A certain level of redundancy has been detected within this family,

and consequently mouse null mutants exhibit mild phenotypes. Each ligand has a

specific receptor, and, upon binding, signals through the RAS/MAPK and JAK–STAT

(janus kinase and signal transducer and activator of transcription) pathways. Of

particular interest is the increased expression of the LIF receptor (LIFR) on male

germ cells at 12.5 dpc, and LIF in the whole male gonad between 11.5 and 13.5 dpc.

Also, the common receptor gp130 is similarly expressed in male PGCs at 10.5 and

12.5 dpc (Molyneaux et al., 2003; Chuma and Nakatsuji, 2001; Hara et al., 1998). The

effects of this signalling pathway may represent a significant link between the IL6

family and mitotic arrest, given the close association between timing of expression and

onset of arrest.

TheWnt pathway is another signalling mechanism functioning in the male primitive

gonad. Briefly, it is strongly correlated with cell cycle control and differentiation in

many cell types. The Wnt4 mouse null mutant demonstrated the necessity for this

signalling pathway in the development of the female, and suppression of the male,

reproductive tracts, in addition to postmeiotic maintenance of oocytes (Jeays-Ward,

Dandonneau and Swain, 2004; Vainio et al., 1999). To date, the Wnt receptor Frizzled

has not been identified on the germ cells of either sex, and expression appears specific to

the female somatic cells.

Most recently, a Sertoli cell-specific gene encoding a novel transmembrane protein,

Tmem184a/Sdmg1, was postulated to be the mitotic arrest-inducing factor (Best

et al., 2008); however, loss-of-function studies need to be carried out to establish this

function.

Is there a biological significance for XY germ cell G1/G0 arrest?

Following germ cell proliferation at the time of gonadal colonization, both XYand XX

germ cells have three different cell cycle paths available to them: (i) continue to divide

mitotically; (ii) enter meiosis; or alternatively (iii) enter mitotic arrest. As discussed

above, female germ cells immediately progress frommitotic divisions intomeiosis once

in the genital ridge. Sowhy then wouldmale germ cells remain in a quiescent state until

puberty? Past and present literature is discussed below in order to understand why XY

germ cells enter mitotic arrest.

Firstly, various studies have highlighted both the redundant role of germ cells in the

developing testis and the negative effects of meiotic germ cells in this environment.

In contrast to the female gonad, mitotically arrested germ cells are not required for

either Sertoli cell differentiation or testis cord assembly. In their absence, predomi-

nantly normal testis morphology is achieved, with a slight delay in cord formation

(Kurohmaru, Kanai and Hayashi, 1992; McLaren, 1988). Conversely, meiotic germ
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cells have been shown to have a detrimental effect on the testis environment.

Transplantation studies performed by Yao, DiNapoli and Capel (2003) have shown

that whenmeiotic germ cells are introduced into the testis, cord formation is disrupted

to render the testis infertile (Yao, DiNapoli and Capel, 2003). In the natural testis

environment,McLaren and others have observed a small number of germ cells that fail

to become encapsulated within the testis cords and which enter meiosis and are

subsequently apoptosed (Nakatsuji and Chuma, 2001; Coucouvanis et al., 1993;

McLaren, 1984). In the developing testis this apoptosis appears to provide a defence

mechanism for the somatic cells, ensuring correct development.

It has also been demonstrated that mitotic arrest is not required for functional germ

cells. Brinster and Avarbock (1994), using both genetic and chemotherapeutic means,

rendered adult mouse testes sterile, prior to transplantation of 12.5 dpc germ cells

containing LacZ into the recipient testis. Up to 80% of the progeny were sired by the

transplanted cells, demonstrating that once committed to the male pathway at 12.5 dpc,

germ cells are capable of responding to proliferation signals from an adult testis and

subsequently producing live-born offspring (Brinster and Zimmermann, 1994). There-

fore, the prolonged period in mitotic arrest (until approximately 5–10 dpp in mice

(Bellve et al., 1977)) is not required for germ cell development. Together, these studies

have demonstrated that the germ cell entry into mitotic arrest is not a requirement for

either a functional testis or spermatozoa, althoughmeiotic germ cells are detrimental to

both. Consequently, two cell cycle options remain for the male germ cells: continue to

proliferate mitotically, or enter mitotic arrest.

Several lines of evidence suggest direction down the latter pathway is a conse-

quence of the primitive testis being unable to both control and contain rapidly dividing

cells. The period of time from mitotic arrest until the initiation of meiosis varies

greatly between species and is most prolonged in higher primates and humans. During

this time the somatic cells are undergoing a series of developmental changes that

include a vast increase in testis volume through the growth of seminiferous cords and

proliferation of Sertoli cells (Chemes, 2001). This is a critical step, as spermatozoa

formation is dependent on the correct ratio of Sertoli cells to pro-spermatozoa/

spermatids throughout all stages of testis development (Bendsen et al., 2003; Orth,

Gunsalus and Lamperti, 1988). This extensive remodelling must occur correctly to

achieve the appropriate environment to support germ cell meiosis at the onset of

puberty.

The fact that germ cells are extremely fast-dividing cells means that proliferation

must be controlled precisely to avoid tumours. There are numerous cases in which

ectopicmale germ cells that fail to entermitotic arrest or apoptosis proliferate to become

paediatric germ cell tumours (Schneider et al., 2001). If the germ cells were to continue

dividing mitotically during testis development, tight regulation of the cell cycle would

be required to prevent tumours, in addition to an extremely slow cell cycle rate, in order

to maintain a manageable population and correct germ cell/somatic cell ratios. Mitotic

arrest however, provides an efficient mechanism that minimizes the need for compli-

cated cell cycle control, while still allowing the somatic cells to undergo their important

developmental changes. These studies suggest that mitotic arrest, rather than a

prerequisite for germ cell development, is a requirement for the somatic cells in order

to achieve correct testis formation.
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2.8 Summary

Early embryo development is the coordination of countless cellular interactions finely

controlled by genetic cues to direct rapid proliferation and differentiation of specialized

cell types. It is within the extraembryonic ectoderm of this rapidly changing environ-

ment that the primordial germ cells become specified in response to BMP signalling

from the surrounding soma. The germ cell lineage is then reinforced by suppression of

somatic cell markers along with activation of germ cell-specific genes. Over the course

of several days the germ cells migrate through this environment to enter the embryo

proper and finally colonize the newly formed genital ridges.

Coincident with the arrival of germ cells at the genital ridge, the sex determination

programme is activated. In an XX gonad, Wnt signalling and Foxl2 direct ovarian

development through the granulosa cell lineage. In the XY gonad, testis development is

initiated from the Y chromosome by expression of Sry. Once testis or ovarian fate is

decided, the differentiation programme reinforces itself while antagonizing the other to

ensure complete penetrance of either sexual phenotype. The outcome of the molecular

struggle between the two opposing fates results in formation of organs with vast

structural andmolecular differences. Gonadal hormones then direct the development of

sex-specific reproductive tracts and external genitalia to result in completion of themale

and female phenotypes.

Germ cell fate is directed by changes in the somatic environment that occur during

sex determination. In the ovary, the presence of RA initiates germ cell entry into

meiosis. In the testis, RA-degrading enzymes protect germ cells from exposure to this

signal and they undergo mitotic arrest. Once the germ cells have responded appropri-

ately to these signals, the cascade of events comprising oogenesis or spermatogenesis

can begin.

Sex determination, formation of gonads and the corresponding germ lines have

profound implications for human development. These processes control the fundamental

paradigm of gender as well as enabling the capacity to reproduce. The importance of

understanding the functional genetics of sex determination and gonadal development

becomes apparent when considering the high frequency of disorders of sexual develop-

ment that are unexplained on the molecular level. Furthermore, understanding the

molecular regulation of germ cell development may provide insight into the crisis of

decreasing fertility around the world. While there is always more to understand, key

genes and mechanisms regulating sex determination and germ cell development have

been identified and provide a solid base for progression of future work.
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3.1 Introduction

This book demonstrates the success in using ‘model’ organisms to dissect the regulatory

mechanisms responsible for the coordination of growth, meiosis and postfertilization

events in animal oocytes. Elegant analyses at the cellular, molecular and biochemical

levels in Xenopus and mouse, as well as starfish, ascidian and nematode, have greatly

advanced our understanding of how these processes operate. It has transpired that many

of the findings from these studies are ‘universal’ or at least widely applicable between

species, such as cell cycle arrest in first meiotic prophase during oocyte growth,

activation of the Cdk1/cyclin B complex (¼ MPF for maturation-promoting factor)

at the onset of meioticmaturation, and the implication ofMos/MAP kinase in cytostatic

arrest of the unfertilized egg. They have, however, also revealed many differences

between models, such as in the signals that trigger meiotic maturation and initiate MPF

activation, and the cell cycle stage at which cytostatic arrest occurs, as well as the

molecules which mediate this arrest (see Section 3.5). Contributions from ‘minor’

models representing other branches of the animal kingdomcan be of great value, both to

assess which regulatory mechanisms are core components of oogenesis and which

are species-specific specializations, and to gain insight into otherwise inaccessible or

overlooked events.

We have recently started to develop a hydrozoan jellyfish,Clytia hemisphaerica as an

experimental model for studying oogenesis and developmental mechanisms. It has long
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been recognized that hydrozoans provide attractive material for studying germ cell

development, due to their simplicity of organization and accessibility tomanipulation,

as well as their transparency, with Clytia (¼ Phialidium) species proving a popular

choice (Roosen-Runge, 1962; Roosen-Runge and Szollosi, 1965; Bodo and

Bouillon, 1968; Honegger et al., 1980; Freeman, 1987; Freeman and Ridgway, 1988;

Carr�e and Carr�e, 2000; Freeman and Ridgway, 1993). In this chapter we will describe

themain features of theClytia system and our initial studies to characterize oogenesis,

and summarize recent studies concerning maternal mRNA (messenger RNA) locali-

zation during the development of oocyte polarity and the role of the Mos/MAP kinase

pathway in oocytematuration, as illustrations of the experimental possibilities offered

by the model.

The hydrozoans are a large group of aquatic animals showing a wide variety of

morphologies and life cycles. They typically show alternation of generations between a

free-swimming medusa phase and a fixed polyp stage (see Figure 3.1b), although

species exist in which one or other phase has been abbreviated or eliminated (Boero,

Bouillon and Piraino, 1992). The Hydrozoa is one of the subdivisions of the phylum

Cnidaria. Together with other jellyfish groups, such as the Scyphozoa (true jellyfish), it

forms theMedusozoa branch. The second cnidarian branch is the Anthozoa (corals, sea

anemones etc.), which have polyp forms but no medusa phase (Ball et al., 2004).

Although the precise branching order of animal phyla at the base of the metazoan tree

has been difficult to resolve, it now appears to be established that the Cnidaria, perhaps

as part of a larger ‘coelenterate’ group including the ctenophores, form a sister group to

the Bilateria (i.e. all the deuterostomes including vertebrates and echinoderms, and the

protostomes including C. elegans and Drosophila) (Dunn et al., 2008; Philippe

et al., 2009). Despite their overt simplicity, cnidarians possess many ‘advanced’ animal

features including well-developed nervous system and musculature. Furthermore, it is

becoming clear from the recent burst of interest in cnidarian genes and genomes, that

their repertoire of developmental regulatory molecules is extremely similar to that of

bilaterian species (Miller, Ball and Technau, 2005; Chevalier et al., 2006; Jager

et al., 2006; Technau et al., 2005; Putnam et al., 2007; Miller and Ball, 2008). In

the context of this chapter, it is also worth noting that despite frequent claims that

cnidarians only have tissue-level organization, they have well-organized reproductive

organs (Roosen-Runge and Szollosi, 1965), and thus offer a valuable perspective on the

biology of gamete production and function in the animal kingdom.

3.2 Clytia as an experimental model

Clytia hemisphaerica has a typical three-phase hydrozoan life cycle (Figure 3.1). The

free-swimming medusa is the sexual form. Fertilization is external and follows

simultaneous release of gametes from separate male and female medusae into the

seawater. The fertilized egg develops into a simple two-layered ‘planula’ larva, which

swims directionally by means of ectodermal cilia (Bodo and Bouillon, 1968; Freeman,

1980) and shows morphological polarity along an axis termed oral–aboral (because the

oral end gives rise to the mouth end of the primary polyp after metamorphosis
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Figure 3.1 Clytia hemisphaerica. (a) Photo of an adult female medusa and details of the gonad.
m¼manubrium; rc¼ radial canal; g¼ gonad; cc¼ circular canal; tb¼ tentacle bulb; Oo¼ oocyte. (b)
Other phases of the C. hemisphaerica life cycle, with the length of each phase indicated. The animal
pole of the egg (top), marked by the position of the female pronucleus, gives rise to the site of cell
ingression at gastrulation (arrow), the oral (¼ posterior) pole of the planula larva and, after
metamorphosis, to the hydranth (feeding part) of the primary polyp (Freeman, 1980; Freeman, 2005).
Connected polyp colonies form by vegetative stolon extension from the primary polyp, and contain
two types of polyps: gastrozoids specialized for feeding, and gonozoids from which the clonal baby
medusae bud. Scale bar¼ 0.5mM in a, 50mm in b
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(Spindler and M€uller, 1972; Schwoerer-B€ohning et al., 1990; Freeman, 2005)). After

three to four days the planula settles onto a fixed substrate and metamorphoses into a

feeding polyp (‘gastrozoid’), resembling the well-known polyps of the related

hydrozoan, Hydra. This primary polyp forms the basis of a connected colony of

polyps which propagates vegetatively over the sea bed by stolon extension, generating

new gastrozoids at regular intervals as well as interspersed ‘gonozoids,’ a second type

of polyp specialized for the production of new medusae by budding. The colony is

remarkable in that it has no finite lifespan, but can continue to produce genetically

identical medusae for many years.

A key advantage of Clytia as a laboratory model is that all the steps of the life

cycle, including spawning, fertilization, metamorphosis and medusa budding can

be reproduced conveniently under laboratory conditions (Roosen-Runge, 1970;

Kubota, 1978; Carr�e and Carr�e, 2000). All adult stages can be fed on Artemia

larvae. The vegetative colonies are a particularly easy stage to maintain, requiring

but a water change every two to three weeks. Gene function analysis is facilitated by

the identical genetic composition of the clonally produced medusae from a single

colony. Furthermore, the strains we use are self-crossed over several generations,

providing high genetic homogeneity, which reduces problems due to polymorphism

between alleles in wild populations. Self-crossing is made possible by the tempera-

ture dependence of sex determination, at least when the colony is young, such that

lower temperatures (15 �C) favour the production of males, and higher temperatures

(21–24 �C) females (Carr�e and Carr�e, 2000).
Clytia eggs and embryos are relatively large (around 200 mm in diameter),

transparent and very well suited for experimental manipulation. Under laboratory

conditions each medusa produces eggs daily, spawning being precisely controlled by

the light–dark cycle, such that unfertilized eggs can be reliably collected 2 h after the

beginning of a light period following at least 1 h of darkness. Depending on the

feeding regime 4–20 eggs are spawned per medusa per day, so that a beaker of 30

females can produce 120–600 eggs. There are no protective egg envelopes, and the

egg remains fertilizable for 60–90 minutes following spawning, providing ample

time for microinjection or other manipulations prior to gamete mixing and analysis

of developmental events (Momose and Houliston, 2007; Momose, Derelle and

Houliston, 2008). Another experimental advantage of Clytia is that the medusae,

embryos and larvae are very robust, and can easily accommodate the loss of cells or

body parts (Maas, 1905; Teissier, 1933; Schmid and Tardent, 1971; Schmid et al.,

1976; Freeman, 1981b).

A final very remarkable particularity of the Clytia in the context of studies of

oogenesis is the ability of the gonad to function autonomously. Clytia gonads can be

isolated from the adult by simple dissection and cultured in filtered seawater. They

undergo successive cycles of oocyte growth and ovulation for several days, responding

normally to the light cues that induce spawning and maturation of competent oocytes

(Honegger et al., 1980; Freeman and Ridgway, 1988). This remarkable autonomy is a

property shared by the medusa tentacle bulb (Denker et al., 2008), which continues to

support tentacle growth for many days when cultured in isolation. Living oocytes at all

stages of oogenesis and meiotic maturation are accessible to observation and to

manipulation, with growing oocytes injectable through the epithelial wall of the gonad
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(see Section 3.5).A similar analysis system involving ‘umbrella-freemedusae’ has been

used to study mechanisms of oocyte maturation in another hydrozoan, Cytaeis uchidae

(Takeda, Kyozuka and Deguchi, 2006).

3.3 Characteristics of oogenesis in Clytia

The sexual stage of the Clytia life cycle is the medusa, which forms by budding from

specialized polyps (gonozoids) of the vegetative colony (Figure 3.1). When the baby

medusa is first released no gonads are visible, but as it grows, swellings appear on each

of the four endodermal radial canals which connect the manubrium (mouth) to the

circular canal running around the periphery of the bell (Figure 3.1a). As is typical in

hydrozoans, the gonad consists of an organized collection of germline precursors,

meiotic cells and vitellogenic oocyte stages, sandwiched between a layer of columnar

endodermal cells, and a thin overlying ectoderm layer (Hertwig and Hertwig, 1895;

Faulkner, 1929; Honegger et al., 1980; Freeman, 1987; Carr�e and Carr�e, 2000). The
germ cell precursors appear to derive from a population of stem cells or ‘i-cells’

(interstitial cells) that migrate into the medusa bud as it develops within the gonozoid

(Weiler-Stolt, 1960). i-cells have been well characterized in Hydra, a hydrozoan

which has lost the medusa phase, and provide not only germ cells but assorted somatic

cell types including secretory cells, nerve cells and stinging cells (nematocytes)

(Steele, 2002). Little is known about the cues that regulate proliferation and

developmental choice of fate of i-cells and their descendants in Clytia. As in Hydra

it is likely that local signals determine their behaviour and fate (Khalturin et al., 2007),

for instance directing i-cells positioned in the gonad region to produce only germ cells,

and those at the base of the tentacle to produce nematocytes (Denker et al., 2008).

Changes in these signals during evolution could underlie life-cycle modifications: in

Clytia hemisphaerica, the only putative i-cells identified in the female gonad contain

nuagematerial typical of germline cells (see Figure 3.2b), while inClytiamccradyi, in

which the life cycle is truncated by formation of polyps in place of the gonads in adult

medusae, i-cells with distinct morphologies are detectable in equivalent positions

(Carr�e et al., 1995).
Under laboratory feeding conditions, baby medusae complete growth and start

spawning after 10–14 days. As the medusa grows, the female gonad takes on a

characteristic organization, with putative i-cells and early differentiating oocytes

positioned close to the radial canals, and vitellogenic stages of oocyte growth

occupying more distal positions (Figure 3.2a/a0). Cohorts of small Stage I oocytes

embark on their final growth phase each day following spawning (Amiel and

Houliston, 2009), the number presumably depending on nutrient availability.

During vitellogenesis the oocytes accumulate massive reserves of glycogen and

lipid, yolk, ribosomal protein and mRNAs to support the early development of the

embryo, likely by a combination of direct synthesis and uptake of nutrients supplied

by digestive cells on the endodermal side. The large nucleus (or GV, for germinal

vesicle) loses its central position and becomes positioned progressively closer to the

future animal pole (see below). The nucleolus fragments and chromosomes partially

decondense (Faulkner, 1929; Honegger et al., 1980). ‘Nuage’ material and clustered
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Figure 3.2 Ultrastructural features of the Clytia female gonad. Sections of an isolated gonad fixed
using a protocol modified from Eisenman and Alfert (1981) and embedded in Spurr resin. (a) Overview:
0.5mm thick section stained with methylene blue. GC¼ gastric cavity; ec¼ ectoderm; en¼
endoderm. Asterisk marks the region from which adjoining 80 nm thin sections were taken, shown
in images b–f. (a0) Schematic diagram of gonad cross-section attached to the underside of themedusa
bell. Putative i-cells (grey) and early stages of oogenesis are positioned proximally between the
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mitochondria typical of germ cells (Eddy, 1975) can be detected around the oocyte

nucleus from very early stages of oogenesis (Figure 3.2b; Carr�e et al., 1995).

Growth is completed after approximately 13–18 hours (Figure 3.3). About 2 hours

after their first appearance, the prophase-arrested fully grown Stage III oocytes

become competent to undergo meiotic maturation and complete meiotic division

upon light stimulation (see Section 3.5). Similar timing for the development of

maturation competence has been defined in Cyteis (Takeda, Kyozuka and

Deguchi, 2006).

endoderm of the gastric cavity and the overlying ectoderm (Freeman, 1987), and vitellogenic oocytes
more distally. During stage II of vitellogenesis the nucleolus fragments, and the oocyte nucleus loses
its central position, such that by stage III (not shown) it is found at the oocyte periphery directly
beneath the ectoderm, marking the oocyte animal pole. (b) Early stage I oocyte. Oo¼ oocyte;
m¼mitochondria; n¼ nuage; no¼ nucleolus; en¼ digestive cells of the endodermal layer (see e).
(c) Ectodermal cells (ec) overlying the oocyte shown in b. tj¼ tight junction. (d–f) Three adjoining
endodermal regions (regions e and f border the oocyte shown in b). (d), (e) Endodermal digestive cells
(en) containing phagosome-like vesicles (p). (f) Putative secretory cell (sc) rich in ER. Scale
bar¼ 50mm in a, 1mm in b–f

3

Figure 3.3 Development of polarity during oocyte growth and maturation. Oocyte polarity in
Clytia hemisphaerica develops in two phases (Amiel and Houliston, 2009). The first covers stages II
and III of vitellogenesis on the day preceding spawning, and involves microtubule-dependent
repositioning of the GV to the animal cortex, and the parallel redistribution of CheFz1 RNA (grey
circles) to form an animal–vegetal cytoplasmic gradient. The microtubule network, schematized in
the bottom row of oocytes, shows a slight enhancement between the GV and the animal cortex at
this time. The second polarization phase accompanies oocyte maturation, induced by a light signal
after >2 h darkness. CheFz3 RNA adopts its final location in the vegetal cortex first polar body
emission (around 50 minutes after the light signal), and CheWnt3 RNA its animal cortex location
before second polar body emission (around 80 minutes after the light signal). CheFz3 but not
CheWnt3 localization is microtubule dependent, and requires contacts and/or diffusible signals
from the gonad tissue. In situ hybridization images on the right show the final localization patterns
of the three RNAs in the unfertilized egg
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The mechanism by which nutrients are supplied to growing oocytes inClytia has not

been fully established, but likely involves direct or indirect transfer from the digestive

endodermal cells that line the gastroendodermal cavity. Cells in this thickened

endodermal layer, characterized by intense phagocytic nutrient uptake, are closely

apposed to the oocyte vegetal surface (Roosen-Runge, 1962; Figure 3.2d–f). Further-

more, they frequently remain attached to oocytes following mechanical isolation (see

Figure 3.4b, far right panel). The close relationship between endodermcells and oocytes

in Clytia is thus somewhat reminiscent of that described in various anthozoan and

scyphozoan species, where a specialized structure called the trophonema forms from

endodermal cells in contact with the young oocyte (Wedi and Dunn, 1983; Eckelbarger

and Larson, 1992). During vitellogenesis, the tubular trophonema connects the devel-

oping oocyte to the gastroendodermal cavity through themesoglea and the endoderm.A

different situation has been described in the derived hydrozoanHydra, where there is no

well-defined gonad structure, and oocytes arise within patches of germ cells derived

from the i-cell population. Large cytoplasmic connections have been demonstrated

between the single oocyte and surrounding i-cell-derived ‘nurse cells’ (Miller

et al., 2000; Alexandrova et al., 2005). The nurse cells have an unusual fate: they

decrease in size as the oocyte grows and finally enter into apoptosis to become

phagocytosed by the growing oocyte (Technau et al., 2003; Alexandrova

et al., 2005). Similar phenomena have been described in some hydrozoan medusae

(Kawaguti and Ogasawara, 1967; Meurer and H€undgen, 1978), however we have not
detected any obvious specialized nurse cells, cytoplasmic bridges with neighbouring

cells or evidence for phagocytosis of nurse cells by electron microscopy in Clytia (also

Dani�ele Carr�e, personal communication). It is possible, however, that autodigestion of

somatic and germ cells could contribute to recycling of cellular material in the gonad,

since active circulation of visible digestive products in the gastroendodermal cavity

continues for several days during culture of isolated gonads.

3.4 Development of oocyte polarity in Clytia

The fully grownClytia oocyte shows a clear animal–vegetal (AV) polarity, with the GV

positioned eccentrically close to the cortex at the animal pole. Thismanifest AVpolarity

is related to the position of the oocytewith respect to the somatic cell layers of the gonad,

the GV always adopting a position opposite its contact with endodermal cells (Amiel

and Houliston, 2009). This situation is common in hydrozoans (Teissier, 1931;

Freeman, 1987; Rodimov, 2005), but different to that reported in some anthozoans

and scyphozoans, where the GV is positioned close to the site of attachment of the

endodermal trophonema. The transparent oocytes of Clytia show no other visible signs

of AV polarity; however, other hydrozoan species show polarized distributions of

pigment and other intracellular inclusions (Teissier, 1931; Hirose, Kinzie and

Hidaka, 2000).

In species from the Bilateria, a commonmechanism to establish polarity along one or

more axes in the developing embryo is to prelocalizematernal ‘determinant’ factorswith

respect to the primary axis of the oocyte (Micklem, 1995; Bashirullah, Cooperstock

and Lipshitz, 1998). In cnidarians, it has long been known that the animal pole is fated
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Figure 3.4 Meiotic maturation in Clytia. (a) Selected images from a time-lapse recording
of oocyte maturation (available at http://biodev.obs-vlfr.fr/recherche/houliston/Clytia/
ClytiaPhotosFilms.html) in an isolated oocyte triggered to mature using Br-cAMP. GVBD occurs
15 minutes after the start of maturation and is followed by an exaggerated contraction wave
(40 minutes), which crosses the egg (arrows) prior to first polar body emission at 60 minutes and
second polar body emission at 80 minutes (arrowheads indicate polar bodies). After 120 minutes
maturation is complete and the cell cycle arrests in G1. (b) Confocal images of oocytes fixed at
different times following Br-cAMP, corresponding approximately to the stages shown in a, labelled
by antitubulin immunofluorescence (top row) and by rhodamine phalloidin for polymerized actin
(bottom row). The dense microtubule network in fully-grown oocytes depolymerizes rapidly after
the maturation signal. During GVBD, a cytoplasmic microtubule aster forms on the vegetal side of
the GV, collects the chromosomes and migrates to the animal cortex where it reorganizes into the
first meiotic spindle. A more disorganized microtubule structure forms transiently on the animal
side of the GV (�). White arrowheads mark the position of the developing meiotic spindles, and, in
the last panel, of the pronucleus, which lies opposite residual endodermal cells (end) attached to
the egg vegetal pole. Cytoplasmic microtubules are sparse or absent during the meiotic period, but
a dense network is restored by the end of maturation. Nuclear actin disperses during GVBD, while
the actin-rich cortex shows transient local thickening (arrows) in parallel with the contractions
that accompany first and second polar body formation. (c) Confocal images showing details of first
meiotic spindle formation by combined antitubulin immunofluorescence and TOPRO-3 labelling of
DNA (chromosomes arrowed) of oocytes fixed between 30 to 60 minutes following Br-cAMP
treatment. All scale bars 20 mm

3.4 DEVELOPMENT OF OOCYTE POLARITY IN CLYTIA 89



to give rise to the oral pole of the planula larva (Teissier, 1931), but the relationship

between oocyte and embryo polarity appears unstable in many species (Rodimov, 2005)

and has only recently been clarified. Indeed, the idea that oocyte animal–vegetal polarity

might provide the basis for embryo polarity was largely abandoned as a result of an

impressive and influential series of studies by Gary Freeman using Clytia gregarium

and other hydrozoan species (Freeman, 1979; Freeman, 1980; Freeman, 1981b;

Freeman, 1981a), showing that the site of first cleavage (dictated by zygote nucleus

position) was a more reliable indicator of embryonic axis than the egg animal pole. Two

key observations were (i) that experimental displacement of the zygote nucleus from the

animal pole by low-speed centrifugation of fertilized eggs caused a corresponding

respecification of the embryonic axis, and (ii) that experimental duplication of the zygote

nucleus could lead to the formation of ‘double-axis’ larvae with duplicated posterior

poles (Freeman, 1980; Freeman, 1981a). It thus came to be widely considered that

cnidarian eggs were essentially unpolarized, and that a ‘global’ embryo and larval

polarity was set up during the early cleavage stages in relation to the orientation of cell

division. This global polarity was also evoked to account for the ability of embryo

fragments cut at almost any stage of development to regulate and form normally

proportioned larvae, retaining the polarity of the embryo from which they came

(Teissier, 1931; Freeman, 1981b).

Over the last few years, the view of egg polarity in cnidarians has been brought

sharply back into line with the bilaterian axiom of embryonic patterning by maternal

determinants, with the identification of localized activators of the Wnt/ß-catenin

signalling pathway within the embryo (Wikramanayake et al., 2003; Momose and

Houliston, 2007; Lee et al., 2007; Plickert et al., 2006; Momose, Derelle and

Houliston, 2008). In Clytia, two localized RNAs acting upstream of this pathway

have been shownexperimentally to act asmaternal axis determinants. TheseRNAs code

for Wnt ligand receptors of the Frizzled family, show opposite localizations and

activities, and cooperate to direct the development of the embryonic oral–aboral axis

(Momose andHouliston, 2007). CheFz1 is a classic Frizzled, andmediates activation of

the canonical Wnt pathway. Its RNA is relatively concentrated in the animal half

cytoplasm (see Figure 3.3 left panel), and can direct the development of oral fate when

expressed ectopically. Since CheFz1 RNA is not tightly anchored in the fertilized egg it

can be displaced by low-speed centrifugation (Amiel and Houliston, 2009), thus

providing a possible explanation for embryonic axis respecification under these

experimental conditions (Freeman, 1981a). CheFz3 RNA is tightly localized to the

vegetal cortex of the egg, and codes for a divergent Frizzled which acts negatively to

downregulate the canonical Wnt pathway in the future aboral territory. CheF33 can

also redirect axis development when expressed ectopically.

In addition to the Frizzled RNAs, mRNAs coding for Wnt3 family ligands have also

been shown to be maternally localized in both Hydractinia and Clytia, exhibiting a

distinct localization pattern at the animal cortex (Plickert et al., 2006;Momose, Derelle

and Houliston, 2008). We have shown that CheWnt3 has an essential role in embryonic

polarity development but, in early stages at least, it is the two Frizzled RNAs rather than

Wnt3 that provides the dominant spatial cues to direct axis orientation (Momose,

Derelle and Houliston, 2008). In other cnidarians, localized Wnt pathway activation

may be directed by alternative or additional determinants, for instance RNA for the
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downstream transcription factor TCF in Hydractinia (Plickert et al., 2006), or protein

for the cytoplasmic regulatorDishevelled in the anthozoan (sea anenome)Nematostella

(Lee et al., 2007). Other types of maternal localized molecules with potential determi-

nant roles in early development are also being discovered in a variety of hydrozoan

species, for example animal pole concentrations of mRNAs for the transcription factors

Brachyury and Cnox4 in Podocoryne (Yanze et al., 2001; Spring et al., 2002) and of

Vasa protein inHydractinia egg (Rebscher et al., 2008). Thus themolecular complexity

of egg polarity in cnidarians ismuch richer than anticipated. The localization of oral fate

determinants at the animal pole of cnidarian egg explains why vegetal fragments

produced by early embryo bisection in both Podocoryne (Momose and Schmid, 2006)

and Nematostella (Fritzenwanker et al., 2007; Lee et al., 2007) fail to develop

embryonic polarity. Clytia embryos appear to have superior regenerative capacity

precluding experimental demonstration of this localization (Freeman, 1981b), likely

mediated by Wnt3 dependent reciprocal downregulation between the two Frizzled

RNAs (Momose and Houliston, 2007; Momose, Derelle and Houliston, 2008).

It is remarkable that unfertilized Clytia eggs, despite their lack of visible polarity,

contain maternal mRNAs with at least three distinct distributions along the animal–

vegetal axis: CheFz1 exhibiting a declining animal–vegetal gradient in the cytoplasm,

CheWnt3 mRNA localized at the animal cortex, and CheFz3 at the vegetal cortex

(Figure 3.3). We have recently completed an analysis of the cellular basis of RNA

localization during oogenesis in Clytia, focusing on the origin of the distinct localiza-

tion patterns of these threemRNAs (Amiel andHouliston, 2009). This analysis revealed

that CheFz1 RNA acquires its polarized cytoplasmic distribution in parallel with the

repositioning of the GV to the animal pole during the latter phase of vitellogenesis. The

repositioning both of the GV and of CheFz1 RNA away from contacts with

the endoderm and towards the ectoderm requires an intact microtubule network, and

these events may well be linked directly or indirectly.

The microtubule-dependent cell polarization during oocyte growth does not directly

generate all the final asymmetry of the unfertilized egg, since CheFz3 and CheWnt3

RNAs in stage III fully grown oocytes remain distributed in a patchy but nonpolarized

manner around the oocyte periphery. These two RNAs adopt their cortical polarized

locations only during the process of meiotic maturation, during which massive

polarized contraction waves cross the oocyte (see below, Figure 3.4). It had previously

been shown using oocytes from other hydrozoan species that localized specializations

of the surface at the animal pole, relating to sperm chemotaxis and/or localized

sperm–egg fusion, also develop during the maturation process (Carr�e and Sardet, 1981;
Freeman and Miller, 1982; Freeman, 1987; Freeman, 2005), this surface polarization

being directed by the initial position of the GV. CheWnt3 RNA localization to the

animal cortex, like the overlying surface glycoprotein localization (Carr�e and Sardet,

1981; Freeman andMiller, 1982; Freeman, 1987; Freeman, 2005), is a cell autonomous

process that can occur in isolated oocytes (Amiel and Houliston, 2009). In contrast,

CheFz3 RNA localization to the vegetal cortex does not occur in oocytes induced to

mature following isolation, suggesting that cell contacts are required. Furthermore

CheFz3 RNA localizes to the vegetal cortex by a mechanism which, like CheFz1,

requiresmicrotubules, while CheWnt3 RNA localization to the animal cortex cannot be

prevented by either microtubule or microfilament disruption. Thus the localization of
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these two RNAs during oocyte maturation clearly involves distinct localization

mechanisms.

To summarize, oocyte polarity inClytia is acquired in successive andmechanistically

separable steps (Figure 3.3), as is the case in the classically studiedmodels for maternal

RNA localization, Drosophila and Xenopus (St Johnston, 1995; King, Messitt and

Mowry, 2005). Much remains to be learnt about the underlying cellular processes.

In vivo analyses of these filament systems in conjunctionwith fluorescent-tagged RNAs

should enable a detailed analysis of the underlying mechanisms. Cryptic or subtle

polarity of the microtubule network in growing oocytes may contribute to GV

relocalization and/or CheFz1 RNA localization, as it does for oscar RNA localization

inDrosophila oocytes (Zimyanin et al., 2008). Both the microtubule network and actin

cortex show transitory asymmetries during oocyte maturation, which may contribute

to the localization of CheFz3 and CheWnt3 RNAs (Figure 3.4b). Another interesting

hypothesis to test is that differential RNA degradation is involved (Bashirullah

et al., 1999), since experimental treatments that prevent CheFz1 RNA localization

during growth or CheFz3 localization during maturation appear to result in high,

uniform RNA levels across the egg.

3.5 Regulation of oocyte maturation

As in other animals, the meiotic division cycle in hydrozoans is arrested in prophase of

first meiosis during oocyte growth. Meiosis resumes at the time of spawning, as part of

the maturation process by which oocytes acquire the ability to be fertilized. After

completion of meiosis and emission of two polar bodies, the cell cycle arrests again

in G1 until fertilization (Freeman and Ridgway, 1993; Kondoh, Tachibana and

Deguchi, 2006). At the end of the maturation period, oocytes are released through

rupturing of the overlying epithelium.Maturation and spawning are generally triggered

in relation to the day–night cycle, either by a light cue after a dark period and/or by

darkness after light (Ballard, 1942; Roosen-Runge, 1962; Honegger et al., 1980;

Takeda, Kyozuka and Deguchi, 2006). The light/dark stimulus causes the tissues of

the gonad to release a diffusible factor, probably a peptide, which acts rapidly on the

oocyte (Ikegami, Honji and Yoshida, 1978; Freeman, 1987; Takeda, Kyozuka and

Deguchi, 2006). The exact source of this signal, its molecular identity and its manner of

reception by the oocyte are unknown, but the immediate intracellular consequence is

a rapid rise in cAMP concentrations (Takeda, Kyozuka and Deguchi, 2006). Elevated

cAMP in turn leads to germinal vesicle breakdown (GVDB), due to activation of the

universal M phase kinase Cdk1–cyclin B (MPF). The positive role for elevated

cAMP in maturation in hydrozoans is shared with many invertebrate species, but

contrasts with the inhibitory role in vertebrates and some echinoderms (Stricker

and Smythe, 2001; Karaiskou et al., 2001; Meijer et al., 1989). The rapidity of

GVBD, typically occurring 15–20 minutes after the light signal, suggests that MPF

activation in hydrozoans, like that in starfish, may be regulated mainly by post-

translational mechanisms. The dynamics of first meiotic spindle formation during

GVBD in which chromosomes are gathered on centrosome nucleated asters before

migrating to the egg cortex (Figure 3.4c), also show similarities with the starfish
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(Lenart et al., 2005), although the precise roles of actin and microtubules in this process

require verification inClytia. InClytia, spawning occurs 110–120minutes after the light

signal, which can be as little as a few seconds following at least 1 hour of darkness. The

first polar body forms after about 50–60 minutes and the second after 80–90 minutes

(Honegger et al., 1980; Freeman and Ridgway, 1988; Amiel and Houliston, 2009).

This same sequence of maturation can conveniently be triggered experimentally by

treatment of either intact gonads or manually isolated fully grown oocytes with the cell-

permeable cAMP analogue, Br-cAMP (Freeman and Ridgway, 1988; Amiel and

Houliston, 2009; Amiel et al., 2009).

The ‘cytostatic’ arrest of the mature, unfertilized hydrozoan eggs in G1 has been

shown to depend on MAP kinase activity (Kondoh, Tachibana and Deguchi, 2006),

suggesting that this kinasemay be universally involved in animal oocyte cytostatic arrest

despite species-specific differences in its cell cycle stage (Sagata, 1998;Masui, 2000). In

vertebrate and starfishoocytes,MAPkinase is activated as a consequence of the synthesis

during oocytematuration ofMos, a cytoplasmic kinase that phosphorylates and activates

the MAP kinase kinase MEK. In vertebrates, Mos-activated MAP kinase contributes to

cytostatic arrest in MII (Colledge et al., 1994; Sagata et al., 1989), operating in

conjunction with Emi2, an APC/cyclosome inhibitor that prevents degradation of cyclin

B (Inoue et al., 2007; Liu et al., 2006; Madgwick and Jones, 2007). In starfish, the Mos/

MAPK cascade, including p90rsk, has been shown tomediate G1 cytostatic arrest (Mori

et al., 2006), and MAP kinase has also been implicated in MI cytostatic arrest in the

sawfly (Yamamoto et al., 2008), although this function appears to have been lost at least

in part inDrosophila (Ivanovska et al., 2004). Despite the generalized function of MAP

kinase and perhaps ofMos in cytostatic arrest, there are a number of apparent differences

between species, even when the cell cycle stage of cytostatic arrest is the same. Thus the

MAP kinase substrate p90rsk is important for cytostatic arrest in Xenopus, but not in

mouse, (Gross et al., 1999;Dumont et al., 2005). Furthermore, an additional role forMos

synthesis in the maturing oocyte has been revealed in Xenopus, with the resulting MAP

kinase activity stimulating MPF activation and GVBD (Karaiskou et al., 2001; Abrieu,

Doree and Fisher, 2001). Mos synthesis is not essential for Xenopus oocyte maturation

though, since cyclin B synthesis is able to assureMPF activation in its absence (Haccard

and Jessus, 2006).

We have recently completed a first study ofMos function inClytia, aimed at shedding

light on the differences in results between other species (Amiel et al., 2009). Curiously,

we identified two distinct Mos genes from our EST collection, an unexpected finding

since no animal had previously been found to possess more than one. It transpires that

multipleMos genes are not unusual in cnidarians; indeed the fully sequenced genome of

Nematostella contains four. It is premature to speculate on how this situation arose;

however, both Clytia Mos kinases had cytostatic activity when tested in Xenopus or

Clytia embryos (Figure 3.5b), and their expression was detected exclusively in germ

cells, suggesting that cnidarianMos gene diversification was not related to acquisition

of new functions in other tissues. Mos may ancestrally have had a general role in

gametogenesis since both Clytia and mouseMos genes are expressed in spermatids in

males as well as in oocytes in females, although any function in males has apparently

become nonessential inmice (Goldman et al., 1987;Colledge et al., 1994; Inselman and

Handel, 2004).
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We showed that synthesis of Clytia Mos during oocyte maturation was responsible

for MAP kinase activation during maturation, by coinjection of specific morpholino

antisense oligonucleotides targeted to the two RNAs, into isolated oocytes prior to

Br-cAMP treatment (Figure 3.5a). Following the end of the maturation period, the

Figure 3.5 Mos in Clytia oocyte maturation. (a) Summary of Clytia Mos morpholino injection
experiments. Injection of CheMos morpholino but not CheMos2 morpholino into growing stage II
vitellogenic oocytes (�) through the epithelium of the gonad (grey) prevented subsequent spawning
and GVBD in some cases, suggesting a possible role for CheMos2 synthesis upstream of maturation.
Injection of CheMos1 morpholino but not CheMos2 morpholino into isolated immature oocytes (��)
blocked the majority of MAP kinase activation during maturation and prevented polar body formation
and cytostatic arrest in G1. Coinjection of CheMos2 morpholino enhanced this phenotype, with
complete abolition of MAP kinase activation, phenocopying treatment with the MEK inhibitor U0126.
(b) Demonstration of the cytostatic activity assay of ClytiaMos kinases. RNA from either gene injected
into single blastomeres of Xenopus or Clytia can induce cell cycle arrest on the injected side. An
interphase nucleus is visible in the arrested injected Clytia blastomere. (c) Demonstration that Mos2
morpholino can prevent spawning andmaturationwhen injected into growing oocytes (� in a). The low
incidence of this phenotype may be due in part to Mos2 synthesis starting at an earlier stage of oocyte
growth. Oocytes injected with combined Mos1 and Mos2 morpholinos at this stage can enter into
parthenogenetic mitotic cycles following maturation. (d) Demonstration that MAPK inhibition during
oocyte maturation in isolated oocytes stimulated with Br-cAMP disrupts the morphology and
positioning of both meiosis I (MI) and meiosis II (MII) spindles, explaining the failure of polar
body emission. The treated oocytes do not arrest in G1 but attempt to enter into first mitosis with a
multipolar aster. Equivalent effects were obtained by injection of CheMos1 or CheMos1 þ CheMos2
morpholinos prior to Br-cAMP treatment (��). Scale bars¼ 10mm
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doublemorpholino-injected oocytes failed to arrest inG1 but passed spontaneously into

amitotic cycle, as seen in oocytes fromMos�/�mice (Hashimoto et al., 1994; Colledge

et al., 1994) andMos antisense-oligo-injected starfish oocytes (Tachibana et al., 2000).

A second striking phenotype, also obtained by prevention of MAP kinase activation

using theMEK inhibitor U0126, was an absence of polar body formation, reflecting the

failure of the first meiotic spindle to position correctly at the oocyte cortex and the

second spindle to adopt a correct bipolar morphology (Figure 3.5d). We propose that

spindle positioning at the cortex alongwith cytostatic arrest are ancestral and conserved

roles for theMos/MAP kinase cascade, similar phenotypes having been observed when

the pathway is inhibited in mouse, frog and starfish (Verlhac et al., 1996; Verlhac

et al., 2000; Bodart et al., 2005; Tachibana et al., 2000). It will be of great interest to use

similar morpholino approaches to determine to what extent the downstream MAP

kinase substratesmediating cytostatic arrest and spindle positioning are shared between

Clytia and other species.

InClytia, the proposed ancestral roles forMos in cytostatic arrest andmeiotic spindle

dynamics are mostly accounted for by translation of one of the two genes, CheMos1.

Injection of CheMos1morpholino alone substantially reducedMAP kinase activity and

was sufficient to cause spontaneous activation and polar body failure. The CheMos2

gene may rather have adopted, during evolution, an earlier role in oogenesis. Prelimi-

nary observations suggest that CheMosRNAmay undergo translation at an earlier stage

of oogenesis, important for an unknown but essential preparatory step for oocyte

maturation. Thus, injection of CheMos2 morpholino into stage II growing oocytes

within isolated gonads through the ectodermal wall caused failure of spawning and of

maturation the following day (see Figure 3.5a; Amiel et al., 2009). Presynthesized

protein could, for instance, be required for the acquisition of maturation competence,

and/or provide a pool of inactive kinase to be activated post-translationally following

reception of the maturation signal. This possible participation of CheMos2 in meiosis

initiation in Clytia is reminiscent of that of Xenopus Mos in MPF activation at the

beginning of maturation (Karaiskou et al., 2001; Abrieu, Doree and Fisher, 2001). A

role forMos inmaturation initiation is unlikely to be ancestral since mouse, starfish and

Drosophila oocytes appear to enter meiosis normally in its the absence (Verlhac

et al., 1994; Tachibana et al., 2000; Ivanovska et al., 2004), but it is possible that

Xenopus Mos and Clytia Mos2 kinases have been secondarily recruited during

evolution to assist in this process.

For themoment, the evidence for CheMos2 translation during oocyte growth remains

weak. The incidence of morpholino phenotypes following injection into growing

ovarian oocytes (Figure 3.5c) was relatively low, perhaps reflecting dilution of the

morpholinos during oocyte growth and/or prior protein synthesis in oocytes too small to

be accessible to microinjection. We hope to further explore this question by using

RNAi (RNA interference) approaches for gene knockdown (Chera et al., 2006; Galliot

et al., 2007) and by monitoring of endogenousMos protein levels following generation

of specific antibodies. It should also be feasible to analyse the possibility of differential

translational regulation of the Mos RNAs by experimental modification of UTR

(untranslated region) motifs implicated in temporal control of translation during oocyte

maturation inXenopus (Belloc, Pique andMendez, 2008). In this context it is interesting

to note that CheMos2 RNA translation during oocyte growth may be mediated by the
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50TOP sequence detected at the extreme 50 terminus, which in other systems including

immature Xenopus oocytes has been shown to stimulate translation of growth-related

mRNAs when the TOR pathway is active (Hamilton et al., 2006; Schwab et al., 1999).

3.6 Perspectives

Many interesting questions are now open for study in the simple, transparent and

autonomous gonad of the female Clytiamedusa: What signalling pathways control the

selection of stage I oocytes for daily growth in response to nutrient availability? How

does the dark–light signal trigger peptide release from the gonad, and how does this act

on the oocyte to cause the cytoplasmic cAMP rise at maturation? What cis and trans

factors assure the precise regulation of translation of different classes ofmaternal RNAs

at each successive step of oocyte growth and maturation? Such questions have the

potential both to informus on the fascinating diversity of animal reproductive strategies,

and to identify the fundamental features of mechanisms described in existing bilaterian

models.

We have provided here an idea of the current experimental possibilities available for

analyses of the molecular basis of oogenesis and oocyte maturation in Clytia. For

molecular studies, many potentially interesting regulatory genes can be identified from

existing EST and cDNA sequence collections, currently covering about 8000 different

expressed transcripts. A full genome sequencing project is underway. It is possible to

interfere with function of individual genes in mid-stage and full grown oocytes by

injection of exogenous wild-type andmutated forms of RNAs as well as bymorpholino

antisense oligonucleotides to block RNA translation (Figure 3.5). Genes functioning

during early stages of oogenesis are presently inaccessible because of the limits of

microinjection. To circumvent this we are currently working to adapt the RNAi and

transgenic techniques being developed in Hydra (Galliot et al., 2007; Khalturin

et al., 2007) to Clytia adults. Another exciting direction will be the development of

live imaging techniques to allow dynamic studies of regulatory protein and localized

RNA within growing and maturing oocytes. We hope that this chapter will stimulate

others to exploit the promising Clytia system, which can add a fresh perspective on the

regulation of oogenesis and its evolutionary history.
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4.1 Introduction

Ahallmark of stable speciation in animals is the ability to improve reproductive fitness

in a changing environment. At a basic level, organisms must adapt to environmental

change by ensuring the production of viable and reproductively competent offspring.

Organisms that reproduce sexually are committed to developmental design principles

that guarantee the union of distinct gametes and thus propagate future generations. To

achieve this, the soma engages in a direct dialogue with the gonads. And, this

interaction is typically reciprocated by signals of gonadal origin that regulate the

functionality of various somatic organ systems. By assuring mating opportunities at

times that are optimal for mature gamete production and fertilization, organisms

successfully reproduce.

Neither oogenesis nor spermatogenesis is autonomous of the soma. Organisms

support gametogenesis by providing an intragonadal somatic cell niche where germ

cells are formed and stored as a finite reserve, as in the case of eutherian mammals

(Gilchrist, Ritter and Armstrong, 2004; Rodrigues et al., 2008), or where they are

derived from a renewable population of stem cells, as is most commonly the case in

lower vertebrates and invertebrates (Kiger, White-Cooper and Fuller, 2000). Using this

framework, we consider below the structure and function of communication systems
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that have evolved between the ovarian follicle cell and the oocyte. It is a major tenet of

this chapter that the process of oogenesis is intrinsically linked to folliculogenesis by a

series of interactions involving paracrine feedback as well as junctional interactions at

the germ cell–soma interface (Albertini and Barrett, 2003; Plancha et al., 2005). In this

way, a local communication system serves to coordinate the development and respec-

tive functions of the follicle and the oocyte. In the case of the oocyte, functionality is

manifest by ovulation of full-grown and developmentally competent ova (Rodrigues

et al., 2008). In the case of the follicle, functionality is evidenced by the synchronization

of endocrine output from the ovary aimed at supporting successful implantation and

gestation in the event of fertilization (Rothchild, 2003). The follicle, directly or

indirectly, is the fundamental unit that mediates long-distance communication between

the ovary and multiple somatic targets (Figure 4.1).

4.2 Basic strategies for oogenesis: a phyllogenetic perspective

During the process of oogenesis, there are a number of phyllogenetic differences in the

forms of communication established between the ovary and soma that appear to follow

two basic strategies. In most organisms, oogenesis occurs seasonally and requires the

investment of large energy resources to support the process of vitellogenesis in which

yolk is synthesized and secreted by the liver or its equivalent (hepatopancreas) most

typically in response to an oestrogenic stimulus received by the ovarian follicle

Figure 4.1 Diagram illustrating the basic network of interactions that are known to occur between
the ovary and somatic compartments. Feedback loops between the brain and ovary are common to all
organisms and integrate environmental cues with egg production and availability for fertilization.
Oogenesis is dependent upon nutritional status for energy balance (adipose tissue equivalent) to
support yolk synthesis in the liver, in response to ovarian oestrogens. Feedback and feed-forward
pathways mediate these long-distance forms of communication between the soma and germline
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(Wallace and Selman, 1981, 1990; Rothchild, 2003;Webb et al., 2002). From the blood,

or after synthesis in follicle cells in some organisms (Marina et al., 2004), yolk

precursors or vitellogenins are retrieved into the growing oocyte by the process of

receptor-mediated endocytosis (Anderson, 1972). Thus, the growth phase of oogenesis

and the conversion from a previtellogenic to vitellogenic state is coupled to hormonal

stimulation of yolk production. This form of long-distance communication between the

germline and soma assures rapid oocyte hypertrophy through endocytosis and accu-

mulation of yolk precursors within the ooplasm (Figure 4.1).

Many variations exist between species as to the mechanisms used to provide and

store yolk in oocytes, but it is generally the case that yolky oocytes accommodate a

pronounced expansion of the oolemma that must maintain active endocytosis until a

postvitellogenic state is achieved (Wallace and Selman, 1990). This mechanism

contrasts sharply with the oogenesis pathway for yolkless oocytes exhibited by

organisms like eutherian mammals, which is the main focus of this chapter

(Anderson, 1972). Rather than drawing upon a stem cell precursor (Kiger, White-

Cooper and Fuller, 2000), mammals have adopted a strategy in which a finite oocyte

pool is stored in the ovary within primordial follicles that are assembled prior to, at,

or shortly after birth (Rodrigues et al., 2008; Hertig and Barton, 1973). Oocytes of

this kind tend to be relatively yolkless but likely require progressive changes in

follicle cell structures that mediate the progressive needs of the developing oocyte

within the ovarian follicle (Menkhorst et al., 2009; Tanghe et al., 2002; Su

et al., 2008). It is this form of soma–oocyte interaction that will be emphasized

in this chapter and takes as its point of departure variations in the organization of the

ovarian follicle.

4.3 Structural variations in interactions between oocytes
and follicle cells

Cell contact is a widely used strategy for regulating homotypic or heterotypic cell

activities. A major role played by cell contact, in its simplest form, is to provide an on/

off switch through the engagement of specific surface signalling molecules. For

example, neurons and T cells, in particular, elaborate highly differentiated membrane

domains referred to as ‘synapses’. These specialized domains convey information

amongst and between neighbouring cells with which theymake direct physical contact.

Processes that occur within such domains include receptor aggregation (clusters),

localized endocytosis, localized exocytosis and vectorial vesicle trafficking that guide

delivery to, and retrieval from, sites of membrane apposition without disrupting the

functional integrity of the synapse. This form of contact appears to be themost common

amongst mammalian oocytes and uses a specialized extension of the granulosa cell

known as transzonal projections (TZPs) (Albertini and Rider, 1994; Albertini and

Barrett, 2003; Allworth and Albertini, 1993).

From an evolutionary perspective, it is instructive to consider the range of

interactions seen at the oocyte soma interface to gain insight into changes in the

nature of the dialogue between oocytes and their enveloping follicle cells. As shown in

Figure 4.2, distinct organisms have adopted different strategies for establishing and
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maintaining contact. Molluscs, such as the squid, deploy a highly convoluted

oolemma to accommodate maximal contact with a simple epithelium of follicle cells

(Figure 4.2a). In other marine invertebrates such as the surf clam Spissula sollidissima,

oocytes are released from the coelomic epithelium at the end of the growth stage of

oogenesis and acquire a ‘tear drop’ shape as a result of the abscission of a projection

that connects the oocyte to the follicular epithelium (Figure 4.2d). Organisms that

formally use a follicle to contain oocytes that undergo vitellogenic growth display an

orientated simple epithelium that is stabilized by acetylated microtubules at the

apical/oolemmal surface (Figure 4.2e). Notably, mammalian oocytes amplify contact

by increasing follicle number and the number of TZPs that interact with the oolemma

(Figure 4.2b, c, e, and f).

Figure 4.3 summarizes three basic types of follicle cell–oocyte interactions that are

seen in different organisms. Note that in all cases, these organisms contain oocytes

within a follicle which is lined by a basement membrane that denotes the basal aspect

of the follicle cell. It is also apparent that most oocytes assemble an extracellular

matrix investment through which follicle cells must penetrate. In open forms of

communication, there is direct cytoplasmic continuity between follicle cells and

oocytes such that no filtration of somatic cell products would take place. Examples of

this are manifold amongst invertebrates and lower vertebrates (Anderson, 1969;

Anderson and Huebner, 1968; Neaves, 1971; Andreuccetti et al., 1999; Grandi and

Figure 4.2 Overview of patterns of interaction between oocytes and follicle cells in diverse
organisms. Molluscs (squid, a), amplify surface interactions within the follicle by extensive folding
in the follicular epithelium which invaginates the oocyte; amplification in mammals (b, gerbil, c,
bovine) involves formation of numerous TZPs that are attached to the actin-rich oocyte cortex. Panels
a, b, and c are labelled with nuclear marker (red) and F-actin (white, phalloidin). The remaining panels
illustrate acetylated tubulin labelling (white) and nuclei (red) in surf clam (d), dogfish (e), and
baboon (f) follicles. Stable microtubule-rich TZPs link somatic cells to the oocytes in each of these
species providing channels for direct communication. Scale bar¼ 10mm, with the exception of d,
where bar¼ 20mm. A full colour version of this figure appears in the colour plate section.
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Colombo, 1997; Andreuccetti, Taddei and Filosa, 1978; Gomez and Ramirez-Pinilla,

2004; Marina et al., 2004). Filtered communication typifies those situations where

connexin-based gap junctions have been defined that would permit selective passage

of molecules with a molecular mass of 1000 kDa or less (Gilchrist, Ritter and

Armstrong, 2004; Hertig and Barton, 1973; Murray et al., 2008; Anderson and

Albertini, 1976; Carabatsos et al., 2000). A third class is present in mammals that

consist of a solitary TZP that forms broad adhesive contacts at the oolemma (Albertini

and Rider, 1994; Albertini and Barrett, 2003; Plancha et al., 2005). While no

cytoplasmic continuity is believed to occur at this interface, there is reason to believe

that these contact domains are sites of active signalling and exchange of paracrine

factors derived from the oocyte or follicle cell (Knight and Glister, 2006). Thus,

amongst eutherian mammals, the common theme of TZPs appears. TZPs are seen as

multiple radiating structures that are reinforced by both microtubule and microfila-

ment components that can vary widely in density and form (Figures 4.2 and 4.4).

Figure 4.3 Schematic summarizing various forms of germ cell–somatic cell interactions. The
schematic describes three orders of somatic–oocyte interactions in organisms of varying degrees
of complexity. Cytoplasmic contiguity in lower organisms is complete with unrestricted passage
(open) of organelles between the two cell types through cytoplasmic bridges.Many organisms regulate
the passage of metabolites through gap junctions at cell contact points (filtered). In higher-order
vertebrates, including humans, the soma–oocyte interactions are closed, but paracrine signalling is
mediated through ‘synaptic-like junctions’
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Oocyte–granulosa interactions in mammals are not static structures but undergo

changes in organization and function at different stages of oogenesis. In some cases, a

direct role for hormones such as FSH (follicle stimulating hormone) has been

implicated (Combelles et al., 2004). Moreover, at ovulation, the role of the periovu-

latory surge of LH (luteinizing hormone) is to effect a dramatic remodelling of TZPs

that varies widely between different mammals (Albertini, 2004). For example, in

rodents there is a gradual retraction of TZPs during ovulation (Gilchrist, Ritter and

Armstrong, 2004; Rodrigues et al., 2008), whereas in bovine oocytes, actin TZPs are

retracted and tubulin-based TZPs grow towards the oolemma establishing broad areas

of membrane contact (Allworth and Albertini, 1993). Our recent studies in the horse

suggest another variations in TZP remodelling during ovulation (Figure 4.4). Here, the

retraction of TZPs appears to be selective, as most of these are withdrawn during

cumulus expansion when the morphology of granulosa cells changes to a highly

polarized state. Thus, variations exist over the course of oogenesis, both as a function

of developmental stage and in relation to the species being studied. A schematic

summarizing these events based on studies in the mouse is shown in Figure 4.5. The

available data suggest that TZPs dominate between oocytes and granulosa cells in

preantral follicles and that these are modified in response to FSH at the transition to an

antral follicle state, and finally that widespread remodelling takes place during

ovulation or in vitro maturation. This is an area of investigation that remains under-

studied and yet is central to understanding the determinants of oocyte quality which

underscore the successful completion of oogenesis.

4.4 Conclusions

An extraordinary range of interactions are evident phyllogenetically at the interface of

oocytes with somatic cells. Although the structural manifestations of these interactions

imply the existence of developmental plasticity within a given species, it is difficult to

ascertain the importance of suchvariations between organisms that have adoptedwidely

divergent reproductive strategies. Two conserved physiological functions are subserved

Figure 4.4 Representative confocal images demonstrating remodelling of TZPs during LH-induced
meiotic maturation in horse follicles. (a) Organization of TZPs in an immature GV (germinal vesicle)
stage oocyte; (b) TZP organization after LH exposure. Note the retraction of actin-rich TZPs but
maintenance of contact between larger TZPs and oolemma. Nuclei are labelled in red and phalloidin-
actin in white. Scale bar¼ 10mm. A full colour version of this figure appears in the colour plate section.
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by the follicle cell–oocyte interaction: to assure uptake, storage, and metabolic

cooperation during the growth phase of oogenesis, and to link reproductive status and

ovulation to the cell cycle state of the oocyte. There is immediate clinical relevance to

these functions since themetabolic resources andmaternal inheritance laid downduring

the growth phase of oogenesis are directly linked to the capacity of the ovum to sustain

preimplantation development in eutherian mammals like the human. Moreover, the

genetic stability of the oocyte is largely determined by the events of meiotic cell cycle

progression coincident with ovulation, a time when dramatic alterations in the

oocyte–granulosa cell communication are taking place. Sorting out the details of

somatic cell–germline interactions during oogenesis poses a formidable challenge

given species variation, but must be taken into account if improvements in animal and

human reproductive fitness are to be obtained.
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During gametogenesis, sexually reproducing organisms face the challenge of reducing

their diploid chromosome number to a haploid complement so that, at fertilization, each

gamete contributes precisely one set of chromosomes to the zygote, and diploid

chromosome number is restored in the subsequent generation. This critical twofold

reduction in chromosome number is accomplished by the specialized cell division

programme of meiosis. Errors in chromosome inheritance during meiosis in human

females represent a leading cause of miscarriage and birth defects, highlighting the

importance of mechanisms that ensure accurate partitioning of chromosomes during

oogenesis (Hassold and Hunt, 2001).

In meiosis, reduction of chromosome number is achieved by two successive nuclear

divisions, termedmeiosis I andmeiosis II, following a single round of DNA replication.

While the meiosis II division is similar to mitosis, in which sister chromatids segregate

to opposite spindle poles, meiosis I is unique among cell divisions in that sister

chromatids remain attached and homologous chromosomes segregate fromone another.

It is this event, the segregation of homologues at meiosis I, that is essential for the

reduction of chromosome number to a haploid state.

At a fundamental level, the ability of homologous chromosomes to segregate fromone

another depends on the formation of pairwise associations between correct partner

chromosomes. In this remarkable process, each chromosome must locate and recognize

its one homologue among themany incorrect partners in the nucleus. Inmost organisms,

chromosome pairing culminates in the side-by-side alignment of homologues, bridged

along their lengths by a meiosis-specific structure known as the synaptonemal complex.

This paired and synapsed chromosomeorganization promotes the formation of crossover
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recombination events in most organisms, creating physical linkages between the

homologues that help to constrain them for bi-orientation on the meiosis I spindle.

While examples of organisms in which meiosis occurs without synapsis and/or recom-

bination have been identified, meiosis of all organisms invariably includes homologue

pairing, underscoring the centrality of pairwise interactions between homologous

chromosomes to the success of the meiotic programme.

The formation of stable interhomologue associations is especially important during

oocyte meiosis, where the events of pairing, synapsis and recombination are often

temporally uncoupled from the meiotic divisions. A characteristic feature of the oocyte

developmental programme is an arrest prior to themeiosis I division,with resumption of

the meiotic divisions occurring only after ovulation and/or fertilization. Thus, depend-

ing on the animal, associations between homologues must be maintained for hours,

days, years or even decades to ensure correct meiotic chromosome inheritance.

In this chapter, wewill discuss the events of early meiotic prophase that bring about

and maintain stable associations between homologous chromosomes, highlighting

how these events occur in the context of oogenesis. Further, wewill consider evidence

that these events are monitored to ensure oocyte quality. Our discussion will integrate

lessons learned through a combination of genetic and cytological analyses in

Caenorhabditis elegans, Drosophila and mammals.

5.1 Structure, composition and assembly
of the synaptonemal complex

The synaptonemal complex (SC), a prominent zipperlike structure at the interface of

paired and aligned homologous chromosomes, takes centre stage during meiotic

prophase. Following its discovery in electron microscopy (EM) studies by M.J. Moses

(Moses, 1956), the SC was soon recognized as a hallmark feature of the meiotic

prophase nucleus, conserved across eukaryotes and present in most sexually reprodu-

cing organisms. While there is some variability between organisms in its cytological

appearance by EM, a canonical SC can be described (Figure 5.1). It consists of a pair of

electron-dense lateral elements (LEs), separated by approximately 100–200 nm, along

which the chromatin of each homologue is organized in loops. The LEs are connected

by a central region comprising a highly ordered lattice of transverse filaments flanking a

central element that is decidedly pronounced in some organisms. Three-dimensional

reconstruction reveals that this central region lattice is several layers thick (Schmekel

and Daneholt, 1995).

Molecular components of the SC have been identified by a variety of approaches in

the major animal meiosis systems. Biochemical purification of rat and hamster SCs

yielded several rodent LE and central region proteins (Dobson et al., 1994; Offenberg

et al., 1998; Meuwissen et al., 1992; Lammers et al., 1994); genetic mapping of

mutations causing defects inmeiosis led to the identification of proteins localizing to the

LEs and/or central region in worms, flies, and mice (Page and Hawley, 2001; Webber,

Howard and Bickel, 2004; Manheim and McKim, 2003; Bannister et al., 2004;

Zetka et al., 1999; Martinez-Perez and Villeneuve, 2005; Couteau and Zetka, 2005;

MacQueen et al., 2002; Colaiacovo et al., 2003; Smolikov et al., 2007); and localization
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studies of several germline-enriched proteins identified through functional genomics

and biochemical approaches revealed additional SC components in mouse and worm

(Chan et al., 2003; Colaiacovo et al., 2002; Prieto et al., 2001; Revenkova et al., 2004;

Costa et al., 2005; Hamer et al., 2006; Pasierbek et al., 2001; Pasierbek et al., 2003;

Goodyer et al., 2008; Smolikov, Schild-Prufert and Colaiacovo, 2009). A theme

emerging from this work is that the molecular components of the SC are quite poorly

conserved between species, such that orthologues of many components have been

difficult or impossible to identify based on sequence homology alone. Although the

catalogue of SC structural components is probably not yet complete in any animal,

several classes of proteins have been implicated (Table 5.1).

Proteins involved in sister chromatid cohesion represent one class of LE components.

This class includes constituents of meiosis-specific cohesin complexes, the canonical

mitotic form of which is comprised of a heterodimer of SMC1 and SMC3 plus the

kleisin family member RAD21 and SCC3. At least one meiosis-specific subunit –

usually the a-kleisin REC8 – is substituted in a meiotic version of the complex in

most organisms, including worm and mouse (Pasierbek et al., 2001; Bannister

et al., 2004). In the mouse, several additional meiosis-specific cohesin subunits have

been identified (e.g. SMC1b in place of SMC1a (Revenkova et al., 2004) or STAG3 in

place of SCC3 (Prieto et al., 2001)), and evidence suggests that several differentially

composed meiotic cohesin complexes localize to distinct regions of the chromosomes

(reviewed in Revenkova and Jessberger, 2006). Notably, the REC8 meiotic cohesin

subunit is very poorly conserved, and functional studies have been required to support

its identity in most organisms. In Drosophila, the C(2)M protein is an important LE

Figure 5.1 Morphology of synaptonemal complex (SC) in model organism oocytes. Transmission EM
of sectioned mouse (a), Drosophila (b), and C. elegans (c) oocytes. Axial/lateral elements (AE/LE),
central element (CE), and/or transverse filaments (TF) are indicated. Chromatin appears as dark
staining to ether side of the SC. Scale bar¼ 100 nm in C. elegans image. Images adapted from (a)
Hamer et al., 2008, reproduced with permission from The Journal of Cell Science, doi: 10.1242/
jcs.033233; (b)�Webber, Howard and Bickel, 2004, originally published in The Journal of Cell Biology,
doi: 10.1083/jcb.200310077; and (c) Colaiacovo et al., 2003, reproduced with permission from
Elsevier, doi: 10.1016/S1534-5807(03)00232-6
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component that displays some REC8 homology and has been shown to interact with

SCC3, but plays only aminor role in cohesion (Manheim andMcKim, 2003; Heidmann

et al., 2004). Instead, the non-cohesin ORD protein has assumed amajor role inmeiotic

sister chromatid cohesion in this species (Miyazaki and Orr-Weaver, 1992; Bickel, Orr-

Weaver and Balicky, 2002).

A second class of animal LE components belongs to the meiosis-enriched HORMA

domain family, whose flagship member, Hop1, is a budding yeast LE component

(Hollingsworth, Goetsch and Byers, 1990). The HORMA domain family is repre-

sented by different numbers of paralogues in different organisms and appears to be

undergoing rapid evolution. Four paralogues – HIM-3, HTP-1, HTP-2, and HTP-3 –

have been identified in C. elegans; in addition to their roles as LE structural

components, studies have revealed numerous meiotic regulatory functions of these

proteins (Zetka et al., 1999; Nabeshima, Villeneuve and Hillers, 2004; Couteau

et al., 2004;Martinez-Perez andVilleneuve, 2005; Couteau andZetka, 2005;Goodyer

et al., 2008). Twomembers of this family,HORMAD1 andHORMAD2, are encoded in

mammalian genomes, but this protein family appears to be absent in Drosophila.

Interestingly, HORMAD1 and HORMAD2 are associated with unsynapsed axial

elements (AEs, which are the precursors to the LEs of mature SC) in mouse oocytes

both prior to synapsis and after desynapsis, but become depleted from synapsed

regions of chromosomes upon installation of the SC central region (Fukuda et al.,

2009; Wojtasz et al., 2009).

Table 5.1 Components of the synaptonemal complex in animal model systems

Mouse Worm Fly

AE/LE Cohesion proteins SMC1ba SMC-1d SMC1

SMC3 SMC-3 SMC3

REC8b REC-8e ?RAD21

STAG3c SCC-3 ?

ORD

Non-cohesin components SYCP2 HIM-3 C(2)Mh

SYCP3f HTP-1

HORMAD1g HTP-2

HORMAD2g HTP-3

Central region SYCP1i SYP-1 C(3)G

SYCE1 SYP-2

SYCE2j SYP-3

TEX12 SYP-4

aCanonical SMC1a is present in some meiotic cohesin complexes.
bMitotic cohesin RAD21 is present in some meiotic cohesin complexes.
cSA1/SA2 may be present in some meiotic cohesin complexes.
dAlso known as HIM-1.
eAlternative kleisin subunits COH-3 and COH-4 are present in some meiotic cohesin complexes.
fAlso known as COR1, SCP3.
gThese components predominantly localize to unsynapsed AEs.
hRelated to kleisin subunits of cohesin.
iAlso known as SYN1, SCP1.
jAlso known as CESC1.
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Many of the remaining SC components fall into a third class of proteins bearing

prominent coiled-coil domains but otherwise displaying little homology to one another.

This class includes twomouse LE components (SYCP2 (Yang et al., 2006) and SYCP3

(Yuan et al., 2000)), as well as the major central region proteins in all three organisms

(mouse transverse filament protein SYCP1 (de Vries et al., 2005) and central element

proteins SYCE1 (Costa et al., 2005), SYCE2 (Bolcun-Filas et al., 2007) and TEX12

(Hamer et al., 2006); worm central region proteins SYP-1 (MacQueen et al., 2002),

SYP-2 (Colaiacovo et al., 2003), SYP-3 (Smolikov et al., 2007) and SYP-4 (Smolikov,

Schild-Prufert and Colaiacovo, 2009); and fly transverse filament protein C(3)G) (Page

and Hawley, 2001). Given that the SC is a widespread and nearly universal feature of

meiosis, the lack of conservation of its constituent proteins is likely to be significant.

First, nonstructural roles of the SC components, such as meiotic regulatory functions,

may be rapidly evolving. Second, the conservation of SC structural organization

suggests that it is the overall architecture of the SC that is likely to be important for

its function in meiosis.

Cytological studies employing immunofluorescence (IF) analysis to localize SC

components have shown that assembly of the SC is coordinated with entry into and

progression through meiotic prophase. While slight differences between species in the

order and dependency of SC component localization have been documented, a general

sequence of events can be described. Beginning in meiotic S phase, when homologous

chromosomes are not yet associated in most organisms, cohesin complexes localize

broadly to the chromatin (Khetani and Bickel, 2007; Chan et al., 2003). Several non-

cohesin LE components also localize diffusely to the chromatin at this stage (Hayashi,

Chin and Villeneuve, 2007; Goodyer et al., 2008; Khetani and Bickel, 2007). These

early-loading SC components appear to be important for the subsequentmorphogenesis

of discrete AEs along the chromosome cores (Pasierbek et al., 2001; Pasierbek

et al., 2003; Khetani and Bickel, 2007; Prieto et al., 2004; Severson et al., 2009).

Distinct AEs begin to coalesce as nuclei enter the classical ‘leptotene’ stage of meiotic

prophase, in which individual chromosomes become distinguishable and exhibit a

convoluted, threadlike appearance. AEs first appear thin and patchy, but progressively

thicken, shorten, and consolidate as additional AE/LE components load along each

chromosome core in a process that continues in the subsequent ‘zygotene’ stage (Zetka

et al., 1999; Dobson et al., 1994; Wojtasz et al., 2009). The leptotene/zygotene

transition is a noteworthy period of meiotic prophase marked in most organisms by

the reorganization of chromosomes into polarized arrangements, and by the appearance

of clear pairwise associations between the AEs of homologues (Zickler and Kleckner,

1998). Installation of the SC central region begins upon zygotene entry. The snapshots

provided by analysis of fixed specimens suggest that SC central region protein loading

initiates and spreads from a small number of nucleation sites per chromosome pair

until full synapsis is achieved (MacQueen et al., 2005; Tsubouchi, Macqueen and

Roeder, 2008). Homologue pairs remain synapsed throughout the next ‘pachytene’

stage, in which the SC plays important roles in the completion of crossover recombi-

nation (see next chapter). During the late pachytene stage inC. elegans oocytes, a subset

of LE proteins (HTP-1 and HTP-2) and the SC central region proteins become enriched

on reciprocal chromosomal domains, in a crossover-dependent manner, as a prelude to

desynapsis (Nabeshima, Villeneuve and Colaiacovo, 2005; Martinez-Perez et al., 2008).
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In the subsequent ‘diplotene’ stage, the SC disassembles, leaving behind bivalents

consisting of homologous chromosomes that are now held together by crossovers in

combination with flanking sister chromatid cohesion (Lee and Orr-Weaver, 2001).

Bivalent associations are maintained during oocyte meiotic arrest, which occurs at the

diplotene (dictyate) stage in mammals, at the subsequent diakinesis stage in C. elegans,

and at metaphase I in Drosophila.

5.2 Role of the SC in homologous chromosome pairing

During the normal progression of meiosis, SC assembles between aligned homologous

chromosomes, leading to early speculation that the SCmight be involved in the process

of establishing pairwise associations between homologues. We now know that instal-

lation of the SC central region is dispensable for homologue recognition and the initial

establishment of pairing. Instead, synapsis functions in stabilizing andmaintaining tight

homologue association along the length of each chromosome pair during meiotic

prophase.

The first evidence that synapsis is not required for establishing pairwise associations

between homologues during oocyte meiosis came from studies in C. elegans. In this

animal, the germline of each adult hermaphrodite contains hundreds of nuclei arranged

in a spatiotemporal gradient of oocyte meiosis, an organization that allows detailed

time-course analysis within a single specimen. Further, cytological studies can be

performed in the context of intact nuclear architecture. In wild-type animals, fluores-

cence in situ hybridization (FISH) analysis reveals associations between homologous

loci beginning at the leptotene/zygotene transition and persisting until the end of the

pachytene stage (Dernburg et al., 1998). In syp-1 mutants, no SC is formed between

chromosomes due to absence of this essential SC central region protein. However, FISH

analysis revealed that homologous associations are nevertheless established at the

leptotene/zygotene transition in syp-1 mutants, indicating that synapsis is dispensable

for homologue recognition and initial pairing (MacQueen et al., 2002). Significantly,

the colocalization of homologous loci became less frequent at later time points,

demonstrating a role for SC in stabilizing intimate homologous associations as meiosis

progresses. Interestingly, the degree of initial pairing detected depended upon the locus

assayed, indicating that some chromosomal regions associate more tightly than others

in asynapticmutants. Themost tightly associated loci were located near one end of each

chromosome within genetically defined regions containing ‘pairing centres’ (PCs)

(Herman, Kari and Hartman, 1982; Herman and Kari, 1989; McKim, Howell and

Rose, 1988; McKim, Peters and Rose, 1993; Villeneuve, 1994). Observations in syp-1

mutants indicated that PCs promote synapsis-independent stabilization of pairing in

C. elegans (MacQueen et al., 2002). Studies in mutants for additional SC central region

components SYP-2, SYP-3, and SYP-4 yielded similar results, supporting the idea that

synapsis is dispensable for initial homologue recognition and pairing, but is required to

maintain associations between homologues along their lengths (Colaiacovo et al., 2003;

Smolikov et al., 2007; Smolikov, Schild-Prufert and Colaiacovo, 2009).

Analysis of mouse meiocytes lacking SC central region components confirms that

synapsis is also dispensable for homologue recognition in this animal. The mouse
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Sycp1�/�mutant does not form anymature SCdue to absence of this transverse filament

protein. However, examination of spread preparations of meiotic nuclei by IF for AE

components revealed aligned pairs of chromosomes of similar lengths (de Vries

et al., 2005). Furthermore, these unsynapsed chromosome pairs were connected by

one or a few ‘axial associations’, visible by IF and in EM preparations. Rather than

reflecting associations at predetermined chromosomal domains, as in C. elegans, these

axial associations appear to correspond to sites of initiated recombination events (de

Vries et al., 2005). Mutants for central region proteins SYCE1, SYCE2 and TEX12,

which fail to extend the SC beyond very limited, abnormal stretches as assayed by EM,

also display associations between homologues (Bolcun-Filas et al., 2007; Hamer

et al., 2008; Bolcun-Filas et al., 2009). Thus, as in C. elegans, homologues associate

in correct pairs and align in the absence of synapsis in the mouse; however, the SC

central region is necessary for the intimate association of homologues beyond a limited

number of sites per chromosome pair.

Work in Drosophila also supports the view that the SC central region is important

for stabilizing interactions between homologous chromosomes during meiotic pro-

phase. The association of specific loci has been probed by FISH or the lacI/lacO

system in three-dimensionally preserved germaria, structures that contain premeiotic

germ cells and several multinucleate oogenic cysts, each comprised of a developing

oocyte surrounded by nurse cells, at progressive stages of meiosis. Compared to wild

type, coincidence of homologous loci is observed less frequently in meiotic prophase

nuclei of mutants that are defective for synapsis, such as c(3)g and cona (Sherizen

et al., 2005; Gong,McKim and Hawley, 2005; Page et al., 2008). However, the ability

to detect significant residual colocalization of homologous loci by these assays

supports the idea that a pairing mechanism is still operational in the absence of

synapsis.Drosophila is among a group of insects in which homologous chromosomes

are paired in somatic nuclei (Hiraoka et al., 1993; Fung et al., 1998), and pairing is

already established upon meiotic entry in this species (Vazquez, Belmont and

Sedat, 2002; Sherizen et al., 2005; Gong, McKim and Hawley, 2005). In contrast

to wild type, c(3)g and conamutants exhibit a drop in the frequencies of coincidence

between homologous loci uponmeiotic entry (Sherizen et al., 2005; Page et al., 2008).

One interpretation of this result is that meiotic homologue pairing in Drosophila is

unstable in the absence of synapsis, as in C. elegans (Page et al., 2008). Insight into

why synapsis is needed to stabilize pairing in Drosophila comes from analysis of

c(2)M mutants. Work with mutants for this AE/LE component raises the possibility

that homologue pairing can be destabilized by loading of AE proteins, and that

installation of the SC central region normally counteracts this effect. c(2)Mmutations

prevent the formation of discrete AEs (Khetani and Bickel, 2007) and block synapsis

by largely eliminating C(3)G localization to homologue pairs (Manheim andMcKim,

2003). c(3)G is usually required to achieve high levels of meiotic recombination;

however, this requirement is lifted in a c(2)M mutant background (Manheim and

McKim, 2003). Together, these results suggest that, in the absence of synapsis,

intimate associations between homologous chromosomes are better maintained when

AE formation is prevented during Drosophila oogenesis.

Whereas mature SC and SC central region proteins are clearly dispensable for

homologue recognition and initial establishment of pairing in all organisms studied,
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emerging evidence indicates that properly assembled AEs may play a role in these

processes. In C. elegans, absence of certain AE/LE components causes failure to

achieve pairing between all homologous sequences assayed, including pairing centres,

in meiotic time-course analysis. These components include: SCC-3 cohesin, in the

absence of which other known cohesin and non-cohesin AE/LE components also fail to

load (Pasierbek et al., 2003; Goodyer et al., 2008; W. Zhang and A. Villeneuve,

unpublished); HTP-3, which is also required for normal loading of all known cohesin

and non-cohesin AE/LE proteins (Goodyer et al., 2008; Severson et al., 2009); HIM-3

(Couteau et al., 2004); andHTP-1 in combinationwith close paralogueHTP-2 (Couteau

and Zetka, 2005). Additionally, reduction of SMC-1 cohesin levels exacerbated the

pairing defect in a genetic background in which pairing was partially compromised

(Chan et al., 2003). In most cases of AE/LE component deficiency, perturbations in

nuclear reorganization at the leptotene/zygotene transition have also been noted. It is

not yet understoodwhether the failure in pairing reflects a direct requirement for AE/LE

proteins in homologue recognition per se, or an indirect effect through loss of nuclear

reorganization, whichmay, in turn, promote homologue recognition (discussed in detail

below).

Knockouts of mouse AE/LE components reported to date have not abolished

homologous chromosome pairing. These mutants include: Rec8�/� and Smc1b�/�,
in which the other known cohesin and non-cohesin AE/LE components can still load

(Bannister et al., 2004; Xu et al., 2005; Revenkova et al., 2004); Sycp2�/�, which also
fails to load SYCP3 to the chromosome cores (Yang et al., 2006); and Sycp3�/�, which
fails to load SYCP2 (Yuan et al., 2000; Yuan et al., 2002). Although some synapsis

between chromosomes of similar length is achieved in Smc1b�/�, Sycp2�/� and

Sycp3�/� spermatocytes, a subset of chromosomes fails to exhibit SYCP1 transverse

filament loading. Defects in the corresponding mutant oocytes have been more subtle,

with chromosome pairs largely synapsed but SYCP1 stretches frequently exhibiting

small gaps, and oocytes survive to meiosis II or beyond (Revenkova et al., 2004; Yuan

et al., 2002; Yang et al., 2006). Thus, synapsis may bemore robust or less dependent on

properly assembledAEs during oogenesis than spermatogenesis in themouse. Analysis

of Sycp3�/� spermatocytes indicated that although pairing is not abolished, it may be

delayed in the absence of properly assembled AEs (Liebe et al., 2004). Thus, pairing

defects in mouse AE/LE component mutants are less severe than inC. elegans, perhaps

reflecting species-specific differences in the involvement of AEs in pairing, or greater

redundancy amongmouse AE/LE components such that abrogation of AE function has

not yet been achieved in any knockout in this species.

A clear role has emerged for mouse AE/LE components in defining meiotic

chromosome axis length. In Sycp3�/� oocytes, the chromosome cores are approxi-

mately twice as long as normal, indicating that SYCP3 loading normally promotes

meiotic chromosome compaction (Yuan et al., 2002). Conversely, Rec8�/� and

Smc1b�/� cohesin mutants exhibit shortened chromosome cores (Bannister et al.,

2004; Xu et al., 2005; Revenkova et al., 2004). SMC1b plays a role in the organization

of meiotic chromatin into loops along each chromosome axis, illustrating a route by

which cohesins could influenceAE length (Revenkova et al., 2004; Novak et al., 2008).

These observations reveal that the balance among the various AE/LE components

determines the length of meiotic chromosome axes.

124 CH 5 HOMOLOGOUS CHROMOSOME PAIRING AND SYNAPSIS DURING OOGENESIS



5.3 Mechanisms for coupling SC assembly
to homologue identification

Installation of the SC central region needs to be carefully regulated to ensure that

synapsis occurs only between homologues. Studies of meiocytes bearing altered

karyotypes demonstrate that the SC itself is indifferent to homology. Synapsis can

occur in haploid organisms where no homologues are present (Gillies, 1974; Loidl,

Nairz and Klein, 1991). In heterozygotes for chromosomal translocations or inversions,

polymerization of SC can bring nonhomologous chromosome segments into juxtapo-

sition (MacQueen et al., 2005; Loidl, 1990). Further, several observations suggest that

SC central region loading occurs in a highly cooperative and processive manner. When

transverse filament proteins are overexpressed, they spontaneously polymerize into

polycomplexes that display structural features of the SC (Ollinger, Alsheimer and

Benavente, 2005; Jeffress et al., 2007). Conversely, under conditions where an SC

component or synapsis-promoting factor is limiting, SC often assembles completely

between a subset of chromosome pairs, rather than partially on all pairs (see e.g.

Nabeshima, Villeneuve and Hillers, 2004; Couteau et al., 2004; Yang et al., 2006). In

combination, these properties of SC central region assembly emphasize the need to

regulate the nucleation step so that mature SC only assembles between correctly

matched homologues. Sexually reproducing organisms appear to have solved this

problem by evolving several distinct mechanisms for coupling initiation of synapsis to

local homology verification.

In mouse, SC central region nucleation is mechanistically linked to the process of

meiotic recombination. Prior to onset of synapsis in most organisms (Mahadevaiah

et al., 2001), meiotic recombination is initiated by the programmed introduction of

double-strand breaks (DSBs) into the chromosomal DNA by a conserved nuclease,

SPO11 (Keeney, 2001). Subsequently, these DSBs are repaired using the homologous

chromosome as a template for recombinational repair, with a subset of recombination

intermediates being repaired by a mechanism that yields crossover products. During

gametogenesis in female andmale mouse Spo11mutants, synapsis is severely defective:

SYCP1 is absent from most chromosomes, and the few very short stretches of SYCP1

that form appear to occur between nonhomologues, as chromosomes of different lengths

are involved and switches between synapsis partners occur (Romanienko and Camerini-

Otero, 2000; Baudat et al., 2000). These results indicate that initiation of recombination

is important for normal assembly ofSCbetweenhomologues in themouse. Poor synapsis

in Spo11�/� spermatocytes can be improved by the introduction of exogenous

DSBs upon which the recombination machinery can act, suggesting that progression

of recombination promotes synapsis, presumably in both sexes, in this organism

(Romanienko and Camerini-Otero, 2000). Supporting this idea, a large class of mouse

mutants affecting early or intermediate steps in the recombination process, including

Dmc1�/�, Msh4�/� and Msh5�/�, shows a poor, nonhomologous synapsis phenotype

similar to Spo11�/� (Yoshida et al., 1998; Pittman et al., 1998; Kneitz et al., 2000;

Edelmann et al., 1999; de Vries et al., 1999). However, maturation of recombination

intermediates to yield crossover products is not required to promote synapsis, as mutants

defective for late-acting crossover-promoting factors MLH1 and MLH3 exhibit full
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homologous synapsis despite a lack of crossovers for most chromosome pairs (Baker

et al., 1996; Edelmann et al., 1996; Lipkin et al., 2002). In the mouse, coupling SC

formation with early steps in the recombination pathway apparently serves as ameans of

homology verification, ensuring that SC central region assembly is only nucleated

between homologous chromosome pairs.

Although synapsis requires recombination in mammals, not all DSBs serve as sites

for synapsis initiation. This point is illustrated by the fact that cytologically detectable

DSB sites are in vast excess over synapsis initiation sites. Zygotene-stage nuclei exhibit

partially synapsed chromosomes consistent with one or a few initiations per chromo-

some arm (see e.g. Baudat et al., 2000), whereas factors that mark DSBs localize to

numerous foci decorating the AEs/LEs of each homologue pair (Baudat and de

Massy, 2007). The preferred locations of synapsis initiation appear to differ between

the sexes, with most apparent initiations occurring near the telomeres during spermato-

genesis and more internally during oogenesis (Scherthan et al., 1996; Tankimanova,

Hulten and Tease, 2004).

While coupling initiation of synapsis to the establishment of recombinational

interactions is one way to ensure that SC is built between correctly paired homologues,

flies and worms have found additional ways to solve this problem that do not require

recombination. The existence of such mechanisms was made clear by the observation

that loss of function of the Drosophila and C. elegans SPO11 homologues completely

eliminates meiotic recombination but does not block the formation of morphologically

normal SC between correctly aligned homologues (McKim et al., 1998; McKim and

Hayashi-Hagihara, 1998; Dernburg et al., 1998). Thus, synapsis can proceed indepen-

dently of recombination in flies and worms.

In worms, the PC located on each chromosome plays a prominent role in coupling SC

assembly to pairing-partner choice. These chromosome domains not only function to

stabilize pairing in the absence of synapsis, as discussed above; they also promote SC

installation (MacQueen et al., 2002;MacQueen et al., 2005).Moreover, genetic analysis

of reciprocal translocations in which pairing centres are exchanged between heterolo-

gous chromosomes indicates that PCs play a dominant role in partner choice (McKim,

Howell and Rose, 1988; McKim, Peters and Rose, 1993), and cytological analysis of

translocation heterozygotes suggests that synapsis initiates predominantly in the segment

containing the PC and then proceeds to juxtapose heterologous segments (MacQueen

et al., 2005). Both the synapsis-independent stabilization of pairing and the synapsis-

promoting functions of PCs require the HIM-8/ZIM-1/2/3 family of zinc finger proteins.

One member of this four-protein family concentrates at the PC of each of the six

chromosomes (ZIM-1 and -3 concentrate at two PCs each) (Phillips et al., 2005; Phillips

and Dernburg, 2006; Phillips et al., 2009). Available data support a model in which PCs

stabilize interactions between prospective pairing partners to permit local assessment of

homology, and that synapsis proceeds if homology is verified (MacQueen et al., 2005).

Further, recent work suggests that the coupling between pairing and synapsis at PCsmay

operate in a manner analogous to the spindle assembly checkpoint, which delays

anaphase in response to unattached kinetochores: PCs of chromosomes that have not

yet identified a suitable pairing partner appear to impart a ‘wait synapsis’ signal that

inhibits SC installation (Martinez-Perez and Villeneuve, 2005). Interestingly, this

checkpoint-like mechanism requires HIM-3 and HTP-1, AE components that contain
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aHORMAdomain, a feature that is sharedwithMad2, a central component of the spindle

assembly checkpoint (Gorbsky, Chen and Murray, 1998; Aravind and Koonin, 1998).

Although PCs play a predominant role in determining synapsis partner choice in C.

elegans, several lines of evidence indicate that the information content for homologue

recognition is not limited to PCs in this organism. Specifically, when one set of

homologous chromosomes is heterozygous for a PC deletion, pairing and synapsis of

these chromosomes are successful approximately half the time, indicating that inter-

actions between two PCs are not strictly required for homologous synapsis (Villeneuve,

1994;MacQueen et al., 2005). Furthermore, when PC function is compromised for two

different chromosome pairs, the synapsis that does occur takes place between correctly

matched chromosomes in the vast majority of cases. This observation indicates that

even in the absence of PC-mediated synapsis-independent stabilization of pairing,

homologues compete much more efficiently than nonhomologues to become synapsis

partners (Phillips and Dernburg, 2006). Thus, although homologue recognition in C.

elegans relies heavily on PCs, chromosomal regions outside the PC can also contribute

to this process.

Drosophila provides a clear example of the use ofmultiple domains per chromosome

to establish pairing between homologues via a recombination-independentmechanism.

During oogenesis in flies heterozygous for translocations and complex chromosomal

rearrangements, interactions between homologous chromosome segments are observed

(Sherizen et al., 2005; Gong, McKim and Hawley, 2005), demonstrating that informa-

tion content used for homologue alignment is dispersed along the chromosome

(McKee, 2009). Through genetic analysis, multiple sites have been identified per

chromosome that appear to define synapsis intervals and stimulate SC formation

(Hawley, 1980; Sherizen et al., 2005). These observations suggest that recombina-

tion-independent homology verification and SC nucleation sites are both distributed at

multiple sites along the Drosophila chromosomes.

The predominance of different mechanisms for coupling homology assessment to

synapsis initiation in different organisms does not preclude the possibility that multiple

mechanisms normally contribute to the establishment of homologous synapsis in a

given system. Indeed, there is now strong evidence that this is the case in budding yeast.

In this organism, as in mouse, SC assembly is dependent on initiation of recombination

(Giroux, Dresser and Tiano, 1989; Alani, Padmore and Kleckner, 1990). However,

recent analysis has revealed that a single domain on each chromosome also contributes

to initiation of homologous synapsis in yeast meiosis. In particular, centromeres

associate pairwise in early meiotic prophase nuclei; initially, these interactions are

mostly nonhomologous, but partner switching takes place until full homologous

centromere pairing is achieved in a recombination-dependent manner (Tsubouchi and

Roeder, 2005). This centromere coupling process requires zip1, which encodes the SC

transverse filament protein (Sym, Engebrecht and Roeder, 1993). Furthermore, cen-

tromeres are among the sites at which SC assembly is nucleated once a homologue is

identified (Tsubouchi, Macqueen and Roeder, 2008). These data are consistent with a

model in which homology assessment at the centromere is coupled to initiation of

synapsis in budding yeast. Thus, rather than requiring the incredibly complex proposi-

tion that every sequence query the entire genome to identify its homologue, this

mechanism may promote efficient homologue identification by focusing homology
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assessment on a limited pool of sequences. Once a match is found, initiation of SC

polymerization could lock in partner selection and remove paired chromosomes from

the pool still engaged in the homology search. This example illustrates how promoting

interactions between specific chromosomal sites that also serve to nucleate SC assembly

may be employed to simplify the homology search.

5.4 Roles for cytoskeleton-driven chromosome
movements in meiotic prophase

It has long been clear that meiotic prophase must involve a substantial amount of

chromosome motion. Classical cytological analysis in many species has revealed

dramatic, large-scale changes in spatial organization of chromosomeswithin the nucleus

beginning around the leptotene/zygotene transition. In most organisms, attachment of

chromosome ends to the nuclear envelope (NE) coincides with these organizational

changes,mediatingmarkedly polarized nuclear organizations (Figure 5.2). Inmammals,

the telomeres cluster on the NE adjacent to the centrosome, while the chromosome arms

Figure 5.2 Polarized nuclear organizations mediated by tethering of chromosomes to the nuclear
envelope in early meiotic prophase oocytes. Composite fluorescence microscope images showing
chromosome organization in mammalian and nematode leptotene/zygotene oocytes. (a) Bovine
oocyte nucleus displaying the chromosomal bouquet. Telomeres, identified by FISH (bracket, black),
cluster tightly at the nuclear periphery, anchoring the AEs, marked by SYCP3 IF (grey ribbon-like
staining), which loop into the nuclear interior. One large SYCP3 aggregate (�) is a characteristicmarker
of this stage. Image courtesy of H. Scherthan. (b) C. elegans oocyte nucleus displaying chromosome
clustering. Chromosomes, stained with DAPI (grey), cluster in one hemisphere of the nucleus via
anchorage to the nuclear envelope mediated by associations with the NE protein ZYG-12, detected by
IF (black patches). Dashed line delineates the nuclear periphery. Image courtesy of A. Sato and A.F.
Dernburg
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loop towards the opposite side of the nucleus in the classical ‘bouquet’ configuration

(Scherthan, 2001). In C. elegans, each chromosome attaches to the NE near only one of

its two ends, and the chromosomes become clustered in one hemisphere of the nucleus

(Goldstein and Slaton, 1982; MacQueen and Villeneuve, 2001). Observations such as

these suggested a link betweenNEattachment and chromosomemovement.Recentwork

has now provided compelling evidence that conserved mechanisms mobilize meiotic

chromosomes by connecting them through the NE to the cytoskeleton.

Live imaging in the fission yeast Schizosaccharomyces pombe led the way in our

emerging understanding of the nature and mechanism of chromosome movement

during meiotic prophase. In a groundbreaking study, Hiraoka and colleagues demon-

strated that the entire fission yeast nucleus undergoes dramatic movement during

meiosis, oscillating between the cell poles. Further, the clustered telomeres and

spindle pole body (yeast equivalent of the centrosome) are found at the leading edge of

this movement (Chikashige et al., 1994). Subsequent work has implicated inner and

outer NE proteins containing SUN and KASH domains, respectively, in linking

chromosomes via their telomeres to the cytoplasmic microtubule cytoskeleton

(reviewed in Chikashige, Haraguchi and Hiraoka, 2007). In recent years, this

SUN/KASH domain protein-mediated mechanism for moving meiotic chromosomes

has been found to be conserved from yeasts to animals. In C. elegans, the SUN-1

protein has been shown to interact with a KASH domain protein, ZYG-12, which

interfaces with the microtubule cytoskeleton (Malone et al., 2003). Available data

support a model in which the chromosomes’ PCs, bound byHIM-8 or ZIM-1, -2, or -3,

localize to NE patches containing SUN-1/ZYG-12, connecting the chromosomes to

the microtubule cytoskeleton at the leptotene/zygotene transition (Penkner et al.,

2007). Similarly, at the leptotene/zygotene transition in mouse, telomeres localize to

NE patches containing the SUN1 protein; as in other systems, it is thought that SUN1

probably interacts with an outer NE protein that interfaces with components of the

cytoskeleton that have yet to be identified (Ding et al., 2007). In budding yeast, the

cytoskeletal network to which the NE protein complex connects the chromosomes is

actin based (Trelles-Sticken et al., 2005), demonstrating use of an alternative to the

microtubule cytoskeleton in some systems. Recent analysis of mouse and worm

mutants supports a conserved role for the SUN domain protein family in mediating

chromosome reorganization in meiotic prophase, and has provided insight into the

roles of NE attachment and chromosome movement in homologue paring and

synapsis.

Upon deletion of mouse Sun1, telomeres fail to localize to the NE at the leptotene/

zygotene transition, and the bouquet configuration is not displayed, consistent with loss

of cytoskeleton-driven chromosome movements in meiotic prophase. Sun1�/� oocytes

display very little synapsis (Ding et al., 2007), recalling observations in the mouse

Smc1b cohesin mutant, in which a few defective telomere attachments per nucleus

correlated with failure of a few chromosomes to synapse (Revenkova et al., 2004). The

small amount of SC observed in the Sun1 mutant appears to be installed between

homologues (Ding et al., 2007), indicating that the fundamental homologue recognition

mechanism is still intact. Therefore, these results suggest that attaching telomeres to the

NEandpromotingmovement of chromosomesmay improve the efficiencyof pairing and

synapsis. This idea is consistentwith work in budding yeast, where disrupting the system
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of chromosome linkage to the cytoskeletal apparatus results in a delay in achieving full

homologous synapsis (Trelles-Sticken, Dresser and Scherthan, 2000). Several ways can

be envisioned in which this system might promote efficient pairing and synapsis.

Tethering chromosomes to the NE may facilitate homologue identification through

reducing the homology search from a three-dimensional problem, where homologous

sequences could be located anywhere in the nuclear volume, to a two-dimensional one,

where homologous sequences are located on or at a fixed distance from a surface.

Mobilizing chromosomes may improve the efficiency of this search through increasing

the kinetics of interchromosomal interactions (Harper, Golubovskaya andCande, 2004).

Analysis in worm meiosis extends these ideas further. In worms carrying a hypo-

morphic sun-1 mutation, the clustered chromosome configuration is essentially elimi-

nated, consistent with loss of chromosome movements. Very little coincidence of

homologous sequences is detected by FISH, but extensive synapsis occurs between

nonhomologous chromosomes. Experimental prevention of SC installation appears to

restore a low level of homologous pairing (Penkner et al., 2007), suggesting that the

fundamental homologue recognition mechanism remains intact, but functions ineffi-

ciently in the absence of chromosomemobilization. Theworm htp-1AE/LE component

mutant, which shows a dramatic reduction in the frequency or duration of chromosome

clustering, shows a similar nonhomologous synapsis phenotype (Martinez-Perez and

Villeneuve, 2005). Together, these studies suggest that, in worms, cytoskeleton-driven

chromosome movement may prevent SC central region protein loading until homolo-

gous pairing has been achieved. Such a mechanism is likely to be important in this

species because pairing centres are capable of nucleating SCassembly between apposed

sequences even when a homologous PC is not available (MacQueen et al., 2005).

Chromosome mobilization may prevent inappropriate synapsis by taking apart nonho-

mologous interactions more quickly than SC assembly can be nucleated, whereas the

increased stability of interactions between matching pairing centres may allow enough

time for nucleation of SC assembly between homologues (MacQueen et al., 2005).

Taken together, the phenotypes of mouse Sun1 and worm sun-1 mutants provide

evidence for two roles of early meiotic prophase chromosome movements. Incomplete

synapsis in themouse Sun1mutant emphasizes a role in promoting interactions between

chromosomes to provide opportunities for homologue recognition, whereas nonho-

mologous synapsis in the worm sun-1 mutant reveals a second role in disrupting

incorrect associations between nonhomologues. In view of these ideas, the apparent

lack of telomere attachment to the NE or chromosomal bouquet inDrosophila (Zickler

andKleckner, 1998) – and presumably the system formobilizingmeiotic chromosomes

for which these phenomena are proxy –may be the exception that proves the rule: active

chromosome motion may not be necessary in meiotic prophase of this species where

alignment of homologues is already established at meiotic entry.

Live imaging studies of meiotic prophase in fission and budding yeasts have shown

that chromosome movements driven by cytoskeletal machinery can be quite dramatic.

A striking finding is that chromosomemovement continues long after the establishment

of pairing (Ding et al., 2004) and (the bulk of) synapsis (Koszul et al., 2008; Conrad

et al., 2008). Recent work has suggested that this mid-prophase movement may be

important for completion of synapsis by helping to resolve entanglements between

nonhomologous chromosomes that frequently arise duringmeiosis (Koszul et al., 2008;
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Conrad et al., 2008). In addition, studies have implicated these movements in the

progression of meiotic recombination (Kosaka, Shinohara and Shinohara, 2008;Wanat

et al., 2008; Conrad et al., 2008). Live imaging of meiotic prophase chromosome

dynamics in an animal oogenesis system (e.g. C. elegans), where large chromosomes

provide opportunities for detailed cytological analysis, will surely contribute to our

understanding of the mechanics and roles of chromosome movement in homologue

pairing, synapsis, and other meiotic events.

5.5 Checkpoints for monitoring synapsis
during oocyte development

The chromosomal events of meiosis are carried out within the larger context of the

oocyte developmental programme. Homologue pairing and synapsis take place at the

beginning of meiotic prophase, placing them very early in oogenesis, prior to overt

gamete differentiation. A common theme in animals is that many more meioctyes

attempt pairing and synapsis than ultimately mature into oocytes. In mammalian

oogenesis, pairing and synapsis take place mid-gestation within one relatively syn-

chronous cohort of meiocytes, and these events are completed before birth (Cohen,

Pollack and Pollard, 2006). During their prolonged dictyate arrest until puberty, when

follicle formation and ovulation begin, oocytes are reduced in number by an order of

magnitude through apoptosis (Ghafari, Gutierrez and Hartshorne, 2007). In flies and

worms, pairing and synapsis are early events in the ongoing oogenesis programmes of

the adults. In the fly, synapsis initiates in at least 4 of the 16 cells within each cyst in the

germarium before a single cell is specified to become the oocyte (Page and Hawley,

2001). In the worm, pairing and synapsis precede an extended pachytene stage, at the

end of which approximately half of all meiocytes are eliminated by awave of apoptosis.

The survivors undergo cell growth and take up yolk proteins plus gene expression

products contributed by the eliminated meiocytes as part of the oocyte differentiation

process (Grant and Hirsh, 1999; Wolke, Jezuit and Priess, 2007). It is likely that the

majority of prospective oocytes that are eliminated in each organism do not display

defects in pairing and synapsis, and indeed there is evidence to support this idea in

C. elegans (Gumienny et al., 1999). However, the early timing of homologue pairing

and synapsis within the oogenesis programme, prior to culling events that limit the

oocyte pool, suggests that an opportunity may exist to assess the success of pairing and

synapsis and influence the progression of a particular meiocyte in the oogenesis

programme. Indeed, meiotic defects have been found to stall progression and/or trigger

apoptosis during oogenesis in all three organisms. In addition to a checkpoint

documented in mice, flies, and worms that responds to unrepaired DNA damage (Di

Giacomo et al., 2005; Staeva-Vieira, Yoo and Lehmann, 2003; Gartner et al., 2000),

evidence in worms and mice suggests that two checkpoints, operating at distinct points

in meiotic prophase, monitor the synapsis status of chromosomes within an oocyte.

A growing body of evidence supports the existence of a checkpoint-like mechanism

that delays exit from polarized chromosome organizations at the leptotene/zygotene

transition until synapsis is complete. This idea developed out of a series of experimental

observations in C. elegans. In wild-type meiosis, completion of synapsis is correlated
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temporally with the release of chromosomes from the clustered arrangement discussed

above (MacQueen et al., 2002). Furthermore, blocking SC assembly through syp-1, -2,

-3, or -4 mutations leads to persistence of chromosome clustering (MacQueen

et al., 2002; Colaiacovo et al., 2003; Smolikov et al., 2007; Smolikov, Schild-Prufert

and Colaiacovo, 2009). Together, these observations raised the possibility that com-

pletion of synapsis might be coupled to release of chromosome clustering. In principle,

synapsis could play a direct mechanical role in dispersing chromosomes; alternatively,

synapsis status could be monitored by a checkpoint-like mechanism that, in turn,

controls dispersal (MacQueen et al., 2002). The observation that SC assembly is not

required for release of chromosome clustering in the htp-1mutant background supports

the latter hypothesis; further, it implicates the HTP-1 AE/LE component in a signal that

blocks chromosome dispersal from the clustered arrangement when synapsis has not

progressed on all chromosome pairs (Martinez-Perez and Villeneuve, 2005).

Coupling exit from the polarized chromosome organization to completion of

synapsis is likely to be a general feature of animal meiosis (Scherthan et al., 1996).

Although extensive analysis of the bouquet stage in mouse oogenesis has not been

reported, a number of mouse mutants that fail to achieve complete synapsis exhibit

bouquet-stage enrichment during spermatogenesis, implying that exit from polarized

chromosome organization is delayed when synapsis is incomplete (Liebe et al., 2004;

Liebe et al., 2006; Mark et al., 2008). Furthermore, the highest enrichment for bouquet

stage so far reported is found in mice mutant for the ATM kinase (Liebe et al., 2006),

implicating a factor that has been proposed to play roles inmonitoringmeiotic aswell as

mitotic cell cycle progression (Barlow et al., 1998) in the duration of polarized

chromosome organization. These parallels between worm and mouse support the

existence of a checkpoint-like mechanism that delays release from the polarized

chromosome organization of the leptotene/zygotene transition – likely representing

a period of chromosome mobilization during which the homology search is active –

until all chromosomes have recognized and begun to form stable associations with their

partners. Interestingly, the duration of the bouquet stage has been inferred to be

substantially longer during oogenesis than spermatogenesis in several mammals,

suggesting potential differences in regulation of this important period of chromosome

mobilization between the sexes (Pfeifer, Scherthan and Thomsen, 2003; Roig

et al., 2004).

A second type of checkpoint monitors synapsis status at later stages of meiotic

prophase, resulting in eventual apoptosis of oocytes containing chromosomes that

display synapsis defects. The first evidence for the operation of such a checkpoint in

animal meiosis came from investigations in the mouse. In this animal, meiotic mutants

defective in pairing, synapsis, and/or recombination often cause complete elimination

of germ cells after the zygotene stage of meiotic prophase, resulting in sterility (Barchi

et al., 2005; Di Giacomo et al., 2005). Because synapsis is coupled to recombination in

the mouse, it was initially unclear whether synapsis defects are monitored indepen-

dently of the DNA damage (in the form of persistent DSBs) that also characterizes most

asynapticmutants. The existence of a distinct synapsis checkpoint was suggested by the

discovery that defects in synapsis between the sex chromosomes during spermatogen-

esis trigger apoptosis by a mechanism that is molecularly distinct from the mechanism

that triggers apoptosis in response to unrepaired DNA damage (Odorisio et al., 1998).
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DNA damage-independent apoptosis has more recently been identified during oogene-

sis of a number of mouse meiotic mutants, suggesting that a checkpoint also monitors

synapsis status in females. Oogenesis often progresses further than spermatogenesis in a

given meiotic mutant, perhaps due to differences in checkpoint control between the

sexes, and two distinct points of oocyte loss during the meiotic programme have been

identified. When asynapsis is accompanied by unrepaired DNA damage, apoptosis

occurs earlier (at or before dictyate arrest), whereas when DSBs are experimentally

eliminated, apoptosis occurs later (after dictyate arrest, but at or before follicle

formation) (Di Giacomo et al., 2005). Therefore, the mouse oogenesis programme

appears capable of detecting asynapsis per se and responding by inducing apoptosis.

The operation of a second checkpoint for monitoring synapsis status has been most

directly demonstrated inC. elegans, where synapsis does not depend on recombination.

In genotypes in which synapsis of one or more chromosome pairs was experimentally

blocked, elevated apoptosis was found to persist even when DSBs were eliminated

using a spo-11mutant background to prevent activation of theDNAdamage checkpoint.

Further, this synapsis checkpoint has significant functional consequences for oocyte

quality control, as checkpoint elimination substantially raises the frequency of chro-

mosome segregation defects (Bhalla and Dernburg, 2005). It appears that by using

two checkpoints to monitor and respond to synapsis status, animals are able not only to

provide ample opportunity for homologous chromosomes to synapse, but also to

eliminate oocytes that fail in this critical process.

InC. elegans, this synapsis checkpoint requires the function of the conserved PCH-2

protein (Bhalla and Dernburg, 2005), but it is not yet clear whether PCH2 orthologues

carry out the same function during oogenesis in other systems. Drosophila PCH2 is

required for a DNA damage-independent checkpoint that affects meiotic prophase

progression in this organism, but asynapsis does not appear to serve as a trigger for this

checkpoint (Joyce and McKim, 2009). Studies employing a hypomorphic allele of the

mouse Pch2 homologue, Trip13, have implicated this gene both in normal timing or

efficiency of meiotic recombination (Li and Schimenti, 2007), and in promoting

removal of HORMAD1 and HORMAD2 from LEs in response to synapsis (Wojtasz

et al., 2009). It is clear that further analysis will be required both to clarify the precise

meiotic functions of PCH2 and to elucidate the mechanisms by which oocytes detect

unsynapsed chromosomes and respond by inducing apoptosis.

5.6 Concluding remarks

It has long been clear that pairwise alignment between homologous chromosomes is

essential for successful chromosome inheritance during gametogenesis. However, until

recently, the mechanisms underlying the homologue pairing process have remained

largelymysterious. In this chapter, we have highlighted investigations in animalmeiosis

model systems that have contributed mechanistic insights into this process. Together,

both similarities and differences among the systems have helped to illuminate the

fundamental principles that govern homologue pairing, thus allowing the following

framework to emerge: (i) Chromosomes assemblemeiosis-specific structures – theAEs

andmature SC– that enable establishment, and then stabilization of homologue pairing.
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(ii) Multiple mechanisms have evolved (and likely operate in parallel in many

organisms) to couple homology verification at a limited number of chromosomal sites

to the nucleation of synapsis, thereby solidifying pairwise associations. (iii) Chromo-

some mobility driven by tethering of chromosome sites through the NE to the

cytoskeletal motility apparatus contributes to the success of this process, both by

facilitating interactions between chromosomes and by taking apart inappropriate

interactions. (iv) Quality control mechanisms operate both to prevent synapsis errors

and to eliminate defective meiocytes if errors do occur, thereby channelling reproduc-

tive resources towards oocytes in which pairing and synapsis were successful. Future

work will clarify the mechanisms of these important facets of the homologue pairing

programme and will reveal the interrelationships between them. Perhaps through the

course of this work wewill come closer to understanding the most mysterious aspect of

meiotic pairing and synapsis; that is, the fundamental nature of homologue recognition.
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6.1 Introduction

In sexually reproducing organisms, meiosis is the process that converts a diploid cell

into genetically distinct haploid gametes. To achieve this end, a single round of DNA

replication is followed by two successive divisions: a reductional (meiosis I) and an

equational (meiosis II) division. A specificity of oogenesis is that both the first and the

second divisions are asymmetrical, giving rise to only one gamete (the egg) and two

abortive products, the first and second polar bodies. During the reductional division,

both homologous chromosomes (homologues) of each pair segregate. Their proper

segregation depends on the physical connections between them, provided by the

chiasmata, which are essential for their bipolar attachment to the meiosis I spindle.

The chiasmata result from reciprocal exchanges of large fragments of genetic material,

or crossovers (COs) between homologues. Therefore, COs play a crucial mechanical

role during meiosis, and defects in their formation can result in aneuploidy due to the

missegregation of homologues at the first division. Beyond this mechanical role,

meiotic COs are also important to promote genetic diversity by producing new

combinations of alleles in offspring.

Much of our knowledge on the molecular mechanism of meiotic recombination

comes from studies in the yeast Saccharomyces cerevisiae. However, efforts have been

made in the last 15 years to improve our understanding of recombinationmechanisms in

mammals. Indeed, manymouse genes involved inmeiosis have been characterized, and

the generation and analysis of mutant animals has given insights into their role in

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
� 2010 John Wiley & Sons, Ltd



recombination. Studies in yeasts, mammals, and also in other eukaryotes, have revealed

that meiotic recombination is a highly complicated molecular process, proceeding

through several steps and separate pathways, most of them being conserved amongst

species. In Section 6.2, we will give an overview of the current knowledge on the

mechanism of meiotic recombination in mammals, and the proteins involved, with the

help of the framework provided by the detailed data on molecular mechanisms coming

from studies in yeast.

Given the importance of COs for the accurate segregation of chromosomes, it is

crucial to ensure the formation of COs on every chromosome pair, which implies that

molecular events (the formation of recombination products) are controlled in relation

to big objects in the nucleus (the chromosomes). Indeed, it has long been known that

not only the number of COs, but also their distribution along chromosomes, is tightly

controlled. A defect in this control is associated with an increase of abnormal

segregation of homologous chromosomes, the prevalence of which is particularly

high during human female meiosis. Mechanisms governing crossover control remain

poorly understood. However, recent studies have provided new information on the

fine scale distribution of COs in mouse and human genomes. In Section 6.3, we

summarize the various genetic and cytological approaches that enable the study of the

frequency and the distribution of COs, and we review recent advances in under-

standing the factors involved in the control of CO distribution in mammals, with

some emphasis placed on those that may explain the differences between sexes in CO

distribution.

Finally, the last section of this chapter focuses on recent findings related to the

relationship between meiotic recombination and meiotic prophase progression in

mammals.

6.2 Meiotic DNA recombination events and proteins involved

6.2.1 Overview of the process

DNA recombination events in Saccharomyces Cerevisiae

Molecular events of meiotic recombination are not yet fully elucidated in

mammals, but have been extensively characterized in Saccharomyces cerevisiae,

which led to a consensus model (Figure 6.1). Meiotic recombination is initiated by

the formation of DNA double-strand breaks (DSBs) catalyzed by the conserved

Spo11 protein. After Spo11 is removed from DNA ends, one or more exonucleases

process DSBs to generate 30 single-stranded overhangs (Keeney, 2008; Neale, Pan

and Keeney, 2005). Then, the two recombinases Rad51 and Dmc1 (some organ-

isms, such as Drosophila melanogaster, Caenorhabditis elegans and Neurospora

crassa lack a Dmc1 orthologue) bind the single-stranded tails, promote interaction

with homologous duplex sequences and catalyze strand exchange. The majority of

processed DSBs interact with a chromatid from the homologous chromosome,

rather than with the sister chromatid (Zickler and Kleckner, 1999), a bias that
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contrasts with mitotic recombination in which DNA exchange occurs preferentially

between sister chromatids. Further processing of the strand-exchange intermediates

yields two kinds of recombination products: a subset of DNA recombination

intermediates are designated to become COs, while remaining interactions are

processed to yield NCO (noncrossover) products. COs resulting from this pathway

(class I COs) are not distributed randomly along chromosomes. Notably, the

presence of one CO decreases the probability of getting another CO nearby, a

phenomenon called positive CO interference. A second pathway for CO formation

appears to involve Mus81 and Mms4 and is not subject to interference (Cromie and

Smith, 2007).

Figure 6.1 Model of pathways involved in meiotic CO and NCO formation, based on studies in
S. cerevisiae. dHJ¼ double Holliday junction; SEI¼ single-end invasion. For details, see the text
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Physical, temporal and functional relationship between DNA events
and chromosome organization

Meiotic recombination occurs during the prophase of the first meiotic division. The

meiotic prophase I is temporally divided into substages defined by changes in

chromosome organization. During leptonema, proteinaceous axial elements (AE) begin

to form along each pair of sister chromatids. At zygonema, AEs of homologous

chromosomes start to align, and a protein structure known as the central element (CE)

forms between homologues and tethers them together, a process referred to as synapsis.

The two AEs, now termed lateral elements (LEs), together with the central element

constitute the synaptonemal complex (SC). The pairs of homologous autosomes remain

fully synapsed throughout pachynema.During diplonema, the central element of the SC

disassembles and homologous chromosomes remain held together at chiasmata, the

cytological manifestation of COs. Prophase concludes with diakinesis, at which time

much of the SC structure is lost.

Biochemical recombination complexes are physically associated with chromosome

axes and the SC at many stages. Moreover, DNA recombination events are temporally

coordinated with changes in chromosome organization and juxtaposition (Zickler and

Kleckner, 1999; Blat et al., 2002). The temporal relationship between DNA events and

chromosome structure changes has been elucidated by direct analysis of DNA recom-

bination intermediates in yeast (Padmore, Cao and Kleckner, 1991; Hunter and

Kleckner, 2001) and appears to be conserved in many other organisms as judged

by molecular studies of DNA recombination in mouse (Guillon et al., 2005) and

immunolocalization of recombination complexes along meiotic chromosomes (Moens

et al., 2002; Kolas et al., 2005a). DSBs occur at leptonema and are followed by

formation of bridges between the axes of homologous chromosomes. These bridges

include recombination complexes andmark the sites of nascentDNAexchange between

the homologues (e.g. Zickler andKleckner, 1999; Tarsounas et al., 1999). TheCO/NCO

decision occurs at the transition between leptonema and zygonema, concomitant to the

initiation of SC formation. COs are formed by the end of pachynema (Guillon

et al., 2005; Allers and Lichten, 2001; Borner, Kleckner and Hunter, 2004; Terasawa

et al., 2007).

DNA recombination events and changes in meiotic chromosome structure are not

only physically and temporally correlated, but are also functionally connected. In

many organisms (but not in D. melanogaster and C. elegans) SC formation is

dependent upon recombination initiation and processing of early recombination

intermediates (e.g. Alani, Padmore and Kleckner, 1990; Pittman, Weinberg and

Schimenti, 1998a; Baudat et al., 2000; Romanienko and Camerini-Otero, 2000;

Grelon et al., 2001). Reciprocally, genetic analyses have revealed that the structure of

the meiotic chromosomes is important for the formation of COs (Kleckner, 2006).

For example, several mouse mutants defective for cohesin subunits (required for

keeping sister chromatids together until their segregation (Suja and Barbero, 2009))

or SC components are partially or totally defective for the repair of meiotic

recombination intermediates (e.g. Bolcun-Filas et al., 2007; Bolcun-Filas et al.,

2009; de Vries et al., 2005; Hamer et al., 2008; Wang and Hoog, 2006; Revenkova

et al., 2004).
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6.2.2 Initiation of meiotic recombination: Spo11-dependent
double-strand break formation

A universal mechanism for the initiation of meiotic recombination

A large body of evidence shows that meiotic recombination in S. cerevisiae is initiated

by the formation ofDSBs, catalyzed by the Spo11 protein (reviewed inKeeney, (2001)).

Thereafter, evidence based on studies in several other organisms (fission yeast,

multicellular fungi, flies, worms, plants, mammals) supports the conclusion that

Spo11-dependent programmed DSBs are a universal mechanism for the initiation of

meiotic recombination. First, Spo11 orthologues have been identified in all species

tested, and in every case spo11-null mutation abolishesmeiotic recombination. Second,

the phosphorylated formof histoneH2AX, known to accumulate at sites ofDSBs, forms

Spo11-dependent transient foci on meiotic chromatin from leptonema to early pachy-

nema (Mahadevaiah et al., 2001; Jang et al., 2003). Finally, some evidence for DNA

breaks and Spo11-dependent DNA endswith 30 overhangs have been obtained inmouse

testicular germ cells by PCR (polymerase chain reaction) and in situ DNA labelling

assays, respectively (Zenvirth et al., 2003; Qin et al., 2004).

The Spo11 protein

S. cerevisiae spo11mutantsmake noDSBs and generate aneuploid inviable spores (Cao

et al., 1990; Klapholz, Waddell and Esposito, 1985). The Spo11 protein is covalently

attached to the 50 strand termini on either side of the DSBs in mutants accumulating

unresectedmeiotic DSBs (Keeney, Giroux andKleckner, 1997). Spo11 shows sequence

similarity with the catalytic subunit (TopVIA) of the archeal type II topoisomerase VI

(Bergerat et al., 1997). These findings strongly suggest that Spo11 catalyzes the

formation of meiotic DSBs through a topoisomerase-like transesterification reaction.

However, it should be noted that the DNA-cleaving activity of Spo11 has not been

demonstrated in vitro yet.

Mutational analyses of S. cerevisiae Spo11 led to the identification of residues

necessary for the formation of meiotic DSBs, and indicate that Spo11 is involved not

only in cleavage, but also in selection of DSBs sites (Bergerat et al., 1997; Diaz

et al., 2002; Arora et al., 2004; Nag et al., 2006). Moreover, these analyses also suggest

that Spo11 forms dimeric structures in vivo, a prediction that is supported by recent

biochemical data (Sasanuma et al., 2007).

A model for Spo11-induced DSB formation has been proposed in which a Spo11

homodimer creates two single-strandDNAbreaks, resulting in aDSBwith each 50DNA
strand terminus covalently linked to a Spo11 monomer (Keeney, 2008). Thereafter,

Spo11 is removed by endonucleolytic cleavage a few bases away from the break site

(Neale, Pan and Keeney, 2005).

In S. cerevisiae, nine other proteins of poorly known function are required for the

formation ofmeioticDSBs in addition to Spo11 (Keeney, 2001).Most are not conserved

across kingdoms. TheMre11 complex (Mre11,Rad50 andXrs2/NBS1), aswell as Ski8,

have been identified in several organisms, includingmammals. However, their function
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in the formation of meiotic DNA breaks might not be conserved in higher eukaryotes

(Borde, 2007; Jolivet et al., 2006).

Mouse models with impaired initiation of meiotic recombination

Disruption of the mouse Spo11 gene causes male and female infertility (Baudat

et al., 2000; Romanienko and Camerini-Otero, 2000). Evidence from several studies

suggests that meiotic DSBs are not formed in Spo11�/� meiocytes (Mahadevaiah

et al., 2001), and SC formation is profoundly impaired, supporting the view that, as in

S. cerevisiae, initiation of recombination precedes synapsis and is required for SC

formation. Spo11�/� spermatocytes and oocytes are eliminated by apoptosis, but at

different stages of meiotic prophase, which highlights a sexual dimorphism also

observed in several other meiotic recombination mouse mutants (see Section 6.4).

The mouse meiotic mutant Mei1m1Jcs (meiosis defective 1) has been isolated in a

screen for infertilemice following a chemicalmutagenesis ofES (embryonic stem) cells

(Munroe et al., 2000). The phenotype of Mei1m1Jcs/m1Jcs mice indicates that MEI1 is

required for meiotic DSB formation (Libby et al., 2002; Libby et al., 2003; Reinholdt

and Schimenti, 2005). The human MEI1 protein exhibits similarity with AtPRD1, a

protein required for DSB formation inArabidopsis thaliana. The conserved N-terminal

region of AtPRD1 interacts with AtSPO11-1 in a yeast two-hybrid assay (De Muyt

et al., 2007), which supports the possibility that MEI1 interacts with SPO11 and

promotes meiotic DSB formation in mammals. No yeast homologue of MEI1 has been

found to date, and MEI1 does not contain any recognizable functional domains. Thus,

biochemical approaches will be necessary to investigate the molecular function of

MEI1 in mammalian meiosis.

6.2.3 Dna strand-exchange proteins

RecA strand-exchange reaction

In recombination reactions, single-strand DNA is used to initiate genetic exchangewith

a homologous duplex. The RecA protein from Escherichia coli is the first identified

recombinase (McEntee et al., 1976). RecA is the prototype for a ubiquitous family of

proteins that function in recombination by assembling into a helical protein filament on

overhanging 30 single-stranded DNA (ssDNA) tails resulting from 50 nucleolytic

resection at DSBs (reviewed in Wang, Chen and Wang (2008)). The resulting nucleo-

protein filament, referred to as the presynaptic filament, captures a duplex DNA

molecule, forming a three-stranded complex (also called the synaptic complex). It is

within this ternary complex that homology is thought to be probed. Once homology is

detected, a stable DNA joint is formed. The joint is then extended by DNA strand

exchange, forming what is known as a D-loop structure. Subsequent steps involve DNA

synthesis, the capture of the second 30 ssDNA end, the migration of branched DNA

structures followed by their resolution and ligation, leading to the formation of mature

recombinant products.
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Two RecA homologues: Rad51 and Dmc1

In most eukaryotes, two RecA homologues are present: the Rad51 recombinase needed

for both mitotic and meiotic homologous recombination, and the meiosis-specific

recombinase Dmc1. The discovery of Dmc1 raised several questions: why are two

recombinases needed for meiotic recombination? What is the specific role of each

recombinase? How are their functions coordinated?

Rad51 and Dmc1 biochemical activities Human RAD51 and DMC1 share 45%

amino acid identity (Masson and West, 2001). Several biochemical analyses have

established that, overall, the intrinsic activities of the purified RAD51 and DMC1

proteins are similar (Sung and Robberson, 1995; Baumann, Benson andWest, 1996; Li

et al., 1997; Hong, Shinohara and Bishop, 2001; Sehorn et al., 2004; Sauvageau

et al., 2005). RAD51 and DMC1 helical filaments are identical as regards several

structural parameters (Sheridan et al., 2008), and both of them promote ATP-dependent

homologous DNA pairing and strand exchange. Thus, analyzing the biochemical

properties of RAD51 and DMC1 does not provide clues about the specificity and

differences of their in vivo functions.

Cooperation of the two recombinases suggested by genetic, physical and cytological
analyses In S. cerevisiae, both rad51 and dmc1 single mutants accumulate processed

DSBs to levels higher than normal, and exhibit delayed and inefficient chromosome

synapsis and decreased spore viability (Shinohara, Ogawa and Ogawa, 1992; Bishop

et al., 1992). Physical analyses of recombination intermediates in various mutants have

shown that Dmc1 specifically promotes exchange between homologous non-sister

chromatids and also that Rad51 is needed for this strong homologue bias (Schwacha

andKleckner, 1997). Therefore, it appears that Rad51 and Dmc1may play distinct roles

and cooperate to promote an interhomologue recombination pathway.On the other hand,

recombination defects observed in dmc1 yeast mutants can be partially suppressed by

overexpression of either Rad51 or Rad54 (a protein that stimulates Rad51 activity),

suggesting a functional overlap between the two recombinases (Bishop et al., 1999;

Tsubouchi and Roeder, 2003). Taken together, these observations led to the proposal that

two distinct meiotic recombination pathways may operate in S. cerevisiae, one being

dependent on Rad51 alone and the other on both Rad51 and Dmc1 (Tsubouchi and

Roeder, 2003). It remains to be determined whether the Rad51-only pathway functions

during meiosis in wild-type yeast cells.

Cytological analyses also support the view that Rad51 and Dmc1 cooperate in the

repair of DSBs. In both mouse and yeast, Rad51 and Dmc1 assemble as Spo11-

dependent cytologically visible complexes (foci) at the same sites on meiotic chromo-

somes (e.g. Tarsounas et al., 1999; Baudat et al., 2000; Bishop, 1994). In yeast, Rad51 is

required for the normal assembly of Dmc1 complexes, while Rad51 foci are formed

independently of Dmc1, suggesting a temporal control in the loading of the two

recombinases (Bishop, 1994; Shinohara et al., 1997). In mouse and human meiocytes,

RAD51/DMC1 foci localize to AE and SC from leptonema to early pachynema (Moens

et al., 2002; Kolas et al., 2005a; Tarsounas et al., 1999; Plug et al., 1996; Barlow

et al., 1997; Lenzi et al., 2005; Oliver-Bonet et al., 2005). DMC1 is not required for
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localization of RAD51 onto chromosomal axes, as suggested by the presence of RAD51

foci in DMC1-deficient spermatocytes (Pittman et al., 1998b; Yoshida et al., 1998).

Unfortunately, the role of RAD51 inDMC1 recruitment to chromatin inmammals is not

known because of the early embryonic lethality of the Rad51-null mutation in mice

(Lim and Hasty, 1996; Tsuzuki et al., 1996).

Dmc1 and infertility in mammals

Mice bearing a homozygous null mutation in Dmc1 are sterile and exhibit a severe

meiotic disruption in early prophase I (Pittman et al., 1998b; Yoshida et al., 1998).

Dmc1�/� spermatocytes exhibit features characteristic of the persistence of unrepaired

DSBs (Barchi et al., 2005) and a strong synapsis defect, although axial elements are

formed and appear mostly normal. Dmc1�/� meiocytes are eliminated by apoptosis.

Bannister et al. (2007) have analyzed a point mutation of Dmc1 (Dmc1Mei11), which

confers a male-specific dominant sterility phenotype, similar to that ofDmc1�/� males.

In contrast, Dmc1Mei11/þ females are fertile, although the oocytes display moderate

defects in SC formation andprogression of recombination, resulting in a partial depletion

of the pool of oocytes in adults. Interestingly, in each sex, the phenotype is slightly more

severe in one genetic background (C57BL/6J) than in another (C3H), giving evidence of

the role of the genetic environment, even for a process as conserved as this key step in

meiotic recombination. In vitro experiments suggest that the DMC1Mei11 protein is still

able to self-interact, but has a reduced affinity for DNA and is unable to perform a strand

invasion reaction. The reason for this sexual dimorphism is unknown, but could be

compared to several mutations affecting meiotic recombination and SC formation in

mice (see Section 6.4).

Sequencing of candidate genes from a set of infertile patients has identified an

infertile woman with premature ovarian failure, homozygous for the Dmc1-M200V

polymorphism (Mandon-Pepin et al., 2008). Structural biochemical and genetic

analyses have provided evidence that this polymorphism impairs the function of

DMC1, supporting the view that this single-nucleotide polymorphism (SNP) can be

a cause of human infertility (Hikiba et al., 2008).

Rad51 and Dmc1 accessory proteins

Several homologous recombination factors that stimulate RAD51 and/or DMC1-

dependent strand-exchange reaction have been identified. These factors can be divided

into two classes, those that act to favour the formation of RAD51 and/or DMC1

nucleoprotein filaments, termed recombination mediators, and those that act down-

stream by facilitating the formation of the synaptic complex and/or directly facilitating

the strand-exchange reaction. Amongst recombination mediators, some mediate spe-

cifically the assembly of the RAD51 nucleofilament (RAD52 and the RAD55–RAD57

heterodimer), while others, such as the budding yeast Mei5–Sae3 complex, specifically

promote the formation of the Dmc1 presynaptic filament. Interestingly, growing

evidence suggests that in mammals, BRCA2 may serve to nucleate both RAD51 and
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DMC1 presynaptic filament assemblies. BRCA2 interacts with RAD51 (Sharan

et al., 1997; Wong et al., 1997), and a large body of results has provided evidence

that BRCA2 acts as a recombination mediator by helping the assembly of RAD51 into

active nucleoprotein filaments (San Filippo, Sung and Klein, 2008). BRCA2 also

interacts with DMC1, suggesting a role for this protein in meiotic recombination

(Thorslund andWest, 2007). Consistent with these biochemical data, BRCA2 has been

found to localize along meiotic chromosomes (Chen et al., 1998), and viable micewith

impaired BRCA2 expression are infertile and exhibit a similar defect in RAD51 and

DMC1 focus formation along meiotic chromosomes (Sharan et al., 2004). Taken

together, these data support the possibility that BRCA2 also serves to nucleate DMC1

presynaptic filament assembly. The questions arising from these findings are whether,

and how, BRCA2 plays a role in coordinating the activities of the two recombinases.

The Hop2–Mnd1 heterodimeric complex acts downstream of the recombination

mediators both in S. cerevisiae andmammals.Male and femaleHop2 knockoutmice are

sterile. Mutant spermatocytes arrest prior to pachynema, display a strong defect in

chromosome synapsis and exhibit features characteristic of the persistence of unre-

paired DSBs (Petukhova, Romanienko and Camerini-Otero, 2003). Two recent studies

have elucidated the action mechanism of HOP2–MND1 in mammals, by showing that

HOP2–MND1 stabilizes both RAD51 andDMC1 presynaptic filaments, and stimulates

the ability of the nucleofilaments to capture duplex DNA (Pezza et al., 2007; Chi

et al., 2007).

Rad54 and its paralogues are members of the Swi2/Snf2 family. Members of this

family are ATPases that promote chromatin remodelling, DNA topology alterations and

displacement of proteins from DNA. In S. cerevisiae, Tid1/Rdh54, a Rad54 paralogue,

promotes dissociation ofDmc1 fromnonrecombinogenic sites onmeiotic chromatin, and

is required for Rad51 and Dmc1 colocalization in vivo (Shinohara et al., 2000; Holzen

et al., 2006). RAD54 and its paralogueRAD54Bare present inmammals. Interestingly, in

Rad54�/� spermatocytes (but not in Rad54B�/�), RAD51 forms aberrant foci persisting

until diplonema on meiotic chromosomes (Wesoly et al., 2006). On the other hand,

RAD54B has been found to enhance the DNA strand-exchange activity of DMC1 by

stabilizing the DMC1–ssDNA complex (Sarai et al., 2006). However, the significance of

these findings is unclear since deficiency of RAD54B, RAD54 or both does not induce

meiotic recombination defects in mouse (Wesoly et al., 2006).

Other recombinase accessory factors have been identified and there has been recent

progress on elucidating their mechanisms of action, extensively discussed in an

excellent review by San Filippo, Sung and Klein (2008).

6.2.4 Processing of the strand-exchange intermediates: crossover
and noncrossover pathways

Several pathways coexist for the processing of DNA
strand-exchange intermediates

CO and NCO are processed via separate pathways In the DSB repair model for

recombination of Szostak (Szostak et al., 1983), a single pathway ofDNA intermediates
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generates both CO and NCO products, depending on the strands cleaved during the

resolution of Holliday junctions (HJs). However, studies in S. cerevisiae have shown

that early steps in CO and NCO formation proceed along the same pathway, but that,

soon after nascentDNA–DNA interactions between homologues, the pathway branches

to generate either COs or NCOs through different DNA intermediates (Hunter and

Kleckner, 2001; Allers and Lichten, 2001; Borner, Kleckner and Hunter, 2004;

Terasawa et al., 2007). Two recombination intermediates have been identified that

appear to be specific to the crossover pathway (Figure 6.1): single-end invasions (SEIs)

that are asymmetric strand-exchange intermediates involving one DSB end and its

homologue, and double HJs (dHJs). To date, DNA intermediates specific to the NCO

pathway have not been reported. Nevertheless, it has been suggested that a major

fraction ofNCOproducts are produced by synthesis-dependent strand annealing (Allers

and Lichten, 2001; Terasawa et al., 2007; McMahill, Sham and Bishop, 2007). In

mammals as well, both CO and NCO products have been detected and several lines of

evidence indirectly suggest that NCOproducts are in large excess relative to the number

of COs. Moreover, some data support the view that in mammals, as in S. cerevisiae,

NCOs and COs arise from different pathways (reviewed in Baudat and de

Massy (2007a)).

In budding yeast, most COs (class I COs) are subjected to interference and depend on

a group of proteins referred to as ZMM proteins (for Zip1, Zip2, Zip3, Zip 4, Mer3,

Msh4, Msh5) (Borner, Kleckner and Hunter, 2004). Mlh1 and Mlh3 proteins are also

required for the formation of class I CO. In mammals, orthologues of several ZMM

proteins and MLH1–MLH3 have been identified and are involved in CO formation.

There are several COpathways In S. cerevisiae, zmmmutants exhibit residual COs,

suggesting that one ormore additional pathways contribute to thewild-type level of CO.

Genetic analyses suggest that most non-class I COs do not exhibit interference and are

dependent on the structure-specific endonuclease Mus81 and its heterodimeric partner

Mms4 (de los Santos et al., 2003; Hollingsworth and Brill, 2004). However, theMus81/

Mms4-dependent pathway (also called class II CO pathway) is still poorly defined.

In other organisms, various situations have been reported relative to the presence of

these CO pathways. Some of them appear to utilize both ZMM- and Mus81-dependent

CO pathways, while others exhibit only one of these two pathways. In mammals, the

vast majority of COs (>90%) appear to be dependent upon the ZMM pathway.

Proteins involved in the interference-dependent crossover pathway

The ZMM proteins The ZMM group comprises different classes of proteins, and

presumed ZMM orthologues have also been identified in plants and mammals. Mer3,

Msh4 and Msh5 are highly conserved proteins. Mer3 is an ATP-dependent DNA

helicase, which is thought to stabilize the first-strand invasion intermediate (Nakagawa

and Kolodner, 2002; Mazina et al., 2004). Msh4 and Msh5 are two homologues of the

bacterial MutS protein that functions as a heterodimeric complex. The purified human

MSH4–MSH5heterodimer binds to three-armed progenitorHJs and toHJs, and forms a

sliding clamp that embraces homologous chromosomes (Snowden et al., 2004). It has
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been postulated that repeated loading of MSH4–MSH5 heterodimers stabilizes the

DNA structure associated with strand invasion, and thereby promotes the formation of

dHJ intermediates. Zip1 is amajor component of the synaptonemal complex. Zip2, Zip3

and Zip4 (Spo22) are thought to be implicated in ubiquitinylation and SUMOylation

(Perry, Kleckner and Borner, 2005). A recent work suggests that Zip3 is a SUMO E3

ligase, which activity might be required for early assembly of the SC in budding yeast

(Cheng et al., 2006). However, a direct functional link between Zip3-mediated SUMO

modifications and DNA recombination has not yet been established.

Detailed analysis of various S. cerevisiae zmmmutants (mer3,msh5, zip1, zip2, zip3)

has shown that the corresponding proteins are required for the processing of DSBs

toward stable SEI intermediates (Borner, Kleckner and Hunter, 2004). Accumulating

data suggest that ZMM proteins function together during the leptotene to zygotene

transition at sites of future COs and SC nucleation (Agarwal and Roeder, 2000; Fung

et al., 2004; Henderson and Keeney, 2004). Interestingly, a recent study suggests that

the ZMM proteins promote the formation of COs, in part by protecting the nascent

CO-designated recombination intermediates from dissolution by the RecQ-helicase

Sgs1 (discussed below) (Jessop et al., 2006). ZMMproteins also play an important role

in the assembly of the synaptonemal complex. Zip1 is an integral component of the SC,

but the molecular functions of the other ZMM proteins in synapsis remain unclear and

have been recently discussed (Lynn, Soucek and Borner, 2007).

The mammalian SYCP1 protein is a key component of the SC central element. For

this function at least, it is the homologue of the budding yeast Zip1 protein. Sycp1�/�

mice show defects in prophase progression, SC formation and DSB repair. Only a few

spermatocytes reachmetaphase I and most chromosomes form univalents, suggesting a

CO defect (de Vries et al., 2005). ZIP4H (Zip4 orthologue) deficiency in mice results in

delayed repair of DSBs and in decreased CO formation (Adelman and Petrini, 2008;

Yang et al., 2008). However, unlike in yeast, ZIP4H is not required for normal synapsis,

supporting the view that the role of Zip proteins in synapsis is not universal (Jantsch

et al., 2004; Chelysheva et al., 2007).MSH4- andMSH5-deficientmice exhibit a strong

synapsis defect, and apoptosis of spermatocytes and oocytes in early prophase and

before the dictyate stage, respectively (de Vries et al., 1999; Edelmann et al., 1999;

Kneitz et al., 2000). Interestingly, the depletion of oocytes in Msh5�/� mice can be

partially suppressed by deletion of Spo11, suggesting that oocyte loss is driven by a

failure in the repair of DSBs (Di Giacomo et al., 2005).

It has been proposed that in budding yeast ZMMproteinsmark the sites of futureCOs.

This is not the case in mammals, since the number of MSH4 foci (and presumably

MSH5) alongmousemeiotic chromosomes greatly exceeds the number of COs. Indeed,

the number ofMSH4 foci decreases from approximately 150 at zygonema (at this stage

MSH4 colocalizes and most probably interacts with RAD51/DMC1 proteins), to 50 at

mid-pachynemawhereMSH4 colocalizeswith theMLH1protein thatmarks the sites of

COs (Kneitz et al., 2000; Santucci-Darmanin et al., 2000; Neyton et al., 2004). The

MSH4 foci are more evenly spaced than expected if they were randomly distributed,

indicating that they display a low level of positive interference (de Boer et al., 2006).

Thus, inmammals the role ofMSH4 andMSH5 is not restricted to the formation of class

I COs, a possibility being that MSH4–MSH5 also participates in the formation of NCO

products. Based on the spatiotemporal distribution ofMSH4, it has been speculated that,
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inmammals, the selection ofCOsites operates in two successive steps at different stages

of DSB repair (de Boer et al., 2006).

In S. cerevisiae, sites designated to give rise to COs are also sites of SC nucleation

(Henderson and Keeney, 2005). Whether this is the case in mammals remains to be

determined.

Mlh1 and Mlh3 Mlh1 and Mlh3 are two homologues of the bacterial MutL protein

that function as a heterodimeric complex and are required for the formation of class I

COs in the budding yeast. They function downstream of the ZMM proteins, most

probably in the processing of dHJs (Hunter and Borts, 1997; Wang, Kleckner and

Hunter, 1999; Argueso et al., 2004). Both Mlh1- and Mlh3- knockout mice exhibit a

strong defect in the formation of chiasmata in both male and female meioses (Baker

et al., 1996; Edelmann et al., 1996; Woods et al., 1999; Lipkin et al., 2002; Kan

et al., 2008). Direct analyses at the DNA level in mouse have shown that MLH1 and

MLH3are necessary for the formation of around 90%ofCOs but not forNCO formation

(Guillon et al., 2005; Svetlanov et al., 2008). Consistent with these findings, these

proteins have been shown to colocalize at sites of chiasmata at the mid-pachytene stage

(Marcon andMoens, 2003; Kolas et al., 2005b). Several studies suggest thatMLH3 and

MLH1 are recruited sequentially to a subset of MSH4–MSH5 foci through direct

protein–protein interactions (Santucci-Darmanin et al., 2000; Lipkin et al., 2002; Kolas

et al., 2005b; Santucci-Darmanin et al., 2002).

Concerning the role of Mlh1 and Mlh3 in CO formation, various hypotheses can be

formulated. One of them is that Mlh1–Mlh3 might act on Msh4–Msh5 sliding clamp

structures to impose a dHJ conformation that ensures CO formation. Alternatively,

Mlh1–Mlh3 might be directly involved in the resolution of dHJs through its endonu-

clease activity (Nishant, Plys and Alani, 2008). Finally, Mlh1–Mlh3 might recruit and/

or activate a downstream factor that resolves intermediates into COs. In this regard, an

interesting candidate is the GEN1/Yen1 resolvase newly identified in human and

S. cerevisiae, which promotes HJ resolution in a manner analogous to that shown by

the bacterial resolvase RuvC (Ip et al., 2008).

The role of Mus81 and Mms4 (Eme1) in meiotic recombination

Mus81 is an evolutionarily conserved endonuclease, which forms a complex with a

second protein, Mms4/Eme1 that is required for nuclease activity. Extensive analysis of

the substrate specificity ofMus81–Mms4/Eme1 from both budding and fission yeasts, as

well as fromhumans, has shown that this enzyme has a cleavage preference for structures

such as nickedHJs, D-loops and 30 flaps (for review see Hollingsworth andBrill (2004)).

Nevertheless, recent studies suggest that this enzyme can also cleave intact HJs in vitro

(Gaskell et al., 2007; Taylor andMcGowan, 2008). In Schizosaccharomyces pombe, the

major pathway to form COs depends on the Mus81 complex. Cromie et al. (2006) have

shown that most of the recombination intermediates detected in S. pombe are single HJs,

and have provided evidence that Mus81–Eme1 promotes CO formation by resolving

single HJs. These findings led to the proposal that, in S. cerevisiae, the major ZMM

protein-dependent CO pathway that involves double HJs coexists with a minor pathway
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that involves rare singleHJs andMus81–Mms4.However, recent studies suggest that the

primary function ofMus81–Mms4 in budding yeast meiosis is rather to resolve aberrant

recombination intermediates that escaped disassembly by the Sgs1 helicase (see below)

(Oh et al., 2008; Jessop andLichten, 2008).Whether or notMus81–Mms4 resolves these

aberrant joint molecules (JMs) directly to CO is unclear. Thus, it remains to clarify

whether, in budding yeast, Mus81–Mms4 promotes CO formation by resolving single

HJs or aberrant JMs, or either by promoting the formation of or stabilizing a subset of

interhomologue JMs, as suggested by Oh et al. (2007).

AlthoughMus81 deficiency does not affect mouse fertility (McPherson et al., 2004;

Dendouga et al., 2005), a recent genetic study suggests that in mammals, MUS81

participates in generating a small subset of COs by anMLH3-independent pathway, and

that a regulatory cross-talk operates between theMUS81- and theMLH3-dependantCO

pathways (Holloway et al., 2008).

RecQ helicase involvement in the processing of recombination intermediates

A large body of evidence suggests that the budding yeast Sgs1 RecQ-like helicase and

its human homologue, BLM, have an anti-CO activity. BLM is capable of disrupting

D-loop DNA structures in vitro, and both Sgs1 and BLM promote branch migration of

HJs (e.g. Bennett et al., 1999; Bachrati, Borts andHickson, 2006).Moreover, both Sgs1

and BLM, in conjunction with topoisomerase III and RMI1/BLAP75, can disassemble

synthetic dHJs to produce NCO products (reviewed in Mankouri and Hickson (2007)).

Recent studies have focused on the role of Sgs1 in meiotic recombination. Genetic

data and physical analyses of meiotic recombination intermediates have shown that: (i)

Sgs1 is not required for the formation ofNCOproducts; (ii) Sgs1 has an anti-COactivity

that is antagonized by the ZMM CO-promoting proteins at sites where DNA–DNA

interactions are designated to mature into COs; (iii) Sgs1 limits the accumulation of

aberrant recombination intermediates structure, such as intersister JMs or multichro-

matid JMs (Jessop et al., 2006; Oh et al., 2008; Jessop and Lichten, 2008; Oh

et al., 2007). Whether Sgs1 prevents JM accumulation by unwinding early strand-

exchange intermediates before stable JM formation, by disassembling stable JMs after

they form, or by doing a combination of both remains to be clarified. Taken together,

these data suggest that Sgs1 is needed for accurate metabolism of recombination

intermediates during meiosis. To date, it is unknown whether BLM exerts a similar

function in mammalian meiosis. Luo et al. (2000) have reported that viable BLM-

deficient mice exhibit a normal level of COs. Nevertheless, immunocytological

analyses and the reduced fertility of Bloom syndrome patients suggest that BLM

participates in meiotic recombination mechanisms (e.g. Walpita et al., 1999).

6.3 Frequency and distribution of meiotic recombination events

6.3.1 Detection and mapping of recombination events

The repair of the Spo11-dependent DSBs through the pathways described above

generates two types of recombination products (COs and NCOs), which differ from
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each other in several aspects, as discussed above. The distribution of COs results from

the combination of two factors: the first is the distribution of initiatingDSBs; the second

is the proportion of precursors directed toward producing a CO, which varies over the

genome. Thus, it is necessary to describe the frequencies and distributions of both COs

and NCOs in order to understand the control of CO distribution.

The frequency and distribution of COs can be determined with good accuracy by

several methods, each of them having its own advantages and limits (discussed in

Arnheim, Calabrese and Tiemann-Boege, 2007; Lynn, Ashley and Hassold, 2004;

Buard and de Massy, 2007; Kauppi, Jeffreys and Keeney, 2004). In addition, several

methods providing some insight into the rate and distribution of NCOs are also

mentioned below.

Cytological approaches

The cytological methods allow for a genome-wide estimate of the number of CO events

and their distribution along chromosomes. The two main advantages of this approach

are the ability to perform analyses within homozygous (inbred lines) or sterile

individuals (providing that the meiocytes reach the appropriate stage of meiosis), and

to detect CO events without the selection biases that could affect the transmission of CO

products to the progeny. However, the resolution is limited and the cells can be difficult,

sometimes almost impossible (human oocytes at the diakinesis/metaphase I stage), to

obtain in sufficient number. Two types of markers have been used. The chiasmata are

detected on diakinesis/metaphase I chromosome preparations, but their mapping is

rough. More recently, the proteins MLH1 and MLH3 have been shown to form foci on

the SC at positions corresponding to sites of chiasmata (Marcon and Moens, 2003;

Anderson et al., 1999; Froenicke et al., 2002; Sun et al., 2004). It should be kept in

mind, however, that the overall distribution of COsmight differ slightly from the one of

MLH1 foci, because of the formation of a small proportion of COs (<10%) independent

from this protein (Baker et al., 1996; Woods et al., 1999; Lipkin et al., 2002; Kan

et al., 2008; Holloway et al., 2008).

Pedigree analysis

In pedigree analysis, the transmission of a series of markers from parents to offspring is

studied to build whole genome sex-averaged or sex-specific geneticmaps. In theory, the

resolution is determined by the density of heterozygous markers. However, recent

efforts towards identifying polymorphisms (especially SNPs) in the mouse and human

genomes massively increased the amount of available markers, so that the major

limitation for the accuracy and the operational resolution of genetic maps comes from

the number of meioses subjected to analysis. In human for example, the average

recombination rate is about 1.3cM/Mb, corresponding to an average of littlemore than a

single event per 100 kb interval if 1000meioses are analyzed (Kong et al., 2002;Matise

et al., 2007). These analyses might suffer from selection biases due to the fact that they

take into account only the COs that are transmitted to live offspring. For example, there
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could be selection on the number and distribution of COs required for the formation of

euploid gametes.

Analyzing the patterns of genetic variation in populations

The distribution of historicalCOs in a population can be inferred from the analysis of the

variation in genetic diversity along the genome in that population. These approaches

take advantage of the fact that the recombination events that occurred during the history

of a population shape the fine-scale pattern of genetic diversity in the present population

(Stumpf and McVean, 2003). An obvious limitation of population-based approaches is

that only sex-averaged recombination can be analyzed (with the exception of the non-

pseudoautosomal region of the X chromosome). Other limitations include, notably, the

possibility of bias introduced by selection or genetic drift (Stumpf and McVean, 2003;

Coop and Przeworski, 2007). The pattern of linkage disequilibrium (LD) displays

relatively long segments of high association (called haplotype blocks) betweenmarkers,

interrupted by short regions of LD breakdown, which have been shown to correspond to

CO hotspots (defined as short intervals experiencing a CO rate significantly higher than

the adjacent regions) in many cases. The analysis of LD pattern has therefore been used

for identifying potential recombination hotspots; some of them are characterized by

directly measuring the exchange rate afterward (Kauppi, Jeffreys and Keeney, 2004;

Jeffreys, Kauppi and Neumann, 2001). Recently, new methods based on coalescence

have been introduced, allowing the detection and, importantly, the quantification offine-

scale variation in the LD-based rate of recombination in a population (Stumpf and

McVean, 2003;Li andStephens, 2003; Fearnhead et al., 2004). Thesemethodshave been

especially efficient in revealing the fine-scale variations of the recombination rate in the

human genome, thanks to the enormous amount of information on SNPs that has been

generated in the past few years (International HapMap Consortium, 2007; McVean

et al., 2004; Myers et al., 2005). They have also been used for comparing fine-scale

recombination rates between humans and chimpanzees (Ptak et al., 2005; Winckler

et al., 2005).

Physical analysis of recombination hotspots by ‘sperm’ typing

Methods based on allele-specific PCR have been developed for detecting COs in very

short intervals (<15 kb) in pooled sperms.Millions of sperms from a single male can be

screened to detect and to characterize hundreds of CO products at fine scale (Jeffreys

et al., 2004). This approach has been developed initially for the analysis of CO hotspots

in sperm, but has recently been adapted for analyzing recombination in oocytes as well

(Guillon et al., 2005; Ng et al., 2008; Baudat and de Massy, 2007b).

Detection of NCOs

The tools allowing detection of NCO events are much scarcer than those for COs.

There is no proven cytological marker specific for NCOs. However, several proteins
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involved in early steps of the recombination mechanism form foci, which are thought

to localize either at sites of both ongoing COs and NCOs or at NCO sites only. The

markers that have been used for estimating the number of recombination events in

mammals are the phosphorylated form of H2AX (gH2AX), RAD51, DMC1, RPA,

BLM, MSH4 and MSH5 (Moens et al., 2002; Kolas et al., 2005a; Tarsounas

et al., 1999; Lenzi et al., 2005; de Boer et al., 2006). Foci formed by gH2AX, RPA
and MSH4 have been mapped along chromosomes (de Boer et al., 2006; Grey,

Baudat and de Massy, 2009). However, it is not known whether these foci mark all or

only a fraction of recombination events, or whether they mark all sites simulta-

neously in a given nucleus (synchrony). Some caution should also be taken from the

fact that, besides interhomologue COs and NCOs, the DSBs can lead to additional

outcomes, including interactions with the sister chromatid or intrachromatid inter-

actions, in proportions that are unknown. Some of the proteins mentioned above

might also mark some of these unexplored events (discussed in Baudat and de

Massy (2007a)).

The method of sperm typing, developed first for characterizing CO hotspots (see

below), was modified for detecting and characterizing NCO products (Guillon

et al., 2005; Ng et al., 2008; Baudat and deMassy, 2007b; Guillon and deMassy, 2002).

Nevertheless, this method is restricted to very short intervals (the size of a PCR

amplicon), limiting its use to previously identified CO hotspots. Finally, the presence of

NCO hotspots can be detected by analyses of LD pattern and genetic diversity in

populations, with lower efficiency and accuracy than for COs (Frisse et al., 2001; Gay,

Myers and McVean, 2007).

6.3.2 Nonrandom distribution of recombination events

Several factors control the overall number of COs per chromosome, as well as their

distribution along chromosomes. Each chromosome pair must experience at least one

chiasma, resulting from 1 CO (the ‘obligate CO’), in order to ensure the correct

segregation of homologous chromosomes at meiosis I (reviewed in Petronczki, Siomos

and Nasmyth (2003)). On the other hand, having toomany COs on one chromosome, or

having them placed inadequately along the chromosome, may also become deleterious.

Thus, the number and the distribution of recombination events are regulated, but the

underlying mechanisms are still unknown, for the large part.

Control of the number of COs

One ‘obligate’ CO per bivalent is required for ensuring the segregation of homologous

chromosomes. In fact, there is a minimum of one chiasma per euchromatic chromo-

some arm in mammals, while the short arm of acrocentric chromosomes does not

display any chiasma usually (Laurie and Hulten, 1985a, 1985b; Hassold et al., 2004;

Lawrie, Tease andHulten, 1995; Tease, Hartshorne andHulten, 2002; Codina-Pascual

et al., 2006). Indeed, the number of chromosome arms (rather than the number of
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chromosomes) correlates strongly with the length of genetic maps across mammals,

suggesting that this constitutes amajor constraint on thewhole genomeCO rate (Coop

and Przeworski, 2007).

The relationship between the number of COs and the size of the chromosome arms in

a given organism is biphasic: the smallest chromosome arms experience a single CO,

independently of their size, whereas a linear relationship is observed for chromosome

armswhose size exceeds a certain threshold (Froenicke et al., 2002;Matise et al., 2007;

Laurie and Hulten, 1985b; Lawrie, Tease and Hulten, 1995; Kaback, 1996; Broman

et al., 2002; Sun et al., 2006). This threshold corresponds to approximately 100Mb in

mouse and 30Mb in human oocytes (50Mb in human spermatocytes), reflecting the

difference between the organisms in average CO density.

Strikingly, the correlation between the number of COs and the size of the

chromosomes is stronger if the length of SC, rather than the chromosomal DNA

content, is taken into account (Froenicke et al., 2002; Sun et al., 2006; Lynn

et al., 2002). This can be connected with other situations showing a coordinate

variation in CO number and pachytene chromosome axis length, both genome-wide

and for individual chromosomes (Kleckner, Storlazzi and Zickler, 2003). Indeed,

co-variation in SC length and CO rate (measured with MLH1 foci) has been observed

between individuals and even between meiocytes from a single individual. These

results suggest that the CO density is controlled by a factor or a mechanism, not

identified yet, linked to the length of meiotic prophase I chromosome axes. An

additional example is provided by the fact that a coordinate intersex variation in SC

length (longer in female) and CO rate (higher in female) has been observed in several

species, including mouse and human (Tease, Hartshorne and Hulten, 2002; Lynn

et al., 2002; Tease and Hulten, 2004).

The CO interference refers to the fact that the presence of one CO somewhere

along a chromosome reduces the probability of occurrence of a second CO nearby on

the same bivalent (positive interference). This phenomenon has consequences for

both the frequency and the distribution of COs, especially along chromosomes

having small genetic length and high level of interference, as are most mouse and

human chromosomes (Falque et al. (2007), and references therein). In mouse and

human, the interference is weaker in female than in male when the physical distances

are measured in terms of DNA content (Mb), but it becomes similar when

the distances are measured in terms of SC length (mm) (Tease, Hartshorne and

Hulten, 2002; Petkov et al., 2007). This difference in interference level, dependent on

chromosome axis length, was sufficient to explain the intersex difference in CO rate

along mouse chromosome 1, leading Petkov et al. (2007) to propose that the sex

difference in interference level is the main cause for the intersex difference in CO rate

in mouse.

Recombination events lie in hotspots

In budding yeast, most meiotic recombination events, if not all, occur in small regions

(about 2 kb), as the result of the clustering of Spo11-generated DSBs in 50–200 bp
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intervals (Petes, 2001). In S. pombe too, recombination is initiated by meiotic DSBs

localized at preferential sites, though it is not clear yet whether the identified DSB sites

are at the origin of all meiotic recombination (Cromie and Smith, 2007; Cervantes,

Farah and Smith, 2000; Ludin et al., 2008).

As in S. cerevisiae, the major part of meiotic recombination in mammals appears

to take place in hotspots. Indeed, CO hotspots, defined as short intervals experienc-

ing a CO rate higher than the adjacent regions, have been identified in both human

and mouse. The detailed molecular characterization of a few of them brought the

demonstration that mammalian CO hotspots are sites of recombination initiation

(reviewed in Arnheim, Calabrese and Tiemann-Boege, 2007; Kauppi, Jeffreys and

Keeney, 2004; Jeffreys et al., 2004; de Massy, 2003). Indeed, NCOs are detected at

the centre of several CO hotspots, demonstrating that these are sites of recombina-

tion initiation (Guillon et al., 2005; Ng et al., 2008; Baudat and de Massy, 2007b;

Guillon and de Massy, 2002; Jeffreys and May, 2004; Jeffreys and Neumann, 2005).

In accord with this, DNA breaks have been detected in the Ea mouse hotspot

(Qin et al., 2004). Noticeably, NCO events are more tightly clustered at the centre

of hotspots than CO exchange points, which are spread over a �1.5 kb interval

with a higher density in the central region (Figure 6.2a). Thus, gene conversion

tracts associated with NCOs are shorter (<300 bp) than those associated with COs

(500 bp).

The major role of hotspots in shaping the pattern of recombination has been

demonstrated along a few intervals in mouse and human (Figure 6.2b) (Jeffreys,

Kauppi and Neumann, 2001; Jeffreys et al., 2005; Kelmenson et al., 2005; Paigen

et al., 2008; Tiemann-Boege et al., 2006). For example, six CO hotspots were

identified and analyzed by sperm typing in a 216 kb segment in the human MHC

(major histocompatibility complex), with a total CO frequency equal to the one

estimated by pedigree analysis for the same interval (Jeffreys, Kauppi and

Neumann, 2001). Strikingly, the location of these hotspots correlates with regions

of LD breakdown, indicating that LD patterns are profoundly affected by the

clustering of COs in hotspots. In this interval, the fraction of COs occurring outside

hotspots has been estimated to represent only �1/20th of the COs lying in hotspots.

Genome-wide surveys of genetic variation in human populations made a break-

through by permitting the identification of tens of thousands of hotspots (McVean

et al., 2004; Myers et al., 2005). The most recent genome-wide analysis of SNP

variation, taking advantage of the characterization of 3.1 million SNPs in four

human populations, identified 32 996 LD-based CO hotspots (23 307 of them

mapped to within 5 kb) accounting for about 60% of COs and 6% of the sequence of

the human genome (International HapMap Consortium, 2007; Myers et al., 2008).

Surprisingly, despite the extremely high density of SNPs analyzed in this survey,

about 0.5–1% of the SNPs analyzed are still untaggable, which means that they do

not display significant LD with other SNPs, not even with the closest ones. Ninety

percent of these untaggable SNPs are located within 5 kb of the centre of an

identified CO hotspot. This suggests that most of these untaggable SNPs can be

included into gene conversion tracts generated at CO hotspots, and therefore that

most hotspots giving rise to NCOs also generate COs (International HapMap

Consortium, 2007).
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Variation in hotspot distribution

Meiotic DSB sites in S. cerevisiae are situated in their vast majority in intergenic

intervals containing a transcription promoter. In turn, a large fraction of the promoter-

containing intervals host an initiation site (reviewed in Petes (2001)). In S. pombe, DSB

Figure 6.2 Sex-specific distribution of COs on mouse chromosomes. (a) High-resolution mapping of
COs in the Psmb9 hotspot on chromosome 17 (fromBaudat and deMassy (2007b), withmodifications).
(b) Distribution of CO hotspots on a 25 Mb fragment on chromosome 1 (from Paigen et al., 2008).
(c) Chromosome-wide distribution of COs on mouse chromosome 1 (from Paigen et al., 2008)
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sites are particularly enriched in a few unusually wide intergenic regions (Cromie and

Smith, 2007; Ludin et al., 2008). Notwithstanding these discrepancies, both species

share the fact that the structure of the chromatin (local accessibility, histone modifica-

tions) plays a major role in controlling the activity of recombination initiation sites

(Petes, 2001; Ohta et al., 1994; Wu and Lichten, 1994; Hirota et al., 2008; Borde

et al., 2009).

In human, the combined analyses of COs detected by sperm typing over limited

regions, and LD-based CO hotspots give an idea of the recombinational landscape,

which appears to be composed of 1–2 kb-wide hotspots of variable intensity separated

by an average of 50–100 kb with background CO density (reviewed in Buard and de

Massy 2007). In mouse, CO hotspots have been detected at the position of haplotype

block boundaries, suggesting that the situation is similar to that in human (Kauppi, Jasin

and Keeney, 2007).

A significant correlation between CO rates and several parameters of sequence

composition has been observed at various scales. However, these correlations were

small, implying that these parameters are not responsible for amajor part of thevariation

of CO rates (Kong et al., 2002; McVean et al., 2004; Myers et al., 2005; Myers

et al., 2006; Shifman et al., 2006; Spencer et al., 2006). In both human andmouse, COs

have a tendency to occur typically inMb-long domainswith a relatively lowGCcontent,

but rich in CpG dimers (though outside CpG islands). Human LD-based CO hotspots

tend to be located within 50 kb of genes, but outside the transcribed units (Myers

et al., 2005). However, this is a trend, not a rule, and hotspots have been identified in

introns (de Massy, 2003; Paigen et al., 2008; Webb, Berg and Jeffreys, 2008).

Although in yeasts no clear sequence motif determining the presence of recombina-

tion hotspots has been identified, the analysis of LD-based CO hotspots in human

revealed a few sequence motifs that were significantly associated with hotspots (Myers

et al., 2005). The authors have recently extended their analysis and found a degener-

ate13 bp motif (CCNCCNTNNCCNC), the presence of which explains at least 40% of

human CO hotspots (Myers et al., 2008). This finding suggests that the location of a

significant fraction of human CO hotspots might be determined by a single DNAmotif-

binding protein. Additional factors must come into play, however, since the sole

presence of this motif is not sufficient to determine the activity of a CO hotspot (Myers

et al., 2008; Webb, Berg and Jeffreys, 2008).

Several lines of evidence suggest that the hotspots are highly dynamic and have a

relatively short lifespan in terms of evolutionary time (Buard and deMassy, 2007; Coop

and Przeworski, 2007; Jeffreys et al., 2005; Coop andMyers, 2007). First, the CO rate at

many hotspots varies between individuals (in human) or lines (in mouse) (e.g. Webb,

Berg and Jeffreys, 2008;Yauk, Bois and Jeffreys, 2003; Shiroishi et al., 1991;Neumann

and Jeffreys, 2006). The activity of hotspots appears to be regulated by several layers of

controls, because the variation has been found to depend on various factors, including

local polymorphisms acting in cis, and elements located elsewhere in the genome,

which could be trans-acting factors (Baudat and deMassy, 2007b; Grey, Baudat and de

Massy, 2009; Jeffreys and Neumann, 2005; Jeffreys and Neumann, 2002; Heine

et al., 1994; Parvanov et al., 2009). Second, the correlation between LD-based hotspots

and sperm-typing analyses is good but not perfect, suggesting that there are ‘old’

hotspots that are no longer active in the present time, as well as ‘young’ hotspots that are
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active but have not yet left their imprint on haplotype diversity (Jeffreys et al., 2005;

Kauppi, Stumpf and Jeffreys, 2005). Third, there has been little conservation of hotspots

during evolution, even between closely related species as in human and chimpanzee,

suggesting that fine-scale recombination rates evolve faster than the DNA sequence

(Ptak et al., 2005; Winckler et al., 2005).

6.3.3 Sex-dependent control

Noticeably, both the number and the distribution of recombination events display

striking sex-specific discrepancies in many organisms. In eutherian mammals, the

overall CO rate is either similar in both sexes or higher in females. For example, the

female geneticmap is 1.6-fold longer than themale one in human, and 1.3-fold inmouse

(Kong et al., 2002; Matise et al., 2007; Shifman et al., 2006). In addition, the CO

distribution differs between sexes.

Sex-specific control of hotspot activity

Most data on hotspot position and intensity are either male-specific (sperm-typing

experiment) or sex-averaged (analysis of the genetic variation in populations), and

little is known directly from the analysis of hotspots in females. Nevertheless, the

available data suggest that the same hotspots are used in both sexes overall. First,

amongst the few autosomal hotspots analyzed by sperm typing for which information

on recombination is also available in female, some are more active in one sex or

another, but to date none has proven to be fully sex-specific (Ng et al., 2008; Baudat

and de Massy, 2007b; Paigen et al., 2008; Holloway, Lawson and Jeffreys, 2006).

Second, the good correlation between the location and activity of hotspots determined

by sperm typing and by population genetics is consistent with most hotspots being

active in both sexes (Jeffreys, Kauppi and Neumann, 2001; McVean et al., 2004;

Jeffreys et al., 2005). However, it is quite possible that a minority of hotspots are sex-

specific.

The intersex differences in the distribution of recombination, observed at various

scales (see below), can readily be explained by a sex-specific difference in the use of the

same hotspots, as has been shown at several mouse hotspots (Figure 6.2a and b)

(Ng et al., 2008; Baudat and de Massy, 2007b; Paigen et al., 2008). Interestingly, at the

mouse Psmb9 hotspot, CO and NCO rate variations were correlated, indicating that a

regulatory process occurs at the initiation step.

Large-scale control of CO distribution

A consequence of the predominant localization of recombination events in hotspots

is that the distribution of recombination events at any scale results mainly from

the distribution and the intensity of hotspots along chromosomes. Nevertheless, the
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large-scale structure of the chromosomes is determinant in shaping the chromosome-

wide pattern of CO distribution.

At the chromosome scale, CO formation is strongly repressed across centromeres,

and their distribution shows a succession of Mb-long intervals with higher and lower

density along the arms (Figure 6.2c) (Kong et al., 2002; Paigen et al., 2008; Shifman

et al., 2006; Laurent et al., 2003; Choo, 1998). The global distribution of COs on

chromosome arms differs between males and females in eutherian mammals. In

males, the CO rate is usually low in intervals relatively close to the centromere, and

particularly high in subtelomeric intervals. Conversely, COs are more uniformly

distributed in females, beyond the repression in a short interval across the centromere.

Both the frequency and the pattern of COs along chromosomes are identical in XY

sex-reversed female mice and normal female mice, indicating that the oocyte-specific

pattern results from the phenotypic sex, not from the genotype (Lynn et al., 2005).

Interestingly, the genetic map of the grey, short-tailed opossum (Monodelphis

domestica) is longer in male than in female, with a seemingly more distal distribution

of COs in female, suggesting that the converse situation might be true in marsupials

(Samollow et al., 2007).

The structure of chromosomes influences the distribution of COs, independently

from the DNA sequence. Indeed, the arms of metacentric chromosomes experience less

COs, with a more distal distribution, than similarly sized long arms of acrocentric

chromosomes (e.g. Laurie andHulten, 1985b; Sun et al., 2006).Moreover, the fusion of

two acrocentric chromosomes by their centromeres (Robertsonian translocation) results

into a lower number of chiasmata per arm, with a more distal distribution, showing that

this effect is sequence independent (Bidau et al., 2001; Castiglia and Capanna, 2002;

Dumas and Britton-Davidian, 2002).

de Boer et al. (2006) examined the distribution of MSH4 and MLH1 foci on mouse

SCs in oocytes and spermatocytes. MSH4 foci are thought to mark sites of intermediate

stages of recombination, leading to both COs andNCOs. The distribution ofMSH4 foci

on SCs was similar in both sexes: uniform, with a short interval at the centromeric end

devoid of foci. In contrast, the density of MLH1 foci (which mark specifically the

position of COs) was particularly high towards the telomere in spermatocytes, while in

oocytes it was more-or-less uniform along the SC. This observation suggests that the

overall distribution of recombination initiation events (leading to both COs and NCOs)

is similar in oocytes and spermatocytes, and therefore that the sex-specific variation in

the pattern of CO distribution might be controlled mainly at the step of the CO/NCO

decision.

Changes in crossover frequency and distribution enhance the risk of producing
aneuploid gametes

Oogenesis in human is characterized by the unusually high incidence of aneuploid

gametes (�10% of the oocytes), while no more than 1–2% of sperm are aneuploid

(Hassold and Hunt, 2001; Pellestor, Anahory and Hamamah, 2005). This results in a

high frequency of monosomic or trisomic zygotes and embryos, and is therefore the

leading cause of pregnancy loss, since most of them do not survive to term. In addition,
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the few aneuploidies compatible with live birth (trisomies 18, 21, XXY and XXX)

represent the leading cause of congenital birth defects andmental retardation (reviewed

in Hassold and Hunt, 2001; Hassold, Hall and Hunt, 2007). Although there is variation

between chromosomes, the origin of trisomy is most often maternal (except for XXY

trisomy), and amongst themmost result fromameiosis I error – that is, both homologous

chromosomes from one parent have been transmitted to the gamete. The frequency of

aneuploidies of maternal origin increases dramatically with mother’s age: for example,

the birth-prevalence rate for trisomy 21 rises from 1/1400 births for women 20–24 years

of age to 1/25 births for women �45 years (Sherman et al., 2005; Yoon et al., 1996).

Several susceptible recombination patterns associated with maternal trisomy 21 have

been identified (Lamb et al., 1996; Oliver et al., 2008 and references therein); trisomies

21 originating from meiosis I nondisjunctions are often associated with either the

absence of any CO (no chiasma) or the presence of a single CO close to the telomere,

which might not efficiently promote the formation of a fully functional chiasma. On the

other hand, trisomy 21 originating from maternal meiosis II error – that is, having

inherited two sister chromatids from the same maternal chromosome 21 – is often

associated with the presence of �2 COs. The above configurations are at risk at all

maternal ages. In addition, the presence of a single pericentromeric CO is associated

specifically with the age-dependent increase in frequency of meiosis II trisomy 21.

Altered recombination patterns (especially the lack of CO) appear to be frequently

associated with other trisomies as well (Hassold, Hall and Hunt, 2007). Interestingly,

some of these patterns of recombination have been found to be prone to nondisjunctions

also in D. melanogaster and S. cerevisiae (Koehler et al., 1996; Rockmill, Voelkel-

Meiman and Roeder, 2006).

The origin of the particularly high rate of aneuploidy during human oogenesis, which

is not observed in mouse, is still unclear (Hassold, Hall and Hunt, 2007; Hunt and

Hassold, 2002; Morelli and Cohen, 2005). Lenzi et al. (2005) have found that the

numbers ofMLH1 andMLH3 foci are extremely heterogeneous among human oocytes

(10–107 foci per oocyte, to be compared to the 23 pairs of homologues that must

segregate at meiosis I). This level of heterogeneity has not been observed among human

spermatocytes or mouse oocytes (Lenzi et al., 2005; Tease, Hartshorne and Hul-

ten, 2002; Topping et al., 2006). With the assumption that the MLH1 foci represent the

vast majority of COs in all oocytes, this observation suggests that oocytes with one or

more achiasmatic chromosomes, prone to aneuploidy, are particularly frequent during

human oogenesis. In addition, several observations suggest that the oocytes giving rise

to offspring are selected for having experiencedmoreCOs than average: first, the female

pedigree-based genetic map is�1.4-fold longer than expected from the count ofMLH1

foci, whereas both counts are similar in male (Coop and Przeworski, 2007). Second,

Kong et al. (2004) have detected the age-dependent lengthening of the pedigree-based

female genetic map, which they suggest is due to increasing selection for a highest

global CO rate. Thus, a significant fraction of human oocytesmight be unable to achieve

reproduction successfully, because of a defect in recombination activity.

As mentioned above, a rate of aneuploidy as high as in human oogenesis is never

observed during normal mouse oogenesis. However, the mechanisms that lead to

aneuploidy during human oogenesis might also apply to mouse oogenesis, at lower

frequency. Indeed, age-dependent increase of the rate of aneuploidy has been observed
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cytologically in mouse oocytes, associated with a decrease of the mean number of

chiasmata, and their more distal positioning (Henderson and Edwards, 1968; Jagiello

and Fang, 1979; Speed, 1977; Cukurcam et al., 2007). In addition, experimental

conditions that alter the pattern of meiotic recombination and dramatically increase

the rate of aneuploidy in mouse oocytes have been obtained. These include interspe-

cies breeding and the environmental exposure of pregnant mothers to a chemical

(bisphenol A) (Susiarjo et al., 2007; Hunt et al., 2003; Koehler et al., 2006). Finally,

oocytes from mice lacking the meiosis-specific SMC1b cohesin (involved in main-

taining the cohesion between sister chromatids) display a nearly normal distribution

ofMLH1 foci at pachynema, but a profoundly altered distribution of chiasmata, which

are shifted towards the centromere-distal end of the chromosomes. This is associated

with an elevated rate of univalents and isolated chromatids in metaphase I oocytes,

predictive of aneuploidies (this rate becomes even higher with ageing). This study

demonstrates the importance of sister-chromatid cohesion for maintaining the physi-

cal link provided by the chiasmata and ensuring accurate segregation of chromosomes

at both meiotic divisions. In addition, it suggests that defective sister-chromatid

cohesion might be one of the underlying causes of human age-related aneuploidy

(Hodges et al., 2005).

6.4 Meiotic prophase progression and checkpoint

6.4.1 The elimination of spermatocytes displaying a synapsis defect

The interpretation of the phenotype of several mutants defective for meiotic recombi-

nation has been complicated by the fact that the phenotype is often more severe for

spermatocytes than for oocytes, even if the primary defect is thought to be the same in

both sexes. Specifically, it has been noted that conditions resulting in a defect in the

formation of the synaptonemal complex and/or the formation of the sex body lead to a

stronger phenotype for the male germ line than for the female germ line, both in mice

and humans (Kolas et al., 2005a; Hunt and Hassold, 2002; Morelli and Cohen, 2005).

Such conditions include interspecies breeding, heterozygous chromosome rearrange-

ments, and mutations in genes encoding either components of the synaptonemal

complex or proteins participating in meiotic recombination.

A noticeable male-specific feature of mammalian meiosis is the sex body, which

encompasses the transcriptionally silenced chromatin of the unsynapsed regions of

the sex chromosomes during the pachytene stage (MSCI, for meiotic sex chromo-

some inactivation) (Turner, 2007). A series of recent studies in mouse, discussed

extensively in Burgoyne, Mahadevaiah and Turner (2009), have demonstrated that

the MSCI is a particular example of a more general phenomenon occurring in both

male and female pachytene meiocytes, called meiotic silencing of unsynapsed

chromosomes (MSUC) (Baarends et al., 2005; Turner et al., 2004; Turner

et al., 2005; Turner et al., 2006; Mahadevaiah et al., 2008; Homolka

et al., 2007). The MSUC consists of the transcriptional silencing of any region of

the genome that is not synapsed during the pachytene stage, but can apply only to a

limited portion of the genome. Thus, there is a failure to silence the sex chromosomes
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in conditions where a much larger portion of the chromosomal content remains

unsynapsed at pachynema. This failure to silence the X and Y chromosomes is

sufficient to induce spermatocyte apoptosis at the mid-pachytene stage, explaining

why this early elimination is specific to spermatocytes (Mahadevaiah et al., 2008).

The mechanism of MSUC appears to apply similarly to human meiocytes (Ferguson,

Chow and Ma, 2008; Garcia-Cruz et al., 2009).

Many studies of meiotic mutants have focused on male meiosis for practical reasons.

However, the early elimination of spermatocytes results often from a secondary defect

affecting chromosome synapsis, thereby contributing to masking of some of the direct

effects of these mutations. This pinpoints the importance of examining in detail mutant

phenotypes in both male and female germlines.

6.4.2 Different meiotic recombination mutants
display different arrest points

The overall conservation of the meiotic recombination mechanism (and proteins)

has been of great help for identifying mammalian genes involved in the process, and

analyzing the intricate phenotype of the corresponding mutants (for instance Spo11,

Dmc1, Mlh1). The phenotype of these mutants has provided a framework for the

analysis of mutants suffering from a less predictable defect. To simplify, the meiotic

recombination mutants described so far can be divided into three main classes,

based on the step in the recombination process that is impaired. They each lead to a

distinct phenotype, even if subtle differences still exist between mutants of the same

class.

The first class includes genes required for recombination initiation (Spo11,Mei1).

These mutants do not form recombination intermediates and fail to make homologous

synapsis. The spermatocytes are eliminated by apoptosis at a stage corresponding to

middle pachynema, while the oocytes progress toward diplonema. Many are lost

shortly after birth at the time of follicle formation, but a significant proportion

progress to the dictyate arrest, and a few reach metaphase I, which fails due to the lack

of chiasmata (Baudat et al., 2000; Romanienko and Camerini-Otero, 2000; Libby

et al., 2003; Reinholdt and Schimenti, 2005; Barchi et al., 2005; Di Giacomo

et al., 2005).

The second class contains several genes encoding proteins required for the repair of

the Spo11-dependent DNA breaks (Dmc1, Hop2, Msh4, Msh5, Atm). Class 2 mutant

meiocytes accumulate unrepaired recombination intermediates and are defective for the

formation of homologous synapsis. Like class 1 mutants, these spermatocytes are

eliminated at the mid-pachytene stage. There is a slight worsening of their phenotype,

however, dependent upon Spo11, suggesting that the presence of unrepaired Spo11-

dependent DNA damages per se might trigger a response in pachytene spermatocytes

(Barchi et al., 2005; Mahadevaiah et al., 2008). Differently from class 1 mutants,

oocytes are lost at an early stage, before or at the time of follicle formation, as a result of

a DNA damage-dependent response (Pittman et al., 1998b; Yoshida et al., 1998;

Petukhova, Romanienko and Camerini-Otero, 2003; de Vries et al., 1999; Edelmann

et al., 1999; Kneitz et al., 2000; Barlow et al., 1998).
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The third category contains genes not required for the repair of recombination

intermediates, but necessary for their processing through the major mammalian

CO-generating pathway (Mlh1, Mlh3, Exo1). These mutants produce recombination

intermediates that are repaired, formnormal SC, but fail to form chiasmata, because of a

profound defect in generating CO. Both spermatocytes and oocytes progress in normal

numbers to metaphase I, which fails because of the absence of chiasmata, though a very

small proportion of oocytes is able to progress further and to perform both meiotic

divisions (Baker et al., 1996; Edelmann et al., 1996; Woods et al., 1999; Lipkin

et al., 2002; Wei et al., 2003).

6.4.3 A link between recombination and the control
of the progression of the meiotic cell cycle

Two CDK proteins have been shown to form foci on mouse meiotic chromosome axes,

which colocalizewith recombination intermediates. CDK4 foci colocalizewith RPA on

late zygonema–early pachynema synapsed regions of chromosomes. CDK2 forms three

classes of foci during meiotic prophase, including one which colocalizes with MLH1

foci on mid–late pachynema SC (Ashley, Walpita and de Rooij, 2001). Interestingly, a

mutation inHei10, which encodes a putative B-type cyclin E3 ubiquitin ligase, displays

a phenotype quite similar to that of MLH1 and MLH3 mutants, and an absence of

MLH1, MLH3 and interstitial CDK2 foci (Ward et al., 2007). The authors of this study

proposed that HEI10 might regulate the interaction of CDK2 with the recombination

machinery by promoting the degradation of an associatedB-type cyclin,whichmight be

the cyclin B3. If this hypothesis is true, CDK2 has a role in promoting the maturation of

recombination intermediates into CO, and therefore the formation of chiasmata. Cdk2

should have one or more additional function(s) necessary for the meiotic progression,

because its inactivation leads to a synapsis defect and an early meiotic elimination in

both sexes, similar to the phenotype of the class 2 mutants described above (Ortega

et al., 2003).
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Meiosis resumption





7
Initiation of the meiotic
prophase-to-metaphase
transition in mammalian
oocytes

Laurinda A. Jaffe and Rachael P. Norris

Department of Cell Biology, University of Connecticut Health Center, Farmington, CT 06032, USA

7.1 Introduction

Mammalian oocytes, like those of other vertebrates, begin meiosis but then become

arrested in prophase until luteinizing hormone (LH) from the pituitary causes the

meiotic cell cycle to resume, in preparation for fertilization. This prophase arrest begins

during foetal development, and lasts for months in mice, and years in women.

Periodically, one or more oocytes, and the somatic cells of the follicles surrounding

them, complete their growth and synthesize proteins required for meiotic resumption

(seeEppig et al., 2004). In response to theLH signal, the oocyte proceeds fromprophase

to secondmetaphase, where it remains arrested until fertilization causes the completion

of meiosis. This chapter concerns only the first of these meiotic transitions, at the

prophase-to-metaphase border.

The prophase-to-metaphase transition is characterized by the breakdown of the

nuclear envelope (NEBD, also known as germinal vesicle breakdown orGVBD), and by

preceding changes in chromatin configuration and formation ofmicrotubule organizing

centres (see Schuh and Ellenberg, 2007). The initiation of NEBD is mediated by the

activation of cyclin dependent kinase 1 (CDK1, or CDC2A) (see Eppig et al., 2004).

This chapter focuses on the LH signalling events that lead to the activation of CDK1,

and emphasizes mice and rats, the mammalian species that have been studied most

extensively.
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7.2 Maintenance of meiotic arrest in fully grown mammalian
oocytes by somatic cell signals and cyclic AMP

Mammalian oocytes are surrounded by a complex of somatic cells, making up a

spherical follicle (Figure 7.1), and the presence of these somatic cells is essential for

maintaining prophase arrest in the fully grown oocyte. The outer layers of somatic cells

(mural granulosa), rather than the inner cumulus cells that directly surround the oocyte,

are the primary source of themeiosis-inhibitory signal. The cumulus–oocyte complex is

connected on one side to themural granulosa cells, and surrounded elsewhere by a fluid-

filled antrum. Oocytes or cumulus–oocyte complexes that are removed from the follicle

resume meiosis spontaneously (Pincus and Enzmann, 1935; Edwards, 1965). If the

cumulus–oocyte complex is dislodged from themural cells, using a fine needle, meiosis

resumes in the oocyte, even though the follicle is otherwise intact (Racowsky and

Baldwin, 1989). Thus physical continuity of the cellular layers connecting the mural

granulosa cells and oocyte is required to convey the inhibitory signal. If gap junction

communication between the oocyte and somatic cells of the follicle is inhibited, the

oocyte also resumes meiosis (Piontkewitz and Dekel, 1993; Sela-Abramovich

et al., 2006; Norris et al., 2008). These findings indicate that the inhibitory signal

passes through gap junctions from the mural granulosa cells to the oocyte.

As will be discussed below, the binding of LH to receptors on the somatic cells

(Amsterdam et al., 1975) causes meiosis to resume, at least largely by reversing the

inhibitory signal that is provided to the oocyte by the somatic cells. Therefore,

understanding of how LH causes meiosis to resume relies on understanding of how

the somatic cells act on the fully grown oocyte to maintain prophase arrest. Before

considering the mechanisms by which LH triggers meiotic resumption, we will first

review some additional studies pertaining to how the oocyte is kept in prophase arrest

until the follicle is acted on by the hormone. We will restrict this discussion to fully

grown oocytes within follicles that have developed the ability to respond to LH; the

somewhat different mechanisms that operate during the period of oocyte and follicle

growth are discussed elsewhere (Chesnel and Eppig, 1995; Kovo et al., 2006).

In addition to the presence of the somatic cells, maintenance of prophase arrest in the

fully grown mammalian oocyte requires that cyclic AMP (cAMP) in the oocyte be

maintained at a high level. This conclusion has been supported by many studies, going

back to early findings that the presence of a membrane-permeant cAMP analogue (Cho,

Stern and Biggers, 1974), or an inhibitor of cAMP phosphodiesterases (Magnusson and

Hillensjo, 1977), prevents meiotic resumption in isolated oocytes. The cAMP is

generated in the oocyte by way of a constitutively active Gs-linked receptor, GPR3

or GPR12, which acts to stimulate adenylyl cyclase (Mehlmann, Jones and Jaffe, 2002;

Mehlmann et al., 2004; Horner et al., 2003; Kalinowski et al., 2004; Freudzon

et al., 2005; Hinckley et al., 2005; Ledent et al., 2005; Mehlmann, 2005; DiLuigi

et al., 2008). Interferingwith the function of the receptor,Gs, or adenylyl cyclase, causes

cAMP to decrease, and correspondingly causes the resumption of meiosis. Likewise,

injection of follicle-enclosed oocytes with a cAMP phosphodiesterase, which lowers

cAMP in the oocyte, causesmeiosis to resume (Norris et al., 2009). Injection of a cAMP

phosphodiesterase can also overcome the prophase arrest in isolated mouse oocytes in
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Figure 7.1 Antral follicles isolated from mouse ovaries. (a) A live follicle compressed between
coverslips, as described by Norris et al. (2008). The oil drop is present as a consequence of
microinjection. (b) A frozen section of a follicle, stained with an antibody against the Gs G-protein,
as described by Norris et al. (2007). Gs is present in the plasma membranes of both the somatic cells
and the oocyte, aswell as in the theca cells that surround the follicle. Gs is coupled to the LH receptor in
the mural granulosa cells and to the constitutively active GPR3 receptor in the oocyte
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the presence of a phosphodiesterase inhibitor (Bornslaeger, Mattei and Schultz, 1986)

or in which the oocyte’s primary cAMP phosphodiesterase, PDE3A, is genetically

deleted (Han et al., 2006).

Recent measurements of the cAMP concentration in intact follicle-enclosed mouse

oocytes, made using an optical sensor, indicate that the basal cAMP concentration is

�700 nM (Norris et al., 2009). This cAMP concentration is sufficient to activate both

forms of the cAMP-dependent kinase (PKA), PKAI and PKAII; half-maximal activa-

tion of these enzymes requires�70–500 nM cAMP (Dostmann and Taylor, 1991; Viste

et al., 2005). Both PKAI and PKAII are present in the oocyte (Newhall et al., 2006).

Cyclic AMP maintains meiotic prophase arrest by way of PKA-mediated phosphory-

lation of proteins that regulate CDK1 activity (Maller and Krebs, 1977; Bornslaeger,

Mattei and Schultz, 1986; Choi et al., 1991; Kovo et al., 2006). When CDK1 is

phosphorylated, it is inactive, and the oocyte remains in prophase. PKA is not thought to

directly phosphorylate CDK1, but rather to phosphorylate a phosphatase, CDC25

(CDC25B in mouse), causing CDC25 to be sequestered in the cytoplasm in a complex

with a 14-3-3 protein such that CDC25 cannot dephosphorylate CDK1 in the nucleus

(Duckworth, Weaver and Ruderman, 2002; Lincoln et al., 2002; Zhang et al., 2008;

Pirino, Wescott and Donovan, 2009; Oh, Han, and Conti, 2010). In some species (such

as pigs, but not rodents), protein synthesis in the oocyte is required in the sequence of

events leading to NEBD (Wassarman, Josefowicz and Letourneau, 1976; Anger

et al., 2004), and in these species, PKA may also regulate proteins that control

translation (see Haccard and Jessus, 2006).

Removal of the oocyte from its follicle (Vivarelli et al., 1983; T€ornell, Billig and

Hillensj€o, 1990a), or inhibition of the gap junction permeability within the follicle

(Sela-Abramovich et al., 2006), causes cAMP to decrease in the oocyte. These findings

support the conclusion that the meiosis inhibitory signal that passes from the somatic

cells to the oocyte through gap junctions acts by maintaining cAMP in the oocyte at a

high level. One possibility is that this inhibitory signal from the somatic cells is

additional cAMP (Anderson and Albertini, 1976). Consistent with this possibility, data

from immunoassays, considered togetherwith estimated cellular volumes ofmouse and

rat follicles, indicate that the concentration of cAMP in the somatic cells, averaged for

the whole follicle, is �10 mM (Tsafriri et al., 1972; Schultz, Montgomery and

Belanoff, 1983; Hashimoto, Kishimoto and Nagahama, 1985; Dekel, Galiani and

Beers, 1988; Hsieh et al., 2007). The spatial distribution of cAMP within the follicle

is unknown.

This high cAMP concentration is surprising, because it is also known that PKA

activity in the somatic cells prior to LHexposure is low (Tsafriri et al., 1972;Hunzicker-

Dunn, 1981). A possible explanation of this apparent discrepancy is that PKA in the

somatic cells is sequestered by A kinase anchoring proteins (AKAPs), which could also

bind the cAMP phosphodiesterase PDE4D, such that the microdomains where PKA is

present have low cAMP concentrations. PDE4D, which is the primary cAMP phos-

phodiesterase in the somatic cells (Tsafriri et al., 1996; Jin et al., 1999), has been shown

to bind AKAPs in other cells (Dodge-Kafka and Kapiloff, 2006).

Assuming that the cAMP concentration in the somatic cell cytosol outside of the

AKAP domains is as high, as indicated by immunoassays, cAMP from the somatic cells

could potentially diffuse into the oocyte. However, since the total volume of the somatic
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cells is �100-fold greater than the oocyte volume, it is somewhat difficult to reconcile

this idea with evidence that cAMP from the somatic cells is insufficient to maintain

cAMP in the oocyte at an inhibitory level when cAMP generation in the oocyte is

prevented (Mehlmann, Jones and Jaffe, 2002;Mehlmann, 2005). It could be that despite

the large cAMP gradient, the permeability of the Cx37 junctions at the oocyte surface is

insufficient to allow the somatic cells to control cAMP in the oocyte.

An alternativemechanismbywhich the somatic cells couldmaintain oocyte cAMPat

the �700 nM level is by providing a signal that inhibits the oocyte’s cAMP phospho-

diesterase, PDE3A. This idea is supported by evidence that if PDE3A is pharmacologi-

cally inhibited (Tsafriri et al., 1996) or genetically deleted (Masciarelli et al., 2004), the

oocyte remains arrested in prophase even when removed from the follicle. As will be

reviewed in the next section, current evidence indicates that cyclic GMP (cGMP) is an

essential inhibitory molecule that diffuses from the somatic cells to the oocyte, and that

cGMP keeps cAMP elevated in the oocyte by reducing hydrolysis of cAMP by PDE3A,

which is known to be competitively inhibited by cGMP (Hambleton et al., 2005). Based

on studies of other gap junctions, there is precedent for thinking that Cx37 gap junctions

could be more permeable to cGMP than to cAMP (Bevans et al., 1998; Locke

et al., 2004).

7.3 Cyclic GMP diffusion from the somatic cells to the oocyte
maintains oocyte cyclic AMP at a level that suppresses
meiotic resumption

The concept of cGMP as an inhibitor of meiotic progressionwas originally proposed by

T€ornell, Billig and Hillensj€o (1991), based on evidence that cGMP in the oocyte

decreaseswith time after it is removed from the follicle, and that cGMP injection into an

isolated oocyte delays spontaneous meiotic resumption (T€ornell, Billig and

Hillensj€o, 1990a). It was also known at that time that cGMP in the oocyte and in the

whole follicle decreases in response to LH (Hubbard, 1986), that gap junctions are

present between the cells of the follicle (Larsen, Wert and Brunner, 1987), and that

cGMP can inhibit cAMP phosphodiesterase activity in oocyte lysates (Bornslaeger,

Wilde and Schultz, 1984). In addition, it was known that NEBD occurs if the follicle is

exposed to inhibitors of inosinemonophosphate dehydrogenase, an enzyme required for

formation of cGMP (Downs and Eppig, 1987), and that activators of both soluble and

transmembrane guanylyl cyclases partially inhibit spontaneous NEBD in cumulus–

oocyte complexes (T€ornell, Carlsson and Billig, 1990b). All of these observations

supported the proposed model, but at the time, means were not available to test it

definitively.

This hypothesis has gained further experimental support from several recent studies:

(i) Pharmacological inhibition of the soluble guanylyl cyclase GUCY1, using the

compound 1H-[1,2,4]oxadiazolo[4,3-a]quinoxalin-1-one (ODQ), causes NEBD in

follicle-enclosed oocytes, and this effect is reversed by 8-Br-cGMP (a membrane-

permeant and hydrolysis-resistant cGMP analogue), indicating that production of

cGMP by GUCY1 is required to maintain meiotic arrest (Sela-Abramovich et al.,

7.3 CYCLIC GMP DIFFUSION FROM THE SOMATIC CELLS 185



2008). (ii) Inhibition of gap junction permeability in the follicle, using carbenoxolone,

lowers cGMP in the follicle-enclosed oocyte from�900 nM to�90 nM, supporting the

idea that cGMP enters the oocyte from the somatic cells (Norris et al., 2009). Based on

the enzymatic properties of PDE3A, this decrease in cGMPwould increase the activity

of oocyte PDE3A by approximately fourfold (Norris et al., 2009). Consistently, the

measured cAMP phosphodiesterase activity of an oocyte lysate also increases over this

cGMP concentration range (Vaccari et al., 2009). (iii) Injection of the follicle-enclosed

oocyte with the cGMP-specific phosphodiesterase PDE9A decreases cGMP, and as a

consequence also decreases cAMP to a level that would lower PKA activity. Corre-

spondingly, injection of PDE9A, or another cGMP-specific phosphodiesterase PDE5A,

causes meiosis to resume, but not if PDE3A in the oocyte is inhibited or genetically

deleted (Norris et al., 2009; Vaccari et al., 2009). Thus, although cGMP diffusion into

the oocyte is required to maintain prophase arrest, the cGMP acts indirectly, through

inhibition of the hydrolysis of cAMP by PDE3A.

In summary, accumulating evidence supports the conclusion that prophase arrest is

maintained by the coordinated function of cyclic nucleotide regulatory systems in both

the somatic cells and oocyte, compartments that are connected by gap junctions. Cyclic

AMP is generated in the oocyte by a constitutively active Gs-linked receptor that

activates adenylyl cyclase. The cAMP is prevented from degradation because cGMP

from the somatic cells enters the oocyte through gap junctions, and inhibits the

hydrolysis of cAMP by PDE3A. Thus cAMP is maintained at a level that activates

the cAMP-dependent kinase, PKA, and PKA-mediated phosphorylation of cell cycle

regulatory proteins maintains prophase arrest.

7.4 Unanswered questions about maintenance
of prophase arrest

Much remains unknown about how prophase arrest is maintained. In particular, it is

incompletely understood which guanylyl cyclases in the mural granulosa cells, and

possibly in the oocyte as well, are responsible for the production of cGMP, and how they

are regulated. Results mentioned above, using the inhibitor ODQ, point to a role for the

soluble guanylyl cyclase, GUCY1 (Sela-Abramovich et al., 2008), but transmembrane

guanylyl cyclases are also expressed in somatic cells (T€ornell, Carlsson and

Billig, 1990b; Noubani, Farookhi and Gutkowska, 2000), and may play a role as well.

ODQ is quite specific for GUCY1 (Garthwaite et al., 1995), but the possibility of

inhibition of other guanylyl cyclases under the conditions used has not been completely

eliminated. There are also unanswered questions about the spatial distribution of

guanylyl cyclases, cGMP and cAMP within the somatic cells, and about the relative

cGMP/cAMPpermeability of theCx37 junctions between the cumulus cells andoocyte.

At the level of the oocytemembrane, it is unknown if theGPR3 receptor that activates

Gs is truly constitutively active. The presence of the somatic cells is not required to

maintain GPR3 activity (Freudzon et al., 2005), but there could be an agonist in the

oocyte itself that is essential to maintain this activity. Additionally, more studies

are needed of the phosphatases, kinases and other proteins that are regulated by PKA
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in the oocyte to maintain CDK1 in its phosphorylated and inactive state, particularly in

light of evidence that in oocytes of some other organisms, high cAMP stimulates rather

than inhibits meiotic resumption (see Takeda, Kyozuka and Deguchi, 2006). Finally,

much remains to be determined about which of the mechanisms that control prophase

arrest in rodents do or do not pertain to larger species including humans. In the human

oocyte, cAMP, Gs activity and PDE3 inhibition are essential for maintaining meiotic

arrest, and RNA that encodes the GPR3 receptor is present (Nogueira et al., 2006;

DiLuigi et al., 2008), but other aspects of the regulatory pathway described above

remain to be tested.

7.5 LH causes the prophase-to-metaphase transition in
mammalian oocytes by activating a G-protein-coupled
receptor in the somatic cells, which then causes cyclic
AMP to decrease in the oocyte

Luteinizing hormone, which is released from the pituitary, is the primary stimulus for

meiotic resumption invertebrate oocytes. Inmice and rats,NEBDoccurs approximately

two to four hours after exposure of isolated follicles to LH (Tsafriri, 1985; Park

et al., 2004), or after injection of the animal with the LH receptor agonist, human

chorionic gonadotrophin (hCG) (Schultz, Montgomery and Belanoff, 1983; Larsen,

Wert and Brunner, 1986). LH receptors are not found on the oocyte itself, but rather on

the somatic cells surrounding the oocyte; both the outer layers of the mural granulosa

cells of the follicle, and the inner layer of theca cells that surround the follicle have these

receptors (Amsterdam et al., 1975). While most studies of LH stimulation of meiotic

resumption have focused on the action of LH on themural granulosa cells, actions at the

level of theca cells cannot be excluded.

The LH receptor is awell-characterizedG-protein-coupled receptor that activatesGs,

as well as Gi and Gq/11 (Herrlich et al., 1996; Rajagopalan-Gupta et al., 1998; Lee

et al., 2002). Gs activation causes the production of cAMP in the granulosa cells

(Tsafriri et al., 1972; Schultz, Montgomery and Belanoff, 1983; Hashimoto, Kishimoto

and Nagahama, 1985; Dekel, Galiani and Beers, 1988; Hsieh et al., 2007), stimulating

their PKAactivity (Tsafriri et al., 1972;Hunzicker-Dunn, 1981). LH receptor activation

of Gi and Gq/11 causes the activation of phospholipase C, leading to calcium release

(Herrlich et al., 1996; Rajagopalan-Gupta et al., 1998; Lee et al., 2002). Increasing

cAMP in the follicle, using forskolin (Dekel and Sherizly, 1983; Hashimoto, Kishimoto

and Nagahama, 1985) or a PDE4 inhibitor (Tsafriri et al., 1996), is sufficient to cause

NEBD in the oocyte. Likewise, increasing calcium in the follicle, using ionophores, is

also sufficient to cause NEBD in the oocyte (Tsafriri and Bar-Ami, 1978; Goren, Oron

and Dekel, 1990).

LH signalling could be imagined to counteract the meiosis inhibitory pathway

described above either by lowering oocyte cAMP, or by bypassing its inhibitory

effect. Radioimmunoassays have indicated that LH causes a decrease in cAMP in

mouse and rat oocytes, prior to NEBD (Schultz, Montgomery and Belanoff, 1983;

Sela-Abramovich et al., 2006), but questions have remained about whether the
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magnitude of the cAMP decrease was sufficient to cause a significant decrease in

PKA activity. The effect of LH on oocyte cAMP was recently re-examined by use of

an optical sensor for cAMP in live follicle-enclosed oocytes (Norris et al., 2009). At

1–1.4 hours after LH exposure, cAMP has decreased from �700 nM to �140 nM, a

change that would decrease PKA activity. These findings, together with the evidence

reviewed above that decreasing oocyte cAMP is sufficient to cause meiotic resump-

tion, support the conclusion that the primary means by which LH causes meiotic

resumption is by decreasing oocyte cAMP.

How then does LH signalling in themural granulosa cells lead to a fall in cAMP in the

oocyte? Although this question has not been completely answered, there has been

considerable progress recently, which we review in the next two sections.

7.6 LH decreases cyclic AMP in the oocyte by decreasing
cyclic GMP, thus relieving the inhibition of cyclic
AMP phosphodiesterase activity in the oocyte

The LH-stimulated decrease in the concentration of cAMP in the oocyte could be

caused either by a decrease in cAMP synthesis by adenylyl cyclase (as occurs in frog

oocytes; see references cited in Gallo et al., 1995), or by an increase in cAMP

degradation by a phosphodiesterase. Cyclic AMP synthesis could be regulated at the

level of the GPR3 receptor, if LH action caused a decrease in a GPR3 agonist or an

increase in a GPR3 antagonist. However, recent evidence indicates that Gs activity in

the oocyte does not change in response to LH, arguing against regulation of

GPR3–Gs signalling (Norris et al., 2007). Cyclic AMP synthesis could also be

regulated by a separate receptor in the oocyte that acts through Gi or a decrease in

intracellular Ca2þ to inhibit adenylyl cyclase, but available evidence based on the

use of pertussis toxin and Ca2þ chelators argues against these possibilities as well

(Mehlmann et al., 2006).

Instead, current evidence indicates that LH signalling acts to stimulate cAMP

phosphodiesterase activity in the oocyte. The primary cAMP phosphodiesterase in

the mouse oocyte is PDE3A (Richard, Tsafriri and Conti, 2001; Masciarelli

et al., 2004), an enzyme that can be regulated in at least two ways; it is competitively

inhibited by cGMP (Hambleton et al., 2005; Vaccari et al., 2009), and it can be

stimulated by phosphorylation (Han et al., 2006). So far, there is no direct evidence

that LH causes an increase in phosphorylation of PDE3A. However, it has been

thought that this may occur, based on measurements of a�2.5-fold increase in PDE3

activity in lysates of cumulus–oocyte complexes from hCG-stimulated mice

(Richard, Tsafriri and Conti, 2001). These measurements were made by determining

the difference between total cAMP PDE activity of the complexes and the PDE

activity in the presence of the PDE3-specific inhibitor, cilostamide. While this result

remains to be confirmed by direct measurements of PDE activity in oocytes, it cannot

be explained by a decrease in cGMP, since cGMP would be diluted in the

phosphodiesterase assay mixture. An increase in the activity of the kinase AKT/

PKB is seen in mouse oocytes after LH receptor stimulation (Han et al., 2006;
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Kalous et al., 2006), and AKT can phosphorylate and activate PDE3A (Han

et al., 2006). Antibodies specific for phosphorylated PDE3A could potentially be

used to determine whether PDE3A is phosphorylated in response to LH.

With regard to the possibility of cGMP regulation of PDE3A in response to LH,

recent evidence fromuse of an optical sensor for cGMP in live follicle-enclosed oocytes

indicates that cGMP in the oocyte decreases in response to LH (Norris et al., 2009).

Within one hour, cGMP falls from �900 nM to �40 nM. Immunoassays of isolated

oocytes have also shown a decrease in cGMP in response to LH receptor stimulation in

vivo (Hubbard, 1986; Vaccari et al., 2009). Based on the cGMPmeasurements from the

follicle-enclosed oocytes, and on the enzymatic properties of PDE3A, this cGMP

decrease would increase the rate of hydrolysis of cAMP by approximately fivefold

(Norris et al., 2009). Consistently, cAMP phosphodiesterase activity, as measured in an

oocyte lysate, increases over this cGMP concentration range (Vaccari et al., 2009). As

described above, a comparable decrease in oocyte cGMP in response to injection of

PDE9A is sufficient to cause meiotic resumption, supporting the conclusion that the

LH-induced cGMP decrease reverses the inhibition of PDE3A, leading to meiotic

resumption.

The evidence discussed above, that cGMP enters the oocyte from the somatic cells by

way of gap junctions, suggests two possibilities as to how LH could decrease cGMP in

the oocyte: (i) by decreasing the concentration of cGMP in the mural granulosa cells;

and (ii) by decreasing the permeability of the gap junctions. Both of these events were

proposed by T€ornell, Billig and Hillensj€o (1991), and, as discussed below, both have

been found to occur.

A decrease in cGMP in the somatic cells in response to LH was reported by

Hubbard (1986), and recently confirmed (Norris et al., 2009; Vaccari et al., 2009).

The cGMP concentration falls from�2mM to�80 nM at one hour after LH application

(Norris et al., 2009). Thus, one mechanism by which LH decreases cGMP in the oocyte

appears to be by way of decreasing cGMP in the interconnected somatic compartment.

If cGMPcan diffuse freely out of the oocyte into the somatic cells through gap junctions,

and if the oocyte does not generate a significant amount of cGMP by itself, a fall in

cGMP in the somatic cells would cause a fall in cGMP in the oocyte. The LH regulation

of somatic cell cGMP could involve inhibition of a guanylyl cyclase and/or stimulation

of a cGMP phosphodiesterase; some evidence supports regulation at the level of the

guanylyl cyclase rather than the phosphodiesterase (Patwardhan and Lanthier, 1984).

As discussed above, the somatic cells of the follicle express both soluble and

transmembrane guanylyl cyclases. Amongst several phosphodiesterases that can

hydrolyze cGMP, PDE5A accounts for much but not all of the basal activity (Vaccari

et al., 2009). Which of these or other cGMP-regulatory enzymes are regulated by LH,

and how this occurs, is unknown.

A secondway bywhich LH causes cGMP to decrease in the oocyte is by closing gap

junctions in the follicle. Within 30 minutes of applying LH to the follicle, the Cx43

channels between the somatic cells close, as was detected by monitoring the diffusion

of a fluorescent tracer injected into follicle-enclosed oocytes (Norris et al., 2008

(Figure 7.2). Although the Cx37 channels between the somatic cells and the oocyte

remain open, the closure of the Cx43 channels between the somatic cells prevents

cGMP from the mural granulosa cells from diffusing into the oocyte, as indicated by
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the decrease in cGMP in the oocyte when gap junction communication is inhibited

(Norris et al., 2009). The closure of the Cx43 channels results fromphosphorylation of

several Cx43 serines by MAP kinase (Sela-Abramovich et al., 2005; Norris

et al., 2008). Importantly, while gap junction closure is sufficient to cause NEBD,

it is not required. If gap junction closure is prevented by use of an inhibitor of MAP

kinase activation, LH still causes meiotic resumption (Norris et al., 2008), and cGMP

still decreases in the oocyte (Norris et al., 2009), most likely due to the decrease in

somatic cell cGMP.

These findings support the conclusion that LH acts by reversing the signalling system

that maintains meiotic arrest prior to LH exposure. However, other studies have argued

that LH does more than reverse an inhibitory signal from the somatic cells, and instead

(or in addition) provides a positive stimulus (Downs, Daniel and Eppig, 1988; Downs

and Chen, 2008). The basis for this concept has been that application of follicle

stimulating hormone (FSH) or epidermal growth factor (EGF) to cumulus–oocyte

complexes partially overcomes the inhibition of NEBD by a membrane-permeant

cAMP analogue or cAMP phosphodiesterase inhibitor, resulting in a greater fraction of

the oocytes undergoing NEBD than what is seen with cumulus-free oocytes in these

samemedia. A possible explanation is that FSH and EGF could act on the cumulus cells

to reduce their level of cGMP, such that cGMPwould diffuse out of the oocyte. Thus the

‘positive’ stimulus seen under these circumstances could involve a relief of inhibition.

Supporting this interpretation, EGF receptor agonists cause cGMP to decrease when

applied to follicles (Vaccari et al., 2009).

In summary, LH acts to decrease cGMP in the oocyte, both by decreasing cGMP in

the somatic cells, and by closing gap junctions between the somatic cells. In the

Figure 7.2 Antral follicles with or without a 30 minute LH treatment, illustrating the closure of
gap junctions between the somatic cells in response to LH. Twenty minutes before imaging of the
live follicles by two-photon microscopy, the oocyte was injected with the small fluorescent tracer
Alexa-350 (see Norris et al., 2008). Without LH exposure, all of the cells of the follicle were coupled
by gap junctions, allowing the tracer to spread throughout the follicle. After LH exposure, the Cx37
junctions at the oocyte surface remained open, but the Cx43 junctions between the somatic cells
were closed
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following section, we will discuss the intermediate events between LH receptor

activation and these somatic cell responses, and how LH receptor activation in the

outer layers of the follicle is coupled to these events in the follicle interior.

7.7 The LH signal is spread throughout the somatic compartment
of the follicle by the release of EGF receptor ligands

In frogs and fish, LH stimulation of meiotic resumption is mediated by the synthesis of

progesterone and its derivatives (Masui, 1967; Fortune, 1983; Nagahama and

Yamashita, 2008), suggesting that a similar mechanism could function in mammals

as well. However, while LH causes mammalian follicles to produce progesterone,

which is essential for ovulation and subsequent implantation of the embryo, progester-

one and its derivatives do not have a significant function in stimulating the prophase-to-

metaphase transition inmammalian oocytes (reviewed byTsafriri andMotola, 2007). In

contrast, another steroid, follicular fluid meiosis activating sterol (FF-MAS), which is

also elevated in response to LH prior to NEBD, can stimulate meiotic resumption in

isolated oocytes, overcoming the inhibitory effect of a cAMP phosphodiesterase

inhibitor (Hegele-Hartung et al., 1999; Baltsen, 2001). However, NEBD in response

to FF-MAS occurs slowly, with a halftime of �14 hours in mouse oocytes (Hegele-

Hartung et al., 1999), compared to �2–4 hours for LH. Additional evidence that

FF-MAS is unlikely to be a primary mechanism by which LH causes the prophase-to-

metaphase transition is reviewed by Tsafriri et al. (2005). FF-MAS does have a

significant function in promoting the normal progression of meiosis to metaphase II

and improving preimplantation development (Marin Bivens et al., 2004).

Thus, another processmust account for how the LH signal is conveyed from the outer

layers of the mural granulosa cells to the follicle interior and oocyte. LH-induced

signalling processes leading to meiotic resumption, such as MAP kinase activation,

Cx43 phosphorylation, and gap junction closure, occur throughout all of the somatic

cells of the follicle, not just in the mural granulosa cells where the LH receptors are

located (Panigone et al., 2008; Norris et al., 2008). As will be discussed below, current

evidence indicates that an essential mechanism for signal transduction from the follicle

surface inwards is the synthesis and release of EGF receptor ligands, leading to EGF

receptor activation throughout the somatic cells of the follicle. The release of ligands for

other receptors may also contribute (Kawamura et al., 2009).

Within 30minutes after exposure of the follicle to LH,EGF receptors are activated, as

indicated by their phosphorylation, and most of this phosphorylation depends on the

activation of PKA (Panigone et al., 2008). EGF receptors are present on both the mural

granulosa cells and cumulus cells, but not on the oocyte (Park et al., 2004; Panigone

et al., 2008). Application of EGF receptor ligands to antral follicles causes meiotic

resumption (Dekel and Sherizly, 1985; Park et al., 2004), and a requirement for EGF

receptor activation in the LH signalling pathway leading to meiotic resumption is

supported by both pharmacological and genetic studies. Most importantly, studies of a

mutant mouse with reduced EGF receptor kinase activity, and mice with genetic

deletions of EGF receptor ligands, have shown that reducing EGF receptor activation
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largely, but not completely, inhibits meiotic resumption in response to LH (Hsieh

et al., 2007).

Of the six known EGF receptor ligands, the two that appear to be important for LH

signalling are epiregulin and amphiregulin, since their transcription increases by 30

minutes after LH application (Park et al., 2004; Panigone et al., 2008). Other ligands –

EGF, HB-EGF, TGFa and betacellulin – do not show such rapid changes in expression

(Park et al., 2004; Hsieh, Zamah and Conti, 2009). At least in primary cultured

granulosa cells, epiregulin appears to be the main EGF receptor ligand that mediates

LH stimulation of meiotic resumption, based on RNA expression levels and the use of a

neutralizing antibody (Andric and Ascoli, 2008). Granulosa cells from women as well

as nonhuman primates also synthesize EGF receptor ligands in response to LH

(reviewed by Hsieh, Zamah and Conti, 2009).

Epiregulin and amphiregulin are �5 kDa polypeptides that are released into the

extracellular space from transmembrane precursors, by the action of a transmembrane

metalloendoprotease, ADAM-17/TACE (Blobel, Carpenter and Freeman, 2009).

Correspondingly, the metalloendoprotease inhibitor galardin prevents meiotic resump-

tion in response to LH (Ashkenazi et al., 2005). In addition to stimulating their

transcription, LH signalling stimulates the release of EGF receptor ligands from their

precursors (Andric and Ascoli, 2008).

One consequence of EGF receptor activation is the activation of MAP kinase,

although MAP kinase may also be activated by an EGF receptor-independent pathway

(Panigone et al., 2008). MAP kinase activation acts in a positive feedback loop to cause

additional release of epiregulin (Andric and Ascoli, 2008). Through MAP kinase, EGF

receptor activation is likely to be an important component of how LH causes the Cx43

phosphorylation and gap junction closure that contribute to reinitiating meiosis.

Activation of the EGF receptor can also cause cGMP to decrease in the somatic cells,

and pharmacological evidence indicates that EGF receptor activity is required for the

LH-induced cGMP decrease (Vaccari et al., 2009).

7.8 Conclusions

How the somatic cells of themammalian ovarian follicle act tomaintain prophase arrest

in the oocyte, and how luteinizing hormone causes meiosis to resume, have been long-

standing questions. Current evidence indicates that the somatic cells of the follicle

maintain prophase arrest by supplying the oocyte with cGMP, by way of gap junctions.

Cyclic GMP inhibits PDE3A in the oocyte, thus preventing the degradation of cAMP

that is generated in the oocyte by the activity of a constitutively active Gs-linked

receptor, (GPR3 inmouse oocytes, GPR12 in rat oocytes). These processes keep cAMP

in the oocyte at an elevated level that suppresses meiotic progression. LH signalling

reverses the arrest by lowering cGMP in the somatic cells, and by causingMAP kinase-

dependent phosphorylation and closure of the Cx43 gap junctions between the somatic

cells. As a consequence, cGMP in the oocyte decreases, PDE3A activity increases,

cAMP decreases, and meiosis resumes. The LH signal is initiated by binding of LH to a

G-protein-coupled receptor on the outer mural granulosa cells, which elevates cAMP

and calcium in these cells. The signal is then conveyed to the inner regions of the follicle

192 CH 7 INITIATION OF THE MEIOTIC PROPHASE-TO-METAPHASE TRANSITION



by the production and release of EGF-receptor ligands. Much remains to be determined

about the intermediate steps linking these many events to each other and to the eventual

breakdown of the nuclear envelope that marks the transition to metaphase.
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Vertebrate immature oocytes are arrested at prophase of meiosis I (PI). During this

growth period (oogenesis), the oocytes synthesize and store large quantities of dormant

mRNAs (Lamarca, Smith and Strobel, 1973; Rodman and Bachvarova, 1976), which

will later drive the oocyte’s re-entry into meiosis (Mendez and Richter, 2001; Schmitt

and Nebreda, 2002; DeMoor, Meijer and Lissenden, 2005). The resumption of meiosis

marks the onset of oocyte maturation and in Xenopus is stimulated by progesterone.

Meiotic maturation is comprised of two consecutive M phases, metaphase I (MI) and

metaphase II (MII), without an intervening S phase. Then, at MII, the oocytes become

arrested for a second time and await fertilization before concluding the second meiotic

division (Sagata, 1996). Remarkably, oocyte maturation occurs in the absence of

transcription (Newport and Kirschner, 1982; Clegg and Piko, 1982), and is fully

dependent on cascades of kinases/phosphatases and on the sequential translational

activation of the maternal mRNAs accumulated during the PI arrest (reviewed in

Schmitt and Nebreda (2002); Belloc, Pique andMendez (2008)). Given that during this

transcriptionally silent period the oocytes/embryos have to go through the meiotic and

embryonic mitotic divisions and establish the main body patterns, it is not surprising

that the oocytes store mRNAs of a large portion of the genome (45% in mice (Wang

et al., 2004), and 55% in Drosophila (Tadros, Westwood and Lipshitz, 2007)), and

displaymassive translational reprogramming (Potireddy et al., 2006). As oogenesis and

oocytematuration proceed, the basic embryonic axis formation and the establishment of

germ cells are also defined by ‘symmetry-breaking’ events based onmRNA localization

within the oocyte. For protein synthesis to be spatially restricted, translation of localized
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mRNAs must be repressed during their transport, to be later activated once they have

reached their final destination and at the appropriate time.

The precise localization and translation regulation for each mRNA are dictated by

the combination of cis-acting elements and trans-acting factors present in their

untranslated regions (UTRs), usually at the 30UTRs (Kuersten and Goodwin, 2003).

Indeed, the 30UTRs seem to be the primary source of gene expression regulation

in the germline (Merritt et al., 2008). The coordinated temporal and spatial regulation

of large numbers of RNAs during oocyte maturation and early embryogenesis is

ensured by the combinatorial regulation of groups of mRNAs implicated in a similar

function, by translational control cascades and by positive and negative translational

feedback loops.

FormaternalmRNAs, it is a common feature that a particularmRNAwill be regulated

bymultiple redundantmechanisms targeting different translation steps andmediated by

different proteins (Vardy and Orr-Weaver, 2007). Conversely, many of the regulatory

RNA-binding proteins (RNA-BPs) have multiple functions in assembling repression,

localization and translational activation complexes. By this combination of mechan-

isms not only is the translation of keymRNAs ensured by failsafe mechanisms, but also

very precise timing/strength/localization control can be accomplished. The other

consequence of this combinatorial mechanism to control translation is that many

different mRNAs will share at least one regulatory element assuring the coordinated

regulation in multidimensional networks. Indeed, recent genome-wide analyses for

mRNAs associatedwith specificRNA-BPs have illustrated this principle by showing that

each RNA-BP is associated with hundreds of mRNAs encoding functionally related

proteins, and that most mRNAs are potentially regulated by more than one RNA-BP,

establishing networks to coordinate translational regulation (reviewed in Keene (2007)).

Another recurrent scenario during oocyte maturation and early development is the

translational regulatory cascades or sequential waves of translational activation/repres-

sion. This hierarchical organization is used to control discrete temporal (i.e. meiotic

phase transitions) or spatial (i.e. local translation during axis determination) complex

protein expression patterns. The general principle consists of a cascade where the

translation of the mRNAs encoding translation regulators is itself spatially or tempo-

rally controlled. These translational cascades are, in turn, reinforced by positive and

negative translational feedback loops, ensuring coordinated and unidirectional regula-

tion of gene expression. The feedback loops allow for full activation or repression of

groups of genes, ensuring discrete and irreversible switch-like phase transitions and

defined spatial expression patterns (Ferrell, 2002; Xiong and Ferrell, 2003).

In Xenopus oocytes, a brief exposure to the hormone progesterone triggers an

irreversible switch, where the oocyte irrevocably commits tomaturation by establishing

a bistable signalling system that converts a transient stimulus into a reliable, self-

sustaining pattern of protein activities (Ferrell, 2002). At the core of the transition from

PI arrest to MI prevail the numerous positive feedbacks established in the Mos/MAPK/

Cdc2/cyclin B network.While many of these feedbacks involve rapid phosphorylation/

dephosphorylation events, translational regulation of maternal mRNAs is required to

show an all-or-none, bistable response to progesterone.

The molecular mechanisms sustaining these networks of temporal and spatial

translational control in the oocytes have been mostly studied in the Drosophila and
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Xenopus systems. Although the picture is as yet far from complete, some of the best-

characterized examples are described below.

8.1 Combinatorial mechanisms of maternal mRNA
translational control

Translation of an mRNA is divided into three steps: initiation, elongation and

termination, the first one being the most common target for protein synthesis regulation

(reviewed in Hershey and Merrick (2000)). Translation initiation requires the associa-

tion of the eukaryotic translation initiation factor-4F (eIF4F) complex with the cap

structure at the mRNA 50 end. eIF4F consists of the cap-binding factor eIF4E, the RNA

helicase eIF4A and the scaffolding protein eIF4G. The recruitment of eIF4F is

stabilized by the binding of eIF4G to the 30 poly(A) tail-binding protein (PABP) and

the resulting circularization of mRNA molecules (Wells et al., 1998). Then, the 43S

preinitiation complex (which includes the 40S ribosomal subunit) is recruited through

the interaction between eIF3 and eIF4G. After scanning along the 50UTR for an

appropriate AUG start codon, the preinitiation complex is dissolved and the 60S

ribosomal subunit joins the 40S subunit to form a translationally competent 80S

ribosome, and translation of the ORF (open reading frame) starts to produce the

encoded polypeptide. Both the cap and the poly(A) tail of mRNAs act synergically to

facilitate translation initiation, through the stabilization of the closed loop formed by the

interaction of factors bound to both ends of the transcript.

8.1.1 Translational repression

Blocking the cap and/or shortening the poly(A) tail are the two most common

mechanisms for silencing/repressing maternal mRNAs. In many cases, this mRNA-

specific translational repression is accompanied by sequestration of the silenced

mRNAs in large ribonucleoprotein complexes (mRNPs) inaccessible to the ribosomes.

The assembly of the repressedmRNPs starts in the nucleus, and the nuclear life ofmany

mRNAs dictates their subsequent cytoplasmic fate. Indeed, several components of the

exon junction complex and the nuclear exportmachinery are shuttling proteins that bind

hnRNA (heterogenous nuclearRNA) in the nucleus and participate in the repression and

localization of the mature mRNAs in the cytoplasm (Palacios et al., 2004; Hachet and

Ephrussi, 2001; Kalifa, Armenti and Gavis, 2009; Huynh et al., 2004). Other factors

associated to maternal mRNAs include general RNA-BPs present in cytoplasmic

granules implicated in mRNA silencing and turnover (i.e. P bodies or stress granules)

(Noble et al., 2008;Boag et al., 2008). This is the case for theY-box proteins, such as the

Xenopus FRGY2 (Bouvet and Wolffe, 1994). FRGY2 is added co-transcriptionally to

mRNAs, and together with RAP55, a member of the Scd6 or Lsm14 family, and Xp54,

localizes to P-body-like granules and represses translation (Tanaka et al., 2006). Other

members of this Y-box protein family are Yps (Drosophila), and MSY2 and MSY4

(mouse). All members of this family contain a cold shock nucleic-acid binding domain

and are highly expressed in germ cells, where they are required for translational
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repression/localization ofmaternalmRNAs (Mansfield,Wilhelm andHazelrigg, 2002).

The DDX6-like RNA helicases (Xp54 in Xenopus, Me31B in Drosophila, RCK/p54 in

mammals, and CGH-1 in Caenorhabditis elegans) are also integral components of

silenced mRNPs and are found in the mitochondrial cloud, sponge bodies, polar

granules, P bodies and stress granules (Weston and Sommerville, 2006). These proteins

are expressed in germ cells and early stages of embryogenesis, and their depletion

results in widespread derepression of protein synthesis in oocytes. In Drosophila,

Me31B, together with Yps, plays an essential role in translational silencing of oocyte-

localizing mRNAs during their transport to the oocyte (Mansfield, Wilhelm and

Hazelrigg, 2002; Nakamura et al., 2001).

But, even if these core components of repressed/transportedmRNPs are essential, the

specificity of the translational regulation is conferred by RNA-BPs that recognize

specific cis-acting elements. Only then, the repressed mRNPs may be assembled in

larger heterogeneous particles containing differentially regulatedmRNAs and common

core components (Gao et al., 2008). Below we describe in detail some of the best-

characterized mRNA-binding complexes that inhibit translation of specific mRNAs

during oogenesis and oocyte maturation.

8.1.2 Cytoplasmic polyadenylation element binding protein
(CPEB1)-mediated repressed complex

CPEB1, the foundingmember of theCPEB family of proteins, is a zinc finger andRRM-

type RNA-binding protein (Hake, Mendez and Richter, 1998) that recognizes the

cytoplasmic polyadenylation element (CPE), with a consensus sequence of UUUUAU

or UUUUAAU, present in the 30UTR of the targeted mRNAs (Richter, 2007). CPEB1

has multiple functions in the regulation of translation. First, in prophase I (PI)-arrested

oocytes, CPEB1mediates translational silencing, by shortening the poly(A) tail, and/or

active repression, by blocking the access of the 40S ribosomal subunit to the cap.

Second, in response to progesterone-induced meiotic resumption, CPEB1 drives

cytoplasmic polyadenylation and translational stimulation. Active repression requires

a particular arrangement of CPEs in the target mRNAwith at least two CPEs spaced by

less than 50 nucleotides, which probably reflects the formation of a CPEB1 dimer,

whereas, for silencing, a single CPEmay be sufficient (Pique et al., 2008). Translational

silencing is the consequence of the cytoplasmic shortening of the long poly(A) tail,

acquired during the nuclear cleavage and polyadenylation of the pre-mRNA, from

200–500 to 20–40 nucleotides. This deadenylation is the result of the direct recruitment

of the deadenylase PARN by CPEB1 (Kim and Richter, 2006; Figure 8.1a). Active

repression (masking) is accomplished by the recruitment of Maskin through direct

interaction with CPEB1. In turn, Maskin binds to the cap-bound eIF4E, precluding the

recruitment of the eIF4G and therefore of the 43S ribosomal complex (Stebbins-Boaz

et al., 1999; Figure 8.1b).

But the closed loop driven by CPEB1–Maskin–eIF4E is not the only repression

complex assembled by CPEB1. In early oogenesis (where Maskin and PARN are not

expressed), CPEB1 fractionates with very large mRNP complexes containing CPEB1

associated with eIF4E-T (an eIF4-E binding protein involved in nucleocytoplasmic
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transport and present in P bodies (Andrei et al., 2005) and an ovary-specific eIF4E1b

that binds the capweakly (Minshall et al., 2007). The identification of this complex, that

does not contain Maskin, suggests an additional model for repression where the

recruitment of eIF4E-T by CPEB1, and its association with eIF4E1b, would compete

for eIF4G association, thus blocking translation initiation. This large mRNP also

includes the RNA helicase RCK/Xp54, and the P-body components P100 (Pat1) and

Rap55 (Figure 8.1c). Interestingly, Xp54 has been described itself as a CPEB1 and

eIF4E interacting protein, providing an additional mechanism to repress translation

(Minshall and Standart, 2004).

Another trans-acting factor recruited by repressed CPE-containing 30UTRs is

Xenopus Pumilio (Pum), an RNA-binding protein (see below) that interacts with

CPEB1. Although Pum has a very weak effect on the translational repression on

CPE-containing reporters (Pique et al., 2008; Nakahata et al., 2003), it may play a

critical role in the silencing by deadenylation. Accordingly, Pum is present in CPEB1

complexes containing Maskin, but not in the ones containing the cytoplasmic poly(A)

polymerase GLD2 (Rouhana et al., 2005; Figure 8.1b).

8.1.3 Bruno-mediated mRNA repressed complex

Bruno is an RNA-BP of the RRM type (Webster et al., 1997) that binds to sequences

named Bruno response elements (BREs), found in the 30UTR of oskar mRNA, and

represses its translation (Kim-HA, Kerr and Macdonald, 1995). Bruno mediates

translational repression of oskar mRNA by two different mechanisms. First, Bruno

recruits an eIF4E-binding protein named Cup, an eIF4E-T homologue that prevents the

Figure 8.1 CPEB1-mediated translational control mechanisms. Schematic representation of CPEB
translational complexes: (a) silencing complex, (b) repression complex, (c) early oogenesis repres-
sion complex, (d) cytoplasmic polyadenylation activation complex. The cis-elements and trans-acting
factors recruited are indicated: CPE¼ cytoplasmic polyadenylation element; PBE¼ Pumilio binding
element; Hex¼ hexanucleotide; Pum¼ Pumilio. AA indicates short poly(A) tail, AAAAAAA indicates
long poly(A), and P indicates phosphorylation. Pumilio is displayed with dotted lines as an optional
factor
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eIF4E–eIF4G interaction and therefore inhibits the 43S ribosomal complex recruitment

(Nakamura, Sato and Hanyu-Nakamura, 2004; Wilhelm et al., 2003; Figure 8.2a). In

addition, Bruno assembles, independently of Cup, a large mRNP complex formed by

mRNA oligomers that renders oskar mRNA inaccessible to ribosomes and therefore

translationally inert (Chekulaeva, Hentze and Ephrussi, 2006). Bruno also regulates the

translation of cyclin A mRNA in Drosophila oocytes, although the mechanism is not

known (Sugimura and Lilly, 2006).

Following the trend of combinatorial composition of mRNPs, Cup can also be

recruited to other mRNAs, during oogenesis and early embryogenesis, by different

RNA-BPs (Figure 8.2a). Thus, Cup is recruited by Bruno and Squid to repress the

translation of gurken mRNA in the oocyte (Filardo and Ephrussi, 2003; Clouse,

Figure 8.2 Maternal mRNAs translational control mechamisms. (a) Repression complexes that block
the accessibility to the cap: Cup and 4EHP complexes. (b) Translational silencing of mRNAs by
deadenylation mechanisms: C3H-4, Bic-C, Smaug and Nanos–Pumilio recruitment of CCR4/Not
deadenylation complex, and EDEN-BP recruitment of PARN deadenylase. (c) Poly(A) tail independent
translational activation mechanisms mediated by DAZL and SLBP. Cis-elements indicated:
BRE¼ Bruno response element; SRE¼ Smaug recognition element; Hex¼ hexanucleotide; ARE¼
AU-rich element; PBE¼ Pumilio binding element; NRE¼Nanos response element; EDEN¼
Embryonic deadenylation element
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Ferguson and Schupbach, 2008) and later on, during early embryogenesis, Cup interacts

with Smaug to repress the translation of nanos mRNA (Nelson, Leidal and

Smibert, 2004). Also in embryogenesis, 4EHP, another weak cap-binding protein, is

directly recruited, through the dual DNA/RNA-binding protein Bicoid, to the BBR

(bcd-binding region) in caudal 30UTR, blocking the translation of this mRNA at the

anterior pole of the embryo by preventing eIF4E from binding to the cap (Cho

et al., 2005; Figure 8.2a). Similarly, 4EHP is also recruited to hunchback mRNA by

the protein BRATwhich interacts with the RNA-BP Nanos and Pumilio at the 30UTR
(Cho et al., 2006; Figure 8.2a).

8.1.4 Translational silencing by deadenylation

In addition to the initial deadenylation of maternal mRNAs during oogenesis in the

PI-arrested oocytes, shortening of the poly(A) tail of both housekeeping and maternal

mRNAs is used during the resumption of meiosis to regulate gene expression in the MI

to MII transition and to finish meiosis upon fertilization. Indeed, a recent study

identified more than 500 mRNAs (out of 3000 analyzed) undergoing changes in their

poly(A) tail length during oocyte maturation (Graindorge et al., 2006). In metazoans,

deadenylation is mediated by two major complexes, the Pan2/Pan3 and the CCR4

multisubunit complex. These two deadenylation complexes can be recruited to different

mRNAs and at different times, by interacting with a large variety of RNA-BPs that

provide specificity to the regulation of translation by deadenylation. Thus, a large

number ofmultifunctional deadenylase complexes can be generated to providemRNA-

specific temporal control of translational silencing (Goldstrohm and Wickens, 2008).

In Xenopus, PARN mediates the deadenylation of housekeeping mRNAs, lacking

CPE elements, during oocyte maturation (Copeland and Wormington, 2001). In

addition, PARN is recruited by CPEB to CPE-silenced mRNAs during oogenesis (Kim

and Richter, 2006). In mature (metaphase I) oocytes, the CCR4 complex is recruited by

anRNA-BP namedC3H-4 (see below) tomRNAs containingAU-rich elements (AREs)

(Belloc and Mendez, 2008; Figure 8.2b). In Drosophila, CCR4 has been shown to

interact with different RNA-BPs such as Pum, Nos (Kadyrova et al., 2007), Bic-C

(Chicoine et al., 2007) and Smaug (Zaessinger, Busseau and Simonelig, 2006)

(Figure 8.2b). Fertilization triggers the completion of meiosis and the concomitant

deadenylation by the RNA-binding protein EDEN-BP (embryonic deadenylation

element binding protein) also known as CUG-binding protein (CUG-BP) (reviewed

in Osborne et al. (2005)) (Figure 8.2b). Although in Xenopus oocytes the deadenylase

recruited by EDEN-BP is still unknown, in mammalian cells CUG-BP is bound by

PARN (Moraes, Wilusz and Wilusz, 2006).

8.1.5 Pumilio-mediated repressed complex

The PUF (Pumilio–FBF) family of RNA-BPs promotes mRNA translational silencing

by recruiting CCR4/Not deadenylation complexes (Kadyrova et al., 2007), and in

C. elegans, members of this family of proteins are at the core of the mitosis to meiosis
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transition and in the sperm/oocyte decision (reviewed inKimble andCrittenden (2007)).

Vertebrates have only two members of the family, Pum1 and Pum2. Pum1 binds to the

classical NRE (Nanos response element, a bipartite sequence consisting of a 50box A

(GUUGU) and a 30box B (UGUA)), while Pum2 binds the Pumilio binding element

(PBE;UGUANAUA) (Zamore et al., 1999). In addition to its function in deadenylation,

Pum has been implicated in translational repression by poly(A) tail-independent

mechanisms. In PI-arrested oocytes, Pum2 binds to two conserved PBEs within

Xenopus ringo 30UTR mRNA, assembling a translational repression complex together

with the embryonic poly(A)-binding protein (ePAB) and Deleted for Azoospermia-like

protein (DAZL) (Padmanabhan and Richter, 2006). In Xenopus, several CPE-

containing mRNAs, such as the one encoding cyclin B1, also contain PBEs, and Pum

has been described to interact with both theXenopusNanos homologue and alsoCPEB1

to repress translation in PI-arrested oocytes, by an undefined mechanism (Nakahata

et al., 2003; Nakahata et al., 2001; Rouhana and Wickens, 2007).

8.1.6 Small noncoding RNA-mediated repression

Small noncoding mRNAs include three major families: small interfering RNAs (siR-

NAs), microRNAs (miRNAs) and RNAs associated with the Piwi-class Argonaute

proteins (piRNAs). The siRNAs and miRNAs are 19–25 nucleotide-long RNAs gener-

ated from double-stranded long dsRNAs or hairpin precursors by the Dicer endonu-

cleases, and functionwithArgonaute-family proteins to target transcript destruction or to

silence translation, respectively. piRNAs consist of 24–30 nucleotide-long RNAs,

produced by a Dicer-independent mechanism, which associate with the Piwi-class

Argonaute proteins. Mouse ovaries express 122 microRNAs (miRNAs), and 79

piwi-interacting RNAs (piRNAs) (Ro et al., 2007; Tang et al., 2007; Lykke-Andersen

et al., 2008).

Although these RNAs are key regulators of gene expression during development, it is

still unclear as towhether they function as translational regulators during oogenesis and

oocyte maturation. The function of miRNAs and siRNAs in early development can be

inferred from animals that lack Dicer1 or the drosha cofactor DGCR8, where defects in

gastrulation and embryonic axis formation are found (reviewed in Stern (2006)). In

maternal-zygotic dicer mutant zebrafish, which lack mature miRNAs, oogenesis

proceeds normally but morphogenesis is affected. These results lead the authors to

suggest that miRNAs facilitate the deadenylation and clearance of maternal mRNAs

during early embryogenesis (Giraldez et al., 2006) andmediate the translational control

of nanos in primordial germ cells (PGCs) (Mishima et al., 2006). In addition,

Drosophila mutants in armitage, aubergine, maelstrom and spindle-E, which are

required for the siRNA/miRNA pathways, display defects in oocyte polarization and

oocyte oskar translational repression (Tomari et al., 2004; Cook et al., 2004). It remains

to be demonstrated whether there is a direct effect on translation of maternal mRNAs

or just an indirect effect mediated by the ATR/Chk2 DNA damage signal transduction

pathway (Klattenhoff et al., 2007). In Drosophila, only 4% of oocyte proteins increase

in Dicer mutants (Nakahara et al., 2005), suggesting that only a minority of mRNAs

are regulated by miRNAs in oocytes. In mice, a subset of pseudogenes generates
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endogenous small interferingRNAs (endo-siRNAs) in oocytes, regulating both protein-

coding transcripts and retrotransposons (Tam et al., 2008; Watanabe et al., 2008).

Accordingly, tissue-restricted Dicer loss in mice oocytes results in meiosis I arrest

with multiple disorganized spindles and severe chromosome congression defects

(Murchison et al., 2007).

piRNAs have been implicated in germline development, by maintaining germline

DNA integrity. However, whether piRNAs control RNA stability or translation is as yet

unclear (reviewed in Klattenhoff and Theurkauf (2008). In Drosophila, mutations in

piRNA-pathway genes disrupt both stem cell maintenance and oocyte production,

and the localization of morphogenetic RNAs in the oocyte during axis specification

(Klattenhoff and Theurkauf, 2008). Although the molecular functions of Piwi and

the piRNA pathway in germline development have not been defined, the primary

function of this pathway, both in Drosophila and mice, seems to be maintaining

germline DNA integrity (Klattenhoff and Theurkauf, 2008). However, some observa-

tions may point to a translational function for piRNAs (Cook et al., 2004; Pane, Wehr

and Schupbach, 2007). It is therefore possible that piRNA–Piwi-class Argonaute

complexes also trigger the translational silencing of imperfectly matched targets

(Klattenhoff and Theurkauf, 2008). Consistent with this speculation, a subset of

piRNAs associates with polysomes in the mouse (Grivna, Pyhtila and Lin, 2006;

Unhavaithaya et al., 2009).

8.1.7 Translational activation

Upon meiotic resumption and the early stages of the embryonic development, all

repressed maternal mRNAs have to be sequentially activated at the right time and in the

right place. This means that the capmust bemade again available to assemble the eIF4F

complex and, if the poly(A) tail was shortened, the mRNA has to be cytoplasmically

polyadenylated or at least the PABP recruitment enhanced. Thus, the closed loop

eIF4E–eIF4G–PABP can be formed again to recruit the 43S ribosomal complex.

Rendering the cap available for the eIF4F means decreasing the affinity of the

translational repressors for their target mRNAs, either by phosphorylation of the

repressing factors or by competitive binding of factors that squelch the repressor and

stabilize the eIF4F. In oocytes, probably the best-characterized example of this

regulation is the dissociation of the repressor closed loop formed by CPEB1–

Maskin–eIF4E. Upon hormone stimulation, masking is phosphorylated, reducing its

affinity for the eIF4E (Barnard, Cao and Richter, 2005; Pascreau et al., 2005). At the

same time, the elongation of the poly(A) tail (see below) results in enhanced binding of

the PABP, which helps in the recruitment of eIF4G and outcompeting the Maski-

n–eIF4E interaction (Cao, Kim and Richter, 2006). In addition, concomitantly with the

polyadenylation, CPEB1 mediates the 20-O-methylation of the cap (m7GpppNN) to

form cap1 (m7GpppNmN) and cap2 (m7GpppNmNm) to activate translation of mos

mRNA (Kuge et al., 1998; Kuge and Richter, 1995). However, not every CPEB-

regulated mRNA undergoes this modification of the cap (Gillian-Daniel et al., 1998).

At the opposite end of the mRNA, the translational silencing due to the short poly(A)

tail of the maternal mRNAs can be overcome by either cytoplasmic polyadenylation or
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by the poly(A)-independent recruitment of PABP. The latter is illustrated by the DAZL

family members, which do not modify the poly(A) tail but are able to directly recruit

PABP (Figure 8.2c). DAZL family members encode for proteins that contain an RNA

recognition motif (RRM) and a varying number of copies of a DAZ motif, which is

believed to mediate protein–protein interactions (Tsui et al., 2000). DAZL is required

for male and female gametogenesis in Drosophila, C. elegans, Xenopus and mouse; a

numberof potentialmRNAtargetshave beendescribed: twine (cdc25C),Tpx-1,GRSF-1,

TRF2 and SDAD1, but the binding sites within these mRNAs are not well defined. Its

potential role as a translational regulator is derived from studies showing association of

these proteins with polysomes. Recently it has been found that tethered DAZL stimulates

translation of a reporter mRNA by recruiting PABP to the mRNA, increasing the

formation of 80S (Collier et al., 2005; Figure 8.2c). DAZL can also be recruited to

mRNAs by Pum2 (Moore et al., 2003). Pum2 and DAZL have been shown to bind the

30UTR of ringo mRNA and inhibit its translation. Pum2 dissociates from this repressed

complex upon progesterone treatment, and translation initiation of ringo mRNA is

derepressed by the action of DAZL and the embryonic poly(A)-binding protein (ePAB),

the predominant cytoplasmic PABP in Xenopus oocytes and early embryos (Padmanabhan

and Richter, 2006).

An even more extreme case of poly(A) tail-independent reactivation of translation is

the case of the histonemRNAs, where the need for PABP is eliminated altogether by the

recruitment of the stem-loop binding protein (SLBP), which binds to a stem-loop

structure present at the end of the histone 30UTR. These mRNAs do not acquire a long

poly(A) tail in the nucleus, but SLBP can overcome the need for PABP both during the

export to the cytoplasm and for translational initiation activation (reviewed in

Marzluff, 2007). Xenopus oocytes express two SLBP species (xSLBP1 and xSLBP2),

and translational control is affected by a change in the type of SLBPbound to the histone

mRNAs (Sanchez andMarzluff, 2002), xSLBP1being the translationally active protein.

SLBP stimulates translation by recruiting the SLBP-interacting protein, SLIP1, which

in turn interacts with eIF4GI and eIF4GII, supporting translational activation

(Cakmakci et al., 2008; Figure 8.2c).

However, the most common mechanism to activate translation of stored maternal

mRNAs is by cytoplasmic elongation of their poly(A) tails (Figure 8.1d).As the result of

progesterone stimulation and meiotic resumption, the repressing CPEB1–mRNP is

remodelled to drive cytoplasmic polyadenylation. This polyadenylation requires two

elements in the 30UTRs of respondingmRNAs: the polyadenylation signal hexanucleo-

tide AAUAAA (Hex) (Sheets et al., 1994), which is bound by the cleavage and

polyadenylation specificity factor (CPSF) (Dickson et al., 1999); and the CPE, which

recruits CPEB (Hake and Richter, 1994). The triggering of polyadenylation is the

phosphorylation of CPEB1 at serine 174 by Aurora-A (Eg2) kinase (Mendez

et al., 2000a). CPEB1–S174 phosphorylation increases the affinity of CPEB1 for

CPSF (Mendez et al., 2000b), which in turn recognizes the Hex, and both together

recruit the cytoplasmic poly(A) polymerase GLD2 to elongate the poly(A) tail of the

CPE-containing mRNAs. This complex is stabilized by Symplekin, a core component

of the nuclear and cytoplasmic polyadenylation complexes that contacts directly with

CPEB1 and CPSF (Barnard et al., 2004). In addition, CPEB1–S174 phosphorylation

decreases the affinity of CPEB1 for the deadenylase PARN. PARN is preloaded in a
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CPEB1–CPSF–GLD2–PARN complex, where the activities of GLD2 and PARN

neutralize each other, keeping the poly(A) tail short. Thus, upon the expulsion of

PARN from the complex, GLD2 would be free to elongate the poly(A) tail (Kim and

Richter, 2006). It should be noted that this silencing complex is different from the

repression complex formed with Maskin and Pum, which does not contain GLD2

(Rouhana et al., 2005). This differential composition is in good agreement with the fact

that the deadenylase activity of PARN requires the interaction with the cap (Gao

et al., 2000). ePAB is also present in the unstimulated CPEB1 complex. Upon

progesterone stimulation, ePAB is released from CPEB1 and associates with the

elongating poly(A) tail (Kim and Richter, 2007).

Other components of the CPEB1–mRNP complex, with less-defined functions

include CstF77, xGEF and APLP (Rouget, Papin and Mandart, 2006; Reverte

et al., 2003; Cao et al., 2005). Pum also interacts with CPEB1, enhancing its binding

toweak CPEs. This stabilization does not affect the cytoplasmic polyadenylation, but is

required for the translational activation (Pique et al., 2008). InDrosophila,Orb (CPEB)

interacts, in a sequential manner, with both the canonical PAP and GLD2 (Benoit

et al., 2008).

Besides the CPEs, two other elements have been described to mediate cytoplasmic

polyadenylation of mRNAs during oocyte maturation: the polyadenylation response

element (PRE), and the translational control sequence (TCS). The PRE was initially

identified within mos 30UTR as an element that mediates early polyadenylation of mos

mRNA in PI (Charlesworth et al., 2002) and later found in several CPE-containing

mRNAs, such as the ones encoding Histone-like B4, D7, G10 FGF receptor 1 and Eg2

(Charlesworth, Cox and Macnicol, 2004). The PRE recruits Musashi, an RNA-BP

previously identified as a translational repressor (Charlesworth et al., 2006). Although

the effect of the PRE seems to require the Hex, it is still unknown whether Musashi

interacts with CPSF or any other component of the cytoplasmic polyadenylation

machinery. The TCS is present in the 30UTR of Wee1 and Pcm-1 mRNAs and confers

translational repression in immature oocytes and early cytoplasmic polyadenylation in

progesterone-stimulated oocytes (Wang et al., 2008).

8.2 Temporal control of maternal mRNA translation:
regulatory cascades and feedback loops

Meiotic progression from the PI arrest until the MII arrest is controlled by three key

activities (Figure 8.3a). First, the maturation-promoting factor (MPF), a heterodimer of

Cdc2 kinase and cyclin B (Gautier et al., 1990; Gautier et al., 1988) catalyzes entry into

Mphase ofmeiosis I and II. This heterodimer is initially formed as an inactive pre-MPF,

with cyclins B1 and B5 (Hochegger et al., 2001), and is activated as the result of new

synthesis of RINGO and Mos (Schmitt and Nebreda, 2002). Then the anaphase-

promoting complex/cyclosome (APC/C) is directly activated by MPF, and induces

the ubiquitination and destruction of cyclins B (Peters, 2006). Activation of APC/C

during interkinesis is combined with the increased synthesis of cyclins B1 and

B4, resulting in only a partial inactivation of MPF at anaphase I, thus preventing entry

into S phase (Iwabuchi et al., 2000). Finally, the cytostatic factor (CSF) inhibits the
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APC/C-stabilizing high MPF activity in MII. CSF requires the new synthesis of Emi2,

cyclin E and high levels of Mos (Liu et al., 2006).

The correct and sequential regulation of the MPF, APC/C and CSF requires protein

synthesis at three different stages (Figure 8.3a). First, for the activation of MPF and

the transition from the prophase I (PI) arrest to metaphase I (MI) (Schmitt and

Nebreda, 2002). Then, at MI, translation is required for the transition to metaphase

II (MII) (Hochegger et al., 2001). Last, new protein synthesis at interkinesis is required

for the CSF arrest (Belloc and Mendez, 2008; Liu et al., 2006).

The first knownmRNA to be translationally activated upon progesterone stimulation

is the one encoding the Cdc2-activator ringo mRNA that is derepressed by the release

of Pum2 from the mRNA; in turn RINGO activates CPEB (Padmanabhan and

Figure 8.3 Schematic representation of meiotic progression from PI arrest to fertilization.
(a) maturation-promoting factor (MPF), anaphase-promoting complex/cyclosome (APC/C) and
cytostatic factor (CSF) activities are indicated. Oocyte morphology, chromosome dynamics, mitotic
spindles and polar body are shown. Cytoplasmic polyadenylation element binding protein (CPEB
protein) levels and phosphorylation regulation and the three waves of cytoplasmic polyadenylation
(early, late and late-late) are also depicted. P indicates phosphorylation; Fert. indicates fertilization.
(b) Circuit showing the sequential waves of polyadenylation and deadenylation driving meiotic
progression. Positive and negative feedback loops are indicated
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Richter, 2006) and, by inactivating Myt1, promotes the activation of MPF

(Liu et al., 2006; Ruiz, Hunt and Nebreda, 2008) (Figure 8.3b). This initial

polyadenylation-independent translational activation triggers the ordered activation

of CPEB-regulated mRNAs in three sequential waves of cytoplasmic polyadenylation

(Figure 8.3b). The sequence of activation of these maternal mRNAs is defined by the

number and position of CPEs present in their 30UTRs and by the levels and activity of
CPEB, combined with deadenylation-driven negative feedback loops (Pique

et al., 2008; Belloc and Mendez, 2008). But meiotic progression also requires that

the extent of translational activation will be finely regulated, resulting in differential

rates of product accumulation that, combined with the control of protein degradation,

establish phase-specific peaks of expression of the factors that drive meiotic

progression.

The first (early) wave of cytoplasmic polyadenylation, which takes place during PI

and is required to enterMI (i.e. to activateMPF), is induced by the activation of Aurora-

A kinase, which phosphorylates and activates CPEB (Mendez et al., 2000a). This early

wave targets mRNAs with, at least, a single consensus CPE or a nonconsensus CPE

togetherwith a PBE. TheCPEmust be closer than 100 nucleotides from theHex, but not

overlapping, and the distance between the CPE and Hex elements determines the extent

of polyadenylation and translational activation with an optimal distance of 25 nucleo-

tides (Pique et al., 2008) (Figure 8.4). The mRNAs activated during the early

polyadenylation event include mos, cyclin B5, cyclin B2, emi1, c3h4, PP2C, tyrP4a2,

hsp90, X71067, TPX2 andXkidmRNAs (Pique et al., 2008; Belloc andMendez, 2008;

Eliscovich et al., 2008) (Figure 8.3b). Cyclin B5 and cyclin B2 are themselves part of

MPF in the first meiotic division (Hochegger et al., 2001), whereas Mos is required to

activate MPF (Sagata et al., 1989), and Hsp90 activates Mos (Fisher, Mandart and

Doree, 2000). Emi1 is an APC/C inhibitor and therefore prevents MPF inhibition by

blocking cyclin B destruction (Tung and Jackson, 2005). TPX2 and Xkid are required

for proper spindle formation and chromosome segregation (Eliscovich et al., 2008;

Perez et al., 2002). PP2C, tyrP4a2 and X71067 are also required for meiotic progres-

sion, although the mechanisms are unknown (Belloc and Mendez, 2008).

In MI, CPEB is phosphorylated by MPF (Cdc2/cyclin B) and Polo-like kinase 1

(Plk1), resulting in the degradation of up to 90% of this factor (Mendez, Barnard

and Richter, 2002; Setoyama, Yamashita and Sagata, 2007; Reverte, Ahearn and

Hake, 2001). Reduced levels of CPEB trigger the second (late) wave of cytoplasmic

polyadenylation, which is required for the MI–MII transition. This late wave targets

mRNAs containing at least two CPEs, with one of them overlapping the Hex. As for the

early wave, the extent of polyadenylation is defined by the position of the CPE(s) not

overlapping the Hex (Pique et al., 2008; Figure 8.4). These late-activated transcripts

include cyclin B1 and cyclin B4 mRNAs (Pique et al., 2008), which are the main

components of MPF in the second meiotic division (Hochegger et al., 2001)

(Figure 8.3b). Continuous synthesis of cyclins B is also required during interkinesis

to maintain intermediate levels of active MPF and prevent DNA replication between

the two meiotic divisions (Hochegger et al., 2001; Iwabuchi et al., 2000). To

compensate for the APC/C-mediated cyclin degradation, cytoplasmic polyadenylation

is reinforced during this meiotic phase by positive feedback loops from the MAPK/

MPF pathway into the activation of CPEB, and the synthesis of components of the
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cytoplasmic polyadenylation machinery (such as Orb, GLD2 and Aurora A), which are

themselves encoded by mRNAs activated by cytoplasmic polyadenylation (Pique

et al., 2008; Rouhana and Wickens, 2007; Howard et al., 1999; Tan et al., 2001)

(Figure 8.3b).

At the same time, the early translational activation of the c3h-4 mRNA leads to the

accumulation of this protein atMI, which in turn establishes a negative feedback loop to

inactivate transcriptswithAU-rich elements (AREs) in their 30UTRs. The active formof

C3H-4 recruits the CCR4/Not deadenylase complex to the ARE-containing mRNAs,

triggering their deadenylation and allowing MI exit (Belloc and Mendez, 2008;

Figure 8.4). Thus, for mRNAs containing AREs and early CPEs, C3H-4 overrides

the CPEB-mediated polyadenylation after MI, inactivating the mRNA. This is the case

of the mRNAs encoding the APC/C inhibitor, Emi1, which has to be degraded to

allow the activation of the APC/C and the meiotic progression to anaphase, and C3H-4

itself, thus establishing a negative feedback of the negative feedback (Belloc and

Mendez, 2008). This translational negative feedback loop cooperates with another one

at the post-translational level, where active MPF brings about the activation of the

APC/C, which in turn results in the polyubiquitination and proteolysis of Cyclin B

Figure 8.4 Model for CPE/ARE-mediated temporal translational control by CPEB1 and C3H-4
proteins. Schematic representation of the cis-elements and trans-acting factors recruited, with their
covalent modifications. The distances required for translational repression and activation, as well as
the time of activation, are indicated. CPE¼ cytoplasmic polyadenylation element; CPEB¼ CPE-
binding protein; ARE¼ AU-rich element; PBE¼ Pumilio binding element. AA indicates short
Poly(A), AAAAAAA indicates long poly(A), and P indicates phosphorylation
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(King et al., 1996), inactivating MPF and allowing the exit from MI into interkinesis

(Figure 8.3b).

The third or late-late wave of cytoplasmic polyadenylation, required to enter

the second meiotic division and to mediate the CSF arrest at MII, is generated by the

combination of the late polyadenylation, driven by CPEs overlapping the Hex, and the

ARE-mediated deadenylation (Figure 8.4). Both events are activated concomitantly at

MI by the destruction of CPEB and the accumulation of C3H-4, neutralizing each other.

Thus, for mRNAs containing both AREs and late-strong CPEs, polyadenylation is

displaced fromMI to interkinesis (Belloc andMendez, 2008), when C3H-4 is probably

inactivated. Examples of this third group of cytoplasmically polyadenylated transcripts

include emi2,wee1, cyclin E1 and cyclinA1mRNAs (Belloc andMendez, 2008; Sheets

et al., 1994; Wang et al., 2008; Charlesworth, Welk and Macnicol, 2000). Emi2 is the

main component of theCSFactivity (Liu,Grimison andMaller, 2007),whereas cyclinE

contributes to the establishment of the CSF arrest (Tunquist et al., 2002). Wee1

participates in the repression of Cdc2 by phosphorylating Tyr14 during interkinesis

(Nakajo et al., 2000). Cyclin A1 is not required for meiotic progression but for later

events in development (Minshull et al., 1991).

At least inmouse, there is an even earlier stage of polyadenylation, which takes place

during the pachytene stage, during early oogenesis prior to the PI arrest. Two mRNAs,

SCP-1 and SCP-3, which code for proteins of the synaptonemal complex required for

chromosomal recombination, are polyadenylated by a transient activation of Aurora-A

(Tay and Richter, 2001; Tay et al., 2003).

8.3 mRNA localization and translational control
during oogenesis

Asymmetric localization of silencedmRNAswithin the oocytes defines the basis for the

embryonic axis formation and the establishment of germ cells. Although translational

repression and localization are coupled events, in most cases they are mediated by

separated elements in the 30UTRs that recruit specific RNA-BPs. The most common

mechanisms for localizing repressed mRNAs are active transport along the polarized

cytoskeleton, diffusion and local trapping, or local protection from degradation. At the

appropriate time and place, either in the oocyte itself or later in the embryo, the localized

mRNAs will be reactivated by disassembling the repression complex and/or by

cytoplasmic polyadenylation. Similarly to the temporal translational cascades de-

scribed above, spatial cascades can be defining by generating gradients of translational

regulators encoded by localized mRNAs (St Johnston, 2005; King, Messitt and

Mowry, 2005; Bashirullah, Cooperstock and Lipshitz, 1998). While this phenomena

is probably widespread, with up to 71% of the mRNAs localized in the embryos

(Lecuyer et al., 2007), some of the best-characterized examples are the mRNAs

encoding the Drosophila determinants of embryonic polarity, bicoid, oskar, nanos

and gurken (Johnstone and Lasko, 2001; Huynh and St Johnston, 2004; Kloc and

Etkin, 2005). These maternal mRNAs are made in the nurse cells, translationally

repressed and transported into the adjacent oocyte, where they are localized and

translationally regulated.
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8.3.1 bicoid (bcd), an anteriorly localizing mRNA

During oogenesis bicoid (bcd)mRNAundergoes amultistep localization pathway in the

oocyte. First localizing in the posterior cytoplasm, later in the anterior part and finally in

the dorsal-anterior region of the oocyte. bcd mRNA localization depends on its 30UTR,
which forms a complex secondary structure including multiple stem-loops (five

independent domains I–V) (Macdonald and Struhl, 1988). Deletion analysis identified

the bcd localization element 1 (BLE1), which is sufficient to direct RNA accumulation

into the oocyte and to its anterior cortex (Macdonald et al., 1993).Genetic analyses have

led to the identification of trans-acting factors required for bcd mRNA anterior

localization, including Exuperantia (Exu), Exuperantia-like (Exl), Swallow (Swa) and,

for the final stages of localization, Staufen (Stau) proteins (Johnstone and Lasko, 2001;

Kloc and Etkin, 2005). bcd mRNA correct localization is microtubule-dependent, and

both motors, Dynein and Kinesin, cooperate in the polar transport of bcd to its cortical

domain (Johnstone and Lasko, 2001; Kloc and Etkin, 2005). However, it has been

recently described that microtubule-dependent movement of bcd mRNA is replaced by

a stable actin-based anchoring mechanism by the end of oogenesis (Weil, Forrest and

Gavis, 2006; Weil et al., 2008). bcd mRNA is initially repressed through Nanos

response elements (NREs) (Wharton and Struhl, 1991) and later on, in the embryo,

undergoes cytoplasmic polyadenylation and is translationally activated (Johnstone and

Lasko, 2001).

8.3.2 oskar (osk), an early localizing posterior mRNA

oskar (osk) mRNA is localized in the oocyte in a multistep manner. In previtellogenic

oocytes, osk mRNA is abundant throughout the cytoplasm, to be later transiently

localized to the anterior pole from where it migrates to its final destination at the

posterior cortex (Ephrussi, Dickinson and Lehmann, 1991; Kim-Ha, Smith and

Macdonald, 1991). Although multiple subelements within its 30UTR are required for

its localization to the posterior (Johnstone andLasko, 2001), osk 30UTR is necessary but

not sufficient for its transport, and splicing is also required for proper localization of the

mRNA (Hachet and Ephrussi, 2004). Genetic analyses have revealed multiple RNA-

BPs required for osk mRNA localization including Hrp48, the exon junction complex

(EJC) proteins Barentsz, Mago nashi, Y14 (Tsunagi) and Stau. Many different

mechanisms have been postulated to localize osk mRNA, including diffusion and

trapping to the posterior (Glotzer et al., 1997), active transport (Januschke et al., 2002;

Brendza et al., 2002; Palacios and St Johnston, 2002), or exclusion from the anterior and

lateral cortex (Cha et al., 2002). However, Zimyanin et al. have recently demonstrated

by following osk mRNA particles in living oocytes, that the mRNA is actively

transported along microtubules in all directions, with a slight bias toward the posterior

(Zimyanin et al., 2008). Accordingly, transport of osk mRNA from the nurse cells into

the oocyte is coupled to Dynein, which moves the mRNAs toward the minus ends of

microtubules in the oocyte (Clark, Meignin and Davis, 2007). The localization of osk

mRNA within the oocyte is also actin- and microtubule-dependent, and requires the

recruitment of PAR-1 to the posterior cortex of the oocyte (Clark et al., 1994;
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Doerflinger et al., 2006). Other cytoskeletal proteins involved are Tropomyosin II

(TmII) and the Kinesin heavy chain (Khc) (Kloc and Etkin, 2005).

As described above, osk mRNA is initially repressed by Bruno and then translated as

soon as it reaches the posterior pole (Gavis, 1997). Genetic analyses have identified

several translational activators of oskmRNA, including Stau, Vasa (Vas) andAubergine

(Aub) (Johnstone and Lasko, 2001). Moreover, Orb has been shown to mediate

localization and translational regulation by cytoplasmic polyadenylation of osk mRNA

(Castagnetti and Ephrussi, 2003; Chang, Tan and Schedl, 1999). Interestingly, Osk

protein is itself required for maintenance of its own mRNA localization by stabilizing

and amplifying microtubule polarity within the oocyte, producing a positive feedback

loop leading to more localization of osk mRNA (Zimyanin, Lowe and St

Johnston, 2007).

8.3.3 nanos (nos), a late-localizing posterior mRNA

nanos (nos) mRNA accumulates at the pole cells in the posterior pole during late

oogenesis. Posterior localization and translation activation of nosmRNA are controlled

by cis-acting regulatory elements present in its 30UTR. (Gavis, Curtis and

Lehmann, 1996a; Bergsten and Gavis, 1999). A 500-nucleotide region within the

30UTR consisting of partially redundant elements is required to direct all stages of nos

localization throughout oogenesis (Gavis et al., 1996b). This mRNA localization does

not seem to be mediated by active localization but rather by specific anchoring

(Bergsten and Gavis, 1999) and by degradation of the unlocalized mRNA (Smibert

et al., 1996; Dahanukar and Wharton, 1996). Translational repression of nos mRNA is

mediated by two stem-loops that together comprise the Translational Control Element

or TCE (Crucs, Chatterjee and Gavis, 2000), overlapping but distinct from the

localization element (Crucs, Chatterjee and Gavis, 2000). Stem-loop II recruits Smaug

(Smg) (Johnstone and Lasko, 2001), whereas stem-loop III binds to Glorund (Glo;

Kalifa et al., 2006). As mentioned earlier, Cup is also required to mediate translational

repression of nos mRNA (Wilhelm et al., 2003). Once nos mRNA reaches the posterior

pole it is translationally derepressed. Cyclin B1 mRNA localizes to the posterior pole

with kinetics similar to nos mRNA, and is also incorporated into pole cells where it is

translationally repressed by Nos and Pum (Johnstone and Lasko, 2001).

8.3.4 gurken (grk), an mRNA associated with the oocyte nucleus

When the nucleus migrates to the dorsal anterior corner of the oocyte, gurken (grk)

mRNAand protein become localized to the exterior surface of the dorsal anterior corner

of the nucleus, establishing dorsal cell fates in lateral follicle cells (Johnstone

and Lasko, 2001). Sequences within the 50 and 30UTRs, as well as within the coding

region, have been implicated in directing grk localization throughout oogenesis

(Johnstone and Lasko, 2001). The sequences recruit a number of factors and RNA-

BPs, such as Squid (Sqd), Hrp48/Hrb27C, Out, Enc, K10 and Orb (Clouse, Ferguson

and Schupbach, 2008; Johnstone and Lasko, 2001; Kloc and Etkin, 2005; Goodrich,
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Clouse and Schupbach, 2004; Hawkins et al., 1997). grk mRNA is not only actively

transported alongmicrotubules (Clark,Meignin andDavis, 2007;Delanoue et al., 2007;

Macdougall et al., 2003), but also anchored by Dynein to large cytoplasmic structures

called sponge bodies at the dorsal anterior corner (Delanoue et al., 2007). Accordingly,

genetic analyses have identified several factors involved in cytoskeletal assembly and

integrity required for grk localization, such as Maelstrom (Mael), Cappuccino (Capu),

Spire (actin nucleator) and Spindle-F (Spin-F; microtubule organizer) (Johnstone and

Lasko, 2001; Abdu, Bar and Schupbach, 2006). Additionally, the molecular motors

Kinesin and Dynein are required for correct grk mRNA localization (Kloc and

Etkin, 2005; Clark, Meignin and Davis, 2007; Delanoue et al., 2007).

grk mRNA is repressed by Bruno and its interacting protein, Cup, together with Sqd

and Hrb27C/Hrp48 (Filardo and Ephrussi, 2003; Clouse, Ferguson and Schupbach,

2008; Saunders and Cohen, 1999). Once the mRNA reaches its final destination, PABP

directs translational activation together with Enc (Hawkins et al., 1997) and Vas and

maybe Orb (Chang et al., 2001; Christerson and Mckearin, 1994).

8.3.5 mRNA localization in Xenopus oocytes

Xenopus embryonic axis formation and establishment of germ cells is also defined by

asymmetric mRNA localization within the oocyte. mRNA localization to the oocyte

vegetal cortex follows two temporally defined pathways: the early pathway (also know

as the messenger transport organizer (METRO)) and the late or Vg1 pathway. The

METRO pathway functions during early oogenesis and transports germinal granules,

several RNAs involved in germ-cell specification, and germline-specific mitochondria

in a specialized structure called themitochondrial cloud orBalbiani body (King,Messitt

and Mowry, 2005; Kloc and Etkin, 2005). Cis-acting elements, such as the mitochon-

drial cloud localization elements (MCLEs) or the germinal granule localization element

(GGLE), present in those RNAs, are responsible for their localization pattern

by diffusion and selective entrapment (Kloc et al., 2000; Claussen, Horvay and

Pieler, 2004). mRNAs localized by the late pathway require an intact microtubule

cytoskeleton (Kloc and Etkin, 1995; Yisraeli, Sokol andMelton, 1990), and Kinesins II

(Betley et al., 2004) and I (Yoon and Mowry, 2004; Messitt et al., 2008). Actin and

cytokeratin filaments (Kloc and Etkin, 1995; Alarcon and Elinson, 2001), and localized

RNAs (Heasman et al., 2001; Kloc and Etkin, 1994) help to anchor the mRNAs close to

the plasmamembrane in the vegetal cortex. Vg1mRNA late localization is mediated by

theVg1 localization element (VLE) (Mowry andMelton, 1992), whereas theVTE (Vg1

translation element) controls its translation (Wilhelm, Vale and Hegde, 2000; Otero,

Devaux and Standart, 2001). The RNA-BPs hnRNP I, Vg RBP/Vera and Stau are

required for the Vg1 localization (King, Messitt and Mowry, 2005; Kloc and

Etkin, 2005).

Other RNA-BPs, such as CPEB1 and C3H-4, localize preferentially to the animal

pole of the oocyte (Groisman et al., 2000; De et al., 1999; Bally-Cuif, Schatz and

Ho, 1998), together with CPE-containing mRNAs (Eliscovich et al., 2008; Groisman

et al., 2000). This localization seems to be microtubule directed and, indeed, these

mRNAs and their binding proteins later localize to the meiotic and mitotic spindles
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(Eliscovich et al., 2008; Groisman et al., 2000; Blower et al., 2007). The spindle-

associated RNAs include structural components of the spindle (Alliegro, Alliegro and

Palazzo, 2006; Blower et al., 2005), repressed centrosome-localized mRNAs for

asymmetrical inheritance in embryonic divisions (Alliegro,Alliegro and Palazzo, 2006;

Lambert and Nagy, 2002) and CPE-regulated mRNAs encoding factors directly

involved in chromosome segregation, spindle formation and meiotic progression

(Eliscovich et al., 2008).

Acknowledgements

This work was supported by grants from the MEC (Ministero de Educación y Ciencia).
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9
MPF and the control of meiotic
divisions: old problems,
new concepts

Catherine Jessus

Biologie du D�eveloppement – UMR 7622, UPMC-CNRS, Paris CEDEX 05, France

‘This whole field, so interesting both from the point of view of embryology and of

cellular physiology, remains to be explored’ (Brachet, 1944). The whole field men-

tioned by Jean Brachet in 1944 corresponds to oocyte maturation, a cell system at the

crossroad between embryology and cell biology that has long been used by the scientific

community (Heilbrunn, Daugherty and Wilbur, 1939). Indeed, the physiological

approach of cell division control was championed by researchers who favoured marine

and amphibian oocytes. Half a century after Brachet’s comment, the Nobel prize for

Physiology or Medicine was awarded in 2001 to three scientists who made seminal

discoveries concerning control of the cell cycle, among themTimHunt,who discovered

cyclins in sea urchin eggs.

9.1 MPF and the autoamplification mechanism; the discovery

In the animal kingdom, oocytes growing in the ovaries are arrested at prophase of the

first meiotic division. At the time of ovulation, they resume meiosis in response to

external stimuli such as hormones, and become mature oocytes or fertilizable eggs

whose cell cycle is halted and that await for fertilization. The frog oocyte has been

widely used to study the biochemical regulation of cell division. In amphibians,

maturing oocytes complete the first meiotic division in response to steroid hormones

secreted by the follicle cells, such as progesterone, and arrest atmetaphase ofmeiosis II.

Fertilization relieves the metaphase arrest and initiates a series of embryonic cell

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
� 2010 John Wiley & Sons, Ltd



Figure 9.1 Oocytemeioticmaturation. In the ovaries, oocytes are arrested at prophase I. At the time
of ovulation, a hormonal signal triggers meiotic maturation: germinal vesicle breakdown (GVBD);
formation of themetaphase I spindle (meta I); first meiotic division (1st div) and extrusion of the first
polar body (1st PB); formation of themetaphase II spindle (meta II). In vertebrates, the oocyte arrests
at metaphase II. Fertilization releases this arrest: the egg completes the second meiotic division
(2nd div) by extruding the second polar body (2nd PB) and initiates a series of embryonic divisions.
A full colour version of this figure appears in the colour plate section.

divisions that proceed synchronously without any detectable G1 and G2 phases

(Figure 9.1).

Experiments based on nuclear transplantation and cytoplasmic transfer in oocytes

demonstrated the existence of a cytoplasmic factor responsible for the completion of the

first meiotic division. In a pioneering paper, Yoshio Masui showed that injection of

cytoplasm from metaphase II-arrested oocytes into prophase-arrested oocytes of the

frog Rana pipiens induces meiotic maturation (Masui and Markert, 1971). He named

‘maturation-promoting factor’ orMPF as the cytoplasmic activity produced in response

to the steroid signal and responsible for the meiotic M phase induction, and he

highlighted three important properties of MPF in oocytes.

The first one is that MPF appearance is initiated by cytoplasmic events without

involvement of the nucleus. This was proved by experiments with oocytes whose

nucleus (called the germinal vesicle) had been removed prior to progesterone stimula-

tion. When treated with progesterone, the cytoplasm of these enucleated oocytes

produced MPF. Before the important work of Masui, many experiments had empha-

sized the importance of the contribution of the germinal vesicle to the oocytematuration

process (Dettlaff, 1966; Dettlaff, Nikitina and Stroeva, 1964; Hirai, Kubota and

Kanatani, 1971). Masui demonstrated that the production of MPF can be attributed

entirely to a cytoplasmic process independent of nuclear function, implying for the first

time that nuclear activities involved with the initiation of oocyte maturation are under

the control of cytoplasmic activity, but not vice versa as thought before.

The second property is the auto-catalytic reaction of the production of MPF in

amphibian oocytes. Masui showed that there is no decrease in the level of MPF activity

generated after serial transfer of cytoplasm (meaning that recipient oocytes become

donor oocytes), despite the fact that the cytoplasm of the original progesterone-treated

donor was extensively diluted through the serial transfers. These results imply that

prophase-blocked oocytes contain an MPF precursor, called pre-MPF, that is autocata-

lytically amplified by the MPF activity received via cytoplasmic transfer.

In 1975, the laboratory of Masui made a third important discovery using Xenopus

oocytes (Wasserman and Masui, 1975). They showed that protein synthesis inhibition

could not stop the oocyte maturation induced by MPF injection, unlike that induced
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by progesterone. Then it was concluded that, in the Xenopus oocyte, the initiation of

oocyte maturation by progesterone depends on the synthesis of new protein(s), required

for the activation of pre-MPF. Once the first active molecules of MPF appear, they

further activate pre-MPF in an autocatalytical process with no protein synthesis

requirement.

A few years after the publication of the work of Masui, MPF was found in both

meiotic andmitotic cell cycles. The presence ofMPF and its autocatalytic amplification

were reported in oocytes of a variety of distantly related species, including starfish and

other echinoderms (Kishimoto andKanatani, 1976; Schatt,Moreau andGuerrier, 1983),

Spisula and other molluscs (Kishimoto et al., 1982), fishes (Dettlaff and Ryabova,

1986; Yamashita et al., 1992), several amphibian species (Masui and Markert, 1971;

Wasserman andMasui, 1975; Dettlaff and Ryabova, 1986) andmouse (Sorensen, Cyert

and Pedersen, 1985). Moreover, MPF is present in extracts of yeast (Weintraub

et al., 1982; Tachibana, Yanagishima and Kishimoto, 1987), in mammalian cells

(Sunkara, Wright and Rao, 1979; Nelkin, Nichols and Vogelstein, 1980) and frog

blastomeres (Wasserman and Smith, 1978; Gerhart,Wu andKirschner, 1984) that are in

mitosis.All these reports led to the conclusion thatMPFactivity is not only an inducer of

the meiotic state but also the ubiquitous key regulator of M phase of the eukaryotic cell

cycle. It was therefore renamed ‘M phase-promoting factor’.

If MPF appeared as the universal activity promoting entry into the first meiotic

division in oocytes whatever their species origin, it became rapidly known that the

requirement of protein synthesis for the induction ofMPF activation during this process

is not a universal feature. The mechanisms of oocyte MPF activation during entry into

the first meiotic division can be divided in three types (Figure 9.2).

. The first case is represented in many animals, including mouse and starfish, where

MPF activation and its first direct consequence, breakdown of the nuclear envelope

(known asGVBD for germinal vesicle breakdown), do not require protein synthesis at

all (Kishimoto, 2003).

. The second case corresponds to the situation of the oocyte of Xenopus and nearly all

mammals (except small rodents such as mouse), where new protein(s) must be

synthesized to initiate MPF activation, but then the autocatalytic property of MPF

allows it to activate a pre-MPF stockpile in the absence of protein synthesis

(Wasserman and Masui, 1975; Kalous et al., 1993; Hunter and Moor, 1987).

. In the third case that corresponds to a variety of fish and amphibian species, the

existence of pre-MPF is questionable. MPF would have to be de novo synthesized

following hormonal stimulation to initiate maturation (Yamashita, 1998).

Therefore, from the mid 1970s, it became clear that MPF activation leading to the first

meiotic division of oocytes obeys different mechanisms depending on species

(Figure 9.2). ActiveMPF is either de novo synthesized (type 3, Figure 9.2) or originates

from a pre-MPF stock (types 1 and 2, Figure 9.2). If a pre-MPF stock exists, it allows

the implementation of an autocatalytical process (called ‘autoamplification’) initially

triggered by a starter amount ofMPF activity. Firing the positive loop between pre-MPF
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and MPF relies (type 2, Figure 9.2), or does not rely (type 1, Figure 9.2), on protein

synthesis.

This diversity is restricted to the initiation of the first meiotic division. After this step,

MPF regulation follows universal rules. In all species, MPF activity declines at the end

of the first meiotic cycle. It reappears rapidly before second metaphase, when matura-

tion arrests in vertebrates. It was found that protein synthesis is required inXenopus and

starfish oocytes for reappearance of MPF activity in the second meiotic cell cycle

(Gerhart,Wu andKirschner, 1984; Picard et al., 1985). Using starfish oocytes that arrest

in G1 after the completion of the second meiotic division, Picard and co-workers

showed that MPF activation at entry into the second meiotic M phase requires protein

synthesis, andMPF disappearance at exit from thisMphase requires proteolysis (Picard

et al., 1985). During the same period, it was demonstrated that protein synthesis is

required at each cell cycle of sea urchin and Xenopus early embryos for MPF activation

to occur (Gerhart, Wu and Kirschner, 1984; Wagenaar, 1983). In conclusion, MPF

regulation operating during the second meiotic division of oocytes is similar to what

happens inmitosis: its activation depends on protein translation,whereas its inactivation

at the exit of meiosis II requires proteolysis.

9.2 From the biological activity to the molecular
identification

Obviously, such features ofMPFwere reminiscent of cyclins, which had been identified

in 1983 by Tim Hunt and his collaborators (Evans et al., 1983). They had taken

advantage of the rapid and synchronous divisions occurring after fertilization of the sea

urchin and the clam embryos, and described proteins that are destroyed every time the

cells divide. They proposed to call these proteins the cyclins and gave the definition in

the title of their article: ‘Cyclin, a protein specified by maternal mRNA in sea urchin

eggs that is destroyed at each cleavage division’. The view that cyclins are in someway

linked with MPF was strengthened when it was shown that expression of clam cyclin A

induces meiotic M phase of Xenopus oocytes in the absence of hormonal stimulation

(Swenson, Farrell andRuderman, 1986). In 1989,Murray andKirschner discovered that

Figure 9.2 MPF activation at entry in first meiotic division: principles and diversity among species.
(a) First type (mouse, rat, starfish): MPF activation by the meiotic inducer does not require protein
synthesis and occurs after a short lag period. MPF activity is generated from the pre-MPF stock and
involves an autoamplification mechanism. The pre-MPF stockpile is low. Once it has been converted
into MPF, synthesis of cyclin B (cycB) takes place and increases MPF activity. (b) Second type
(Xenopus, some fishes and amphibians, many mammals): MPF activation by the meiotic inducer
requires protein synthesis and occurs after a few hours’ lag period. Newly synthesized proteins allow
the generation of the first MPF molecules. This MPF trigger allows the conversion of the pre-MPF stock
into MPF according to an autoamplification mechanism independent of protein synthesis. (c) Third
type (some fishes and amphibians): the prophase oocyte does not possess any pre-MPF stockpile. MPF
activation by themeiotic inducer requires synthesis of cyclin B that binds pre-existing Cdc2molecules
and directly generates active MPF after a lag period of several hours. MPF activity accumulates as a
function of the cyclin B synthesis rate, without involving an autoamplification mechanism. A full
colour version of this figure appears in the colour plate section.

3

9.2 FROM THE BIOLOGICAL ACTIVITY TO THE MOLECULAR IDENTIFICATION 231



cyclin plays a pivotal role in the control of mitosis. Using extracts of frog eggs that

can perform multiple cell cycles in vitro, they showed that newly synthesized cyclin

protein accumulates during each interphase and is necessary to enter into M phase

(Murray and Kirschner, 1989a). Conversely, its degradation is required to exit from

mitosis (Murray, Solomon and Kirschner, 1989). However, the connection between

cyclins and MPF was far from clear.

Besides frog and marine oocyte studies, genetically tractable organisms such as

the fungi had provided a different avenue for study of the mechanisms of cell cycle

progression. Analysis of the G2/M transition had been primarily carried out with the

fission yeast, Schizosaccharomyces pombe. In this species, a key component of

the network of interacting genes that regulate the onset of mitosis is the Cdc2 gene

that encodes a protein kinase (Nurse andBissett, 1981). It hadbeen shown that the human

homologue of Cdc2 was present in a complex and that this complex possessed elevated

kinase activity during mitosis (Draetta and Beach, 1988). Then, Cdc2 and MPF both

appeared to act as fundamental regulators of entry into mitosis and were found in a wide

range of eukaryotic cells (Lee and Nurse, 1987). However, the relationship between the

Cdc2 protein and MPF was unclear due to the lack of a biochemical approach.

Although MPF was first described in 1971 (Masui and Markert, 1971), attempts at

purifyingMPFmet with considerable difficulties owing to its instability and to the lack

of an easy biological assay. Thanks to the development of a cell-free system from

amphibian eggs in which nuclei can be induced to undergo early mitotic events by the

addition of crude or partially purified preparations of MPF, Lohka et al. succeeded in

obtaining a purified fraction able to induce GVBDwhen injected into Xenopus oocytes

in the presence of a protein synthesis inhibitor (Lohka, Hayes and Maller, 1988). This

MPF fraction contained two major proteins, of mass 34 kDa and 45 kDa, and displayed

protein kinase activity. These biochemical data provided interesting clues for the

molecular identification of MPF.

By combining the respective technical advantages of Xenopus and yeast, it was

rapidly shown that Cdc2 protein corresponds to the 34 kDa component of MPF that

displays the kinase activity of the complex (Dunphy et al., 1988; Gautier et al., 1988). In

these studies, the 45 kDa component was not yet identified. At that time, only a few

protein kinases that contain regulatory subunits had been identified, the paradigm for

such kinases being the cAMP-dependent protein kinase, PKA,whose regulatory subunit

inhibits the activity of the catalytic subunit. Thus, the positive control of cyclin onMPF

activity did not imply that it was necessarily a subunit of this kinase. The laboratory

of Marcel Doree provided decisive evidence that cyclin B is a genuine subunit of

Cdc2 kinase, by purifying MPF from starfish oocytes to homogeneity and showing that

‘MPF from starfish oocytes at first meiotic metaphase is a heterodimer containing one

molecule ofCdc2 and onemolecule of cyclinB’ as stated in the title of the article (Labbe

et al., 1989). In 1990, identification of Cdc2–cyclin B asMPFwas extended toXenopus

oocytes (Gautier et al., 1990). It was then shown thatmammalian Cdc2 homologues can

also bind to cyclins (Pines and Hunter, 1990), leading to a new convention for naming

the kinases that are associatedwith cyclins: theywere called ‘cyclin-dependent kinases’

or CDKs, Cdc2 being Cdk1.

A simple cell cycle model emerged from these findings (Murray and Kirschner,

1989b). During interphase, cyclins accumulate to a threshold at whichMPF is activated.

232 CH 9 MPF AND THE CONTROL OF MEIOTIC DIVISIONS: OLD PROBLEMS, NEW CONCEPTS



ActiveMPF phosphorylates proteins involved in the structural changes characteristic of

mitosis. One of the consequences of MPF activation is to promote cyclin degradation.

Disappearance of cyclin causes MPF inactivation. Phosphatases reverse the phosphor-

ylation of MPF substrates and result in the reestablishment of interphase structures.

The loss of MPF activity would also turn off cyclin proteolysis, so that cyclin can

accumulate for another round of the cell cycle. This model nicely explains the second

meiotic cell cycle and the first synchronous cell division cycles that follow egg

fertilization. All these cycles are characterized by MPF oscillations that depend on

cyclin synthesis and cyclin destruction.

However, the model is not consistent with entry into the first meiotic division in

oocytes. As mentioned previously, in many species, MPF activation does not require

protein synthesis (as in mouse or starfish, Figure 9.2). Moreover, in the case where

protein synthesis is needed, as in theRana pipiens orXenopus oocyte, themechanism of

MPF autoamplification operates in the absence of protein synthesis. Indeed, it was

rapidly evidenced that a stockpile of inactive Cdc2–cyclin B complexes is present in

G2-arrested oocytes (Kobayashi et al., 1991) (Figure 9.2). Then the induction of the first

meiotic division would not rely on cyclin synthesis, with the exception of a few fish and

amphibian species devoid of a pre-MPF stockpile, where the de novo synthesis of cyclin

B from the stored maternal mRNA would be induced by the hormonal trigger and

required to lead toMPF production (Yamashita, 1998) (Figure 9.2). Besides these cases,

the full grown prophase-arrested oocytes appear to contain inactive Cdc2–cyclin

B complexes, a quite ubiquitous rule in the animal kingdom. What is the nature of

the mechanism that blocks M phase entry under conditions where cyclins are present

and associated with Cdc2?

9.3 Cdc2 regulators

The mechanism that restrains MPF activation is the phosphorylation of Cdc2 on two

sites overlapping the ATP-binding site. In G2 phase, Cdc2 is phosphorylated on

Tyr15 and Thr14, which maintains Cdc2 in a catalytically inactive state. Dephos-

phorylation either in vivo or in vitro allows Cdc2 activation in mitotic cells, from

yeast to man (Draetta and Beach, 1988; Gould and Nurse, 1989; Norbury, Blow and

Nurse, 1991; Ferrell et al., 1991). In 1989, Gautier et al. showed that Cdc2 activation

depends on its dephosphorylation on tyrosine in the Xenopus oocyte (Gautier

et al., 1989). We also know that there is a positive phosphorylation requirement

for MPF activation: Cdc2 must be phosphorylated on Thr161, a phosphorylation

event universally required for CDK activation and catalyzed by the Cdc2-activating

kinase (CAK) (Solomon, Harper and Shuttleworth, 1993; Poon et al., 1993; Fesquet

et al., 1993). Since CAK activity does not appear to be tightly regulated during the

cell cycle, it is unlikely that the level of Thr161 phosphorylation of Cdc2 controls

MPF activation. Indeed, Cdc2 is already phosphorylated on Thr161 in the inactive

pre-MPF molecules of the G2-arrested oocytes (De Smedt et al., 2002). Therefore,

more emphasis has been placed on the enzymes that control the negative tyrosine

phosphorylation that restrains MPF activity during the very long period of prophase

arrest in oocytes.
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A first kinase able to phosphorylate Tyr15 of Cdc2, called Wee1, was identified in

fission yeast (Russell and Nurse, 1987). Later on,Wee1 was identified as the kinase that

phosphorylates Tyr15 in various organisms but was not efficient as a Thr14-specific

kinase. In 1995, Dunphy and collaborators cloned from Xenopus a new member of the

Wee1 family, a kinase calledMyt1 able to phosphorylateCdc2 efficiently on both Thr14

and Tyr15 (Mueller et al., 1995). Therefore, two kinases are able to restrain MPF

activation: Wee1 and Myt1. In Xenopus, the full-grown prophase oocytes express

only Myt1 at the protein level. The Wee1 mRNA is not translated at this stage. During

the Xenopus meiotic cell cycles, Wee1 protein expression starts only at meiosis II

(Murakami and VandeWoude, 1998). Then, Myt1 is the only player responsible for the

inactivation of MPF in prophase-arrested full-grown oocytes. Myt1 becomes heavily

phosphorylated during mitosis and Xenopus oocyte maturation, and these phosphor-

ylations correlate with a decline of its catalytic activity (Mueller et al., 1995; Palmer,

Gavin and Nebreda, 1998).

Since tyrosine dephosphorylation ofCdc2 represents a crucial step inMPFactivation,

much work has focused on identification and regulation of the antagonistic enzyme

of Wee1/Myt1, the tyrosine phosphatase of Cdc2. Once again, the combination of the

yeast genetics and the amphibian oocyte biochemistry proved to be a powerful strategy.

It was known that in the fission yeast, the dephosphorylation pathway which activates

Cdc2 requires the Cdc25 gene product (Gould et al., 1990; Russell and Nurse, 1986),

and that the regulation ofCdc2 byCdc25 iswidely conserved, as functional homologues

of Cdc25 had been isolated in the budding yeast (Russell, Moreno and Reed, 1989),

Drosophila (Edgar and O’Farrell, 1989) and humans (Sadhu et al., 1990). Although the

genetic evidence showed that Cdc25 activates Cdc2 at the onset of mitosis, the

biochemistry of Cdc25 protein activity was not understood and it had been proposed

that Cdc25 would act indirectly on Cdc2 by activating a cryptic phosphatase. However,

the observation that a highly conserved region of Cdc25 protein shows discernable

homology with a group of dual-specificity (Tyr/Ser) phosphatases supported the

possibility that Cdc25 could act directly as a tyrosine phosphatase to activate Cdc2.

In 1991, using a biochemical approach based on Xenopus oocyte extracts, it was indeed

discovered that Cdc25 is the specific protein phosphatase that dephosphorylates Tyr15

and possibly Thr14 residues on Cdc2, and regulates MPF activation (Gautier

et al., 1991; Dunphy and Kumagai, 1991; Jessus and Beach, 1992). One year later,

the activity of the Cdc25 phosphatase at the G2/M transition was shown to be directly

regulated through changes in its phosphorylation state, phosphorylation of several Ser

andThr residues accompanying its activation,while a treatmentwith either phosphatase

1 or 2A decreases its ability to activate Cdc2 kinase (Izumi, Walker and Maller, 1992;

Kumagai and Dunphy, 1992).

Inmost species (types 1 and 2, Figure 9.2), the full-grown prophase-blocked oocyte is

then equipped with pre-MPF molecules formed of complexes between cyclin B and

Cdc2, where Cdc2 is kept inactive by inhibitory Tyr15 and Thr14 phosphates. The two

direct regulators of MPF are also expressed in the oocyte, Myt1 kinase being active and

Cdc25 phosphatase being inactive, both of them under a non-phosphorylated state. The

activation of MPF is a two-step mechanism: the first step requires the formation of a

trigger that can result in the appearance of a fewmolecules of activeMPF. In the second

step, the small pool of newly formed activeMPF is able to bring about Cdc25 activation,
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and inactivation of Myt1, and hence to establish the positive feedback loop of MPF

activation known as MPF autoamplification: the conversion of inactive pre-MPF into

MPF is strongly accelerated by MPF itself. The next paragraphs focus on this

mechanism that allows entry into the first meiotic division.

9.4 MPF activation, act I: formation of a starter

Clearly, the mechanisms operating in oocytes where protein synthesis is required for

MPF activation differ greatly from those involved in oocytes where translation is not

needed.

9.4.1 The starfish and mouse paradigm: oocytes with pre-MPF,
and no need of protein synthesis to activate MPF

The starfish oocyte is amodel systemwhereMPF is activated atmeiosis I independently

of protein synthesis. Under the stimulus of 1-methyladenine, the maturation-inducing

hormone, MPF is activated within 10 minutes with no requirement for new protein

synthesis (Kanatani et al., 1969). Hence it is clear that the initiation ofMPF activation is

promoted by the reversion of the balance between the two opposing MPF regulators,

Cdc25 and Myt1, without the need of new formed Cdc2–cyclin B complexes. The

mechanisms involved in this regulation have been quite well clarified. Binding of

1-methyladenine to its putative surface receptor releases Gbg that activates PI3K and,

in turn, PDK (Jaffe et al., 1993; Hiraoka et al., 2004; Sadler and Ruderman, 1998).

Finally, the kinase Akt is phosphorylated and activated in a PDK-dependent manner

(Hiraoka et al., 2004; Okumura et al., 2002). Akt functions as the trigger kinase, able to

activate MPF for meiotic resumption. It phosphorylates both Myt1 and Cdc25,

inactivating the first one and activating the second one (Kishimoto, 2003; Okumura

et al., 2002). Akt therefore switches the balance of both regulator activities, causing the

initial activation of Cdc2–cyclin B (Figure 9.3).

As in starfish, Cdc2–cyclin B activation at meiotic resumption of the mouse oocyte

does not require new protein synthesis. The mouse prophase oocyte contains a pool of

inactive Cdc2–cyclin B complexes, that is, a pre-MPF stock. However, MPF activation

duringmouse oocyte meiosis I relies on an original two-step mechanism that resembles

neither the starfish nor the Xenopus models. In a first phase, pre-MPF molecules are

dephosphorylated and activated by Cdc25, rapidly leading to GVBD and chromatin

condensation without requirement for the synthesis of cyclin B or any other protein

(Ledan et al., 2001; Polanski et al., 1998). However, theMPFactivity level generated by

pre-MPF dephosphorylation is not sufficient to establish conditions of a full M phase,

especially the formation of a functional meiosis I microtubular spindle. This first period

is followed by the massive synthesis of cyclin B which gradually increases the level of

active MPF (Winston, 1997; Hampl and Eppig, 1995; Hoffmann et al., 2006). This

second phase, which depends on cyclin B synthesis, produces the high MPF activity

levels required to organize the first meiotic spindle. So, the first meiotic M phase of the

mouse oocyte results from a biphasic activation of MPF: the initial phase relying on
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Cdc25 and pre-MPF activation independently of protein synthesis, and correlated with

GVBD and chromatin condensation; the second one depending on cyclin B translation

and allowing the formation of the first meiotic spindle (Figure 9.2). The molecular

pathway inducing Cdc25 activation in a translation-independent manner is not yet

elucidated in the mouse oocyte, but does not rely on the PI3K/PDK/Akt cascade

operating in starfish oocytes. Interestingly, although it is widely accepted that the Cdc25

activity acting to dephosphorylate Cdc2 during oocyte meiotic maturation corresponds

to the Cdc25C member of the Cdc25 family, knockout experiments have revealed that

Cdc25B is necessary and sufficient for meiotic resumption in mouse oocytes, even

though Cdc25A and Cdc25C are present (Lincoln et al., 2002), and that Cdc25C is

clearly dispensable (Chen et al., 2001).

9.4.2 The Xenopus paradigm: oocytes with pre-MPF, and need of protein
synthesis to activate MPF

Let’s consider now the case of Xenopus oocytes that contain a stock of pre-MPF but

nevertheless do require newly synthesized proteins to generate the triggering activity

leading to MPF activation. Three good candidates have been proposed to help account

for the protein synthesis requirement during oocyte maturation.

The first one is the product of the c-mos proto-oncogene. Mos is a Ser/Thr protein

kinase that is specifically expressed and functions duringmeioticmaturation of oocytes.

Figure 9.3 Starfish oocyte model. Binding of 1-methyladenine (1-MeAde) to its receptor releases
Gbg that activates PI3K and, in turn, PDK. Then PDK activates Akt/PKB that suppresses Myt1 activity
and activates Cdc25. Thefirstmolecules of activeMPF originate from the pre-MPF stockpile and initiate
the autoamplification mechanism. cycB ¼ cyclin B. A full colour version of this figure appears in the
colour plate section.
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Oocytes arrested at prophase I lack detectable levels of Mos, which is synthesized from

a pool of maternal mRNAs at the time of MPF activation (Sagata et al., 1988). Mos

activates aMAPkinase kinase,MEK,which in turn activatesMAPK, resulting finally in

the activation of the ribosomal S6 kinase, p90Rsk (Posada et al., 1993; Nebreda and

Hunt, 1993; Hsiao et al., 1994; Shibuya and Ruderman, 1993). Mos and its constitu-

tively active downstream targets – MEK, MAPK, p90rsk – are able to induce meiotic

maturation in the absence of progesterone when microinjected into prophase oocyte

(Sagata et al., 1989; Gross, Lewellyn and Maller, 2001; Huang, Kessler and Erikson,

1995; Haccard et al., 1995). MAPK is the mandatory link between Mos and Cdc2

activation, as injected Mos is not able to promote MPF activation in the presence of the

MEK inhibitor, U0126, that prevents MAPK phosphorylation and activation (Gross

et al., 2000). Moreover, the destruction of Mos mRNA by antisense oligodeoxynucleo-

tides was shown to prevent progesterone-induced meiotic maturation (Sagata

et al., 1988). Mos was thus proposed to be a prime candidate to control the entry into

meiosis in amphibians. It was then shown that p90Rsk phosphorylates the regulatory

domain ofMyt1, downregulatesMyt1 kinase activity on Cdc2–cyclin B complexes and

associates with Myt1 in mature oocytes (Palmer, Gavin and Nebreda, 1998). In 2002,

another link betweenMos andMPFwas revealed inXenopus oocyte.Moswas shown to

bindMyt1 to trigger its phosphorylation in vivo, even in the absence ofMAPKactivation

(Peter et al., 2002). Altogether, these results led to a simple scenario:Mos is synthesized

in response to progesterone and leads to p90Rsk activation. The interaction betweenMos

andMyt1 would facilitateMyt1 inactivation by direct phosphorylation and by allowing

the complete phosphorylation of Myt1 by other kinases, such as p90Rsk. Inactivation

of Myt1 would allow the formation of the first molecules of active dephosphorylated

Cdc2 that can initiate the positive feedback loop. However, the biological relevance of

this pathway was then strongly questioned. First, Mos synthesis is not sufficient for the

MPF activation process. Indeed, in the absence of protein synthesis, injected Mos

cannot induce MPF activation (Nebreda and Hunt, 1993; Yew, Mellini and Vande

Woude, 1992; Daar, Yew and Vande Woude, 1993). Second, MAPK is dispensable for

MPF activation because the MEK inhibitor U0126 does not block oocyte maturation

induced by progesterone (Gross et al., 2000; Dupre et al., 2002). How to explain that

Mos is required for MPF activation through MAPK recruitment, while the only Mos

downstream target, MAPK, is dispensable for the same process? Third, inhibition of

Mos synthesis by morpholino antisense oligonucleotides fails to block progesterone-

stimulated GVBD (Dupre et al., 2002; Baert et al., 2003), in contrast with the reported

effects of the destruction of Mos mRNA by conventional antisense oligonucleotides

(Sagata et al., 1988). Fourth, Mos protein accumulation and MAPK activation are not

detectable in progesterone-stimulated oocytes where MPF activation is impaired by a

direct Cdc2 inhibitor, showing that theMos/MAPK/p90Rsk pathway is under the control

of MPF (Frank-Vaillant et al., 1999). Fifth, it is questionable that the unique inhibition

of Myt1 activity would be sufficient to drive MPF activation. The prophase-blocked

oocyte contains a stock of pre-MPF where Cdc2 is already phosphorylated on Tyr15,

cyclin B synthesis is almost inactive, so no new complexes are formed, and the Cdc25

phosphatase is inactive. Therefore, since the Myt1 substrate, Cdc2, is already stably

phosphorylated, the inhibition of Myt1 should not modify its phosphorylation level,

unless Cdc25 is activated. All these data, in conjunction with the observation that in
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mouse, starfish, and goldfish, neitherMos synthesis nor the downstreamMAPKactivity

are required for Cdc2 activation or progression through the first meiosis (Tachibana

et al., 2000; Colledge et al., 1994; Hashimoto et al., 1994; Kajiura-Kobayashi

et al., 2000), led to the conclusion that theMos/MAPK/p90Rsk pathway is not necessary

forMPF activation inXenopus oocytes. However, one has to keep inmind that, although

not necessary for GVBD, Mos remains a powerful inducer of meiotic maturation when

microinjected.

The second conspicuous protein whose synthesis would account forMPF initiation is

an activating partner of Cdc2. Based on a study showing that a mutant of Cdc2, able to

bind cyclins but lacking kinase activity, blocks MPF activation, it has been proposed

that newly synthesized Cdc2-binding activator could trigger the activation of MPF

(Nebreda, Gannon and Hunt, 1995). The newly synthesized Cdc2 partner would bind

and activate Cdc2, generating a small pool of active MPF able to bring about Cdc25

activation and inactivation of Myt1. There are only a limited number of known

regulatory subunits of Cdc2 in the frog oocyte as candidates for this role, namely

cyclins B, cyclins A and Ringo/Speedy. Cyclin A synthesis is unlikely to be responsible

for triggering MPF activation, as the levels of the protein are very low at the time of

GVBD and it was shown by antisense injection that cyclin A is not required for oocyte

maturation (Kobayashi et al., 1991; Minshull et al., 1991). B-type cyclins are newly

synthesized in response to progesterone and independently ofMPF activity (Kobayashi

et al., 1991; Frank-Vaillant et al., 1999), and are able to induce entry intomeiosis even in

the absence of protein synthesis (Roy et al., 1991; Huchon et al., 1993). However, it was

shown by an antisense strategy that synthesis of all B-type cyclins expressed in the

Xenopus oocyte (B1, B2, B4 and B5) is indeed not required for the activation of MPF

(Hochegger et al., 2001; Haccard and Jessus, 2006).

Besides cyclins, another Cdc2-binding protein named Ringo/Speedy has been

identified. This protein accumulates in response to progesterone and its injection

promotes GVBD and MPF activation in Xenopus oocytes (Lenormand et al., 1999;

Ferby et al., 1999). Moreover, the Cdc2–Ringo complexes are less susceptible to

regulation byMyt1 andCAK, and could be active under conditions where cyclin-bound

Cdc2 is inhibited (Karaiskou et al., 2001). Recently, it has been proposed that Myt1

would be downregulated by Cdc2–Ringo and not by Cdc2–cyclin (Ruiz, Hunt and

Nebreda, 2008). Ringo is therefore a good candidate to help account for the generation

of a small pool of active Cdc2 kinase able to fire the autoamplification loop. However,

if its translation seems sufficient for entry into meiosis I, it appears unlikely to be

required, since ablation of its mRNA by antisense injection delays GVBD but does not

suppress MPF activation (Haccard and Jessus, 2006; Lenormand et al., 1999).

Recent data contributed to unravelling the question of the identification of the newly

synthesized proteins required for Cdc2 activation in Xenopus oocytes. The experiments

consisted of inhibiting the Mos/MAPK cascade, cyclin B and Ringo/Speedy synthesis

either separately or concomitantly, and monitoring the effects on meiotic maturation.

Remarkably, it was observed that Cdc2 activation induced by progesterone was

completely abolished when cyclin B synthesis and the Mos/MAPK pathway were

simultaneously impaired (Haccard and Jessus, 2006). In light of these new findings,

Cdc2 activation can result from either of the pathways triggered, cyclin B or Mos.

According to this model, either pathway is sufficient to trigger Cdc2 activation if
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the other fails. Under physiological conditions, the initial starter able to fire the

autoamplification loop would be the synthesis of cyclin B, and the Mos/MAPK/p90Rsk

pathwaywould not be recruited or would exert an ancillary function. Cyclin B synthesis

would lead to newly formed active Cdc2–cyclin B complexes (Figure 9.4). How these

new complexes are prevented from inactivation by immediate phosphorylation byMyt1

is an important question. Progesterone treatment could downregulate Myt1 activity in

parallel to the stimulation of cyclin B synthesis. Alternatively, inactivation or seques-

tration of Myt1 in the full-grown oocyte would allow Cdc2–cyclin B produced in

response to progesterone to escape inhibitory phosphorylation (see Section 9.6).

If cyclin B synthesis is impaired, the frog oocyte can use the activation of Mos/

MAPK/p90Rsk as a rescue mechanism to lead to MPF activation. Under these condi-

tions, since no new Cdc2–cyclin B complexes are formed, the only way for the Mos

pathway to generate a starter amount of MPF is to activate the pre-existing store of

inactive Cdc2–cyclin B complexes. Activating the Cdc25 phosphatase is likely to be the

key. It is therefore more than probable that the Mos/MAPK/p90Rsk pathway, able to

downregulate Myt1, also positively regulates Cdc25; a hypothesis that has yet to be

explored. The functional redundancy of the distinct pathways, one depending on

cyclin B synthesis and the other one on Mos synthesis, resulting in the formation of

Figure 9.4 Xenopus oocyte model. Binding of progesterone to an unidentified membrane receptor
leads to the synthesis of cyclin B (cycB) that binds and activates Cdc2. The newly formed active
complexes bring about Cdc25 activation and Myt1 suppression. Then, the first molecules of active MPF
that initiate the autoamplification mechanism do not originate from the pre-MPF stockpile but are
formed de novo by synthesizing cyclin B. If cyclin B translation is impaired, the Mos/MAPK/p90Rsk

pathway, that is turned on by Mos synthesis, can lead to MPF activation by inhibiting Myt1. In this
case, the firstmolecules of activeMPF originate from the pre-MPF stockpile. A full colour version of this
figure appears in the colour plate section.
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a trigger for MPF activation, probably ensures the physiological robustness of the

process of MPF activation in the frog oocyte.

9.4.3 Fishes and some amphibians: oocytes without pre-MPF

MPF has been highly purified from eggs of several species of fish, such as the carp

Cyprinus carpio, the catfishClarias batrachus and the perchAnabus testudineus, where

it exhibits the universal molecular structure of a complex of Cdc2 and cyclin B

(Yamashita et al., 1992; Basu et al., 2004; Balamurugan and Haider, 1998). However,

cyclin B is not expressed at the protein level in the prophase-blocked oocytes of many

fish species, such as goldfish, carp, catfish, zebrafish and lamprey, and of several

amphibians, such as the frog Rana japonica, the toad Bufo japonicus and the newt

Cynops pyrrhogaster (Tanaka and Yamashita, 1995; Sakamoto et al., 1998; Ihara

et al., 1998;Kondo et al., 1997).All Cdc2molecules exist as amonomer, and the protein

content of Cdc2 is constant during oocyte maturation. In response to the maturation-

inducing steroid, cyclin B protein is synthesized from its storedmRNAand binds to pre-

existing Cdc2 (Hirai et al., 1992). In fishes, induction of oocyte meiotic maturation

requires the synthesis of proteins and is independent of transcription (Katsu, Yamashita

and Nagahama, 1999). It has been clearly demonstrated that cyclin B is the only protein

whose translation is necessary and sufficient to promote MPF activation in goldfish

oocyte. Injection of cyclin B protein into immature goldfish oocytes promotes GVBD

independently of protein synthesis (Katsu et al., 1993). Conversely, MPF activation is

blocked by injection of oligonucleotide antisense targeted against cyclin B in the oocyte

ofRana japonica (Ihara et al., 1998). Clearly, also, the translation of the Ser/Thr protein

kinase Mos, that had been proposed to play an important role in MPF activation in

Xenopus oocytes, is dispensable for MPF activation in oocytes in which pre-MPF is

absent. In goldfish and Rana japonica, ectopic expression of Mos is unable to initiate

oocyte maturation, whereas inhibition of Mos synthesis and MAPK activation does

not prevent MPF activation induced by the maturation-inducing steroids (Kajiura-

Kobayashi et al., 2000; Yoshida, Mita and Yamashita, 2000).

During goldfish oocyte maturation, Cdc2 becomes phosphorylated on Thr161 by

CAK upon cyclin binding, but the new complexes are not phosphorylated on Tyr15 or

Thr14 of Cdc2 (Kondo et al., 1997; Yamashita et al., 1995). Consequently, Cdc2 is

activated solely by cyclin binding and Thr161 phosphorylation, and escapes the

critical regulation exerted by the Wee1/Myt1 and Cdc25 enzymes (Figure 9.5). Since

CAK is active throughout the process of zebrafish oocyte meiotic maturation (Kondo

et al., 1997), the translational control of cyclin B appears to be the key event in MPF

activation in the fish oocyte. The translational activation of cyclin B mRNA involves

microfilament-dependent change in the mRNA distribution, from an aggregated

form to a dispersed form (Kondo, Kotani and Yamashita, 2001), and the polyade-

nylation of the mRNA (Katsu, Yamashita and Nagahama, 1999; Katsu, Yamashita

and Nagahama, 1997).

However, the absence of pre-MPF in prophase-arrested oocytes is not universal

among fishes and amphibians. Cyclin B is present in immature oocytes of the freshwater
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perch (Basu et al., 2004), the rainbow trout (Qiu et al., 2008), the urodele axolotl

(Pelczar et al., 2007; Vaur et al., 2004) and at least two Xenopus species: laevis

(Kobayashi et al., 1991) and tropicalis (Stanford et al., 2003; Bodart et al., 2002).

Therefore, themolecularmechanisms ofMPF activation are different depending on fish

and amphibian species, some of themdevoid of pre-MPF and relying on the synthesis of

cyclin B, while others require the synthesis of new proteins to activate the stockpiled

pre-MPF. This could reflect a difference in the stage at which the prophase full-grown

oocytes are arrested in these different species. Oocytes that have the germinal vesicle

located deeply in the cytoplasm andmigrating toward the animal pole in response to the

steroid inducer, such as goldfish, could be arrested at a stage more distal to GVBD than

oocytes where the germinal vesicle is near the animal pole, as in Xenopus (Yamashita

et al., 1995; Vaur et al., 2004). The extreme models, the goldfish oocyte without pre-

MPF and the Xenopus oocyte with its high amount of pre-MPF, would be separated by

intermediate categories, represented by oocytes of axolotl, perch and rainbow trout,

characterized by low levels of pre-MPF. MPF activation in the oocytes of these

intermediate categories could require both dephosphorylation of Tyr15 of Cdc2 con-

tained in the pre-MPF complexes, and cyclin B synthesis to elevate the MPF content.

Then, the translational control of cyclin B is a crucial step in MPF activation, either to

form, with Cdc2, a starter that fires the conversion of pre-MPF intoMPF (Figure 9.4), or

to form de novo MPF complexes in oocytes in which pre-MPF is absent (Figure 9.5).

Figure 9.5 Fish oocytemodel. Binding of steroids to an unidentifiedmembrane receptor leads to the
synthesis of cyclin B (cycB). Cdc2 is activated solely by cyclin binding, and escapes the regulation by
Myt1 and Cdc25. Pre-MPF molecules are absent. MPF activity results from the accumulation of the
newly formed complexes between synthesized cyclin B and pre-existing monomeric Cdc2, and
consequently does not involve the autoamplification process. A full colour version of this figure
appears in the colour plate section.
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9.5 MPF activation, act II: inside the loop

The positive feedback loop of MPF activation allows a small pool of newly formed

active MPF to bring about the conversion of the inactive pre-MPF stock into MPF

independently of protein synthesis. This process therefore relies on the existence of a

significant store of pre-MPF in the prophase-blocked oocyte, able to amplify MPF

activation and to sharpen the transition to meiotic M phase. A high pre-MPF concen-

tration implies an efficient positive feedback loop and then a short lag between the

formation of a trigger threshold level and the full activation ofMPF.Consequently,MPF

activation in prophase-arrested oocytes that do not contain a pre-MPF stockpile (some

fishes and amphibians) does not involve any autoamplification mechanism. In these

cases, MPF activation is a slow process depending mainly on cyclin B synthesis

(Figure 9.2, type 3). It relies on a mechanism inhibiting tyrosine phosphorylation of

Cdc2 molecules that associate with newly synthesized cyclin B molecules. Such a

mechanism could be supported by active Cdc2 itself in a positive feedback control, but

does not correspond to the all-or-nothing nature of MPF activation which is character-

istic of the autoamplification concept.

Themain features ofMPFautoamplification have been established using theXenopus

oocyte, which is equipped with a high pre-MPF endowment. They rely on the ability of

an active Cdc2 threshold level to strongly accelerate the conversion of the tyrosine-

phosphorylated Cdc2 molecules of the pre-MPF stockpile into tyrosine-dephosphory-

lated active Cdc2 kinase. Cdc25 and Myt1 are clearly the major determinants of the

positive feedback loop controlling MPF activation. What are the regulatory pathways

that connect Cdc2 to its own regulators, Myt1 and Cdc25?

9.5.1 The Cdc25 side

Cdc2

Cdc25 is regulated by several complex pathways. As the oocyte enters the first meiotic

M phase, Cdc25 undergoes an elevation in phosphatase activity that depends on an

extensive phosphorylation on serine and threonine residues located in the N-terminal

region of the protein (Izumi, Walker and Maller, 1992; Kumagai and Dunphy, 1992).

Several of these residues are included in serine/threonine–proline sequences that

are a feature of the consensus site for mitotically active kinases such as Cdc2 (Nigg,

1991). Indeed, several lines of evidence point out a direct control of Cdc25 by Cdc2.

Cdc25 has high affinity for the Cdc2–cyclin B complex and in vivo forms a transient

protein complex with MPF (Jessus and Beach, 1992). Interestingly, cyclin B contains

a small region, known as P-box, that displays slight sequence similarity to certain

phosphotyrosyl phosphatases and has been postulated to contribute in trans to the

overall phosphatase activity of Cdc25 that lacks this region (Galaktionov and

Beach, 1991; Zheng and Ruderman, 1993). P-box is required for a productive

interaction between Cdc2–cyclin B and Cdc25, and Cdc25 activation (Zheng and

Ruderman, 1993). Clearly, Cdc2–cyclin B activates and phosphorylates Cdc25 on

several residues whose elimination decreases its activity (Izumi and Maller, 1993),
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thereby creating a feedback activation loop that contributes to the rapid initiation of

M phase.

Plx1

Several results also suggested the existence of a Cdc25 triggering kinase distinct from

Cdc2 (Kumagai and Dunphy, 1992; Izumi and Maller, 1993). In 1996, the Xenopus

homologue of theDrosophila polo kinase, Plx1,was identified as the first kinase distinct

from Cdc2 that phosphorylates Cdc25 and increases its phosphatase activity (Kumagai

and Dunphy, 1996). To better understand the interactions between these players in

the MPF autocatalytic activation, cell-free systems derived either from prophase or

metaphase II-arrested Xenopus oocytes were developed. These approaches have led to

the proposal of a two-stepmodel for Cdc25 activation (Figure 9.6). During the first step,

Cdc25 is partially phosphorylated byCdc2 and acquires a basal catalytic activity. Plx1 is

activated under the control of Cdc2, by a kinase called Plkk1 only identified in Xenopus

(Erikson et al., 2004). The full phosphorylation and activation of Cdc25 is achieved

by Plx1 during a second step (Karaiskou et al., 1999; Karaiskou et al., 1998; Abrieu

et al., 1998).

PP2A

The identity of the protein phosphatases that catalyze the dephosphorylation of the

activatory sites of Cdc25 and inactivate its phosphatase activity is still uncertain.

Remarkably, injection of okadaic acid, a specific inhibitor of the Ser/Thr phosphatases

PP1 and PP2A, in Xenopus oocytes induces MPF activation and GVBD independently

of protein synthesis (Rime et al., 1990; Goris et al., 1989). In cell-free systems derived

from oocytes or eggs, okadaic acid triggers MPF activation at concentrations not

sufficient to inhibit PP1 (Karaiskou et al., 1998; Felix, Cohen and Karsenti, 1990).

Interestingly, a specific PP1 inhibitor has been reported to inhibit meiotic maturation

(Huchon,Ozon andDemaille, 1981), indicating that the two phosphatasesmight control

MPF activation in an opposite manner, negatively for PP2A and positively for PP1.

Although Cdc25 can be dephosphorylated in vitro by either PP2A or PP1 phosphatases

(Izumi, Walker and Maller, 1992), several findings strongly suggest that PP2A

corresponds to the phosphatase that negatively controls the hyperphosphorylation

required for Cdc25 activation. By using microcystin beads that allow the generation

of Xenopus oocyte extracts depleted in PP2A and retaining PP1, it has been shown that

PP2A depletion is sufficient to lead to Cdc2 activation, whereas the activity level of PP1

does not affect Cdc2 kinase activation promoted by PP2A removal (Maton et al., 2005).

In conclusion, it appears that PP2A could be the phosphatase responsible for the

dephosphorylation of the Cdc25 activatory residues. More precisely, it would counter-

act Plx1 kinase activity that operates during the second step of the autoamplification

process (Figure 9.6). A pending question is to understand how PP2A activity could be

downregulated during this process.
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Greatwall

Anewplayer in the autoamplification loop has been recently discovered. TheGreatwall

gene initially described in Drosophila encodes an evolutionarily conserved protein

kinase. Mutations in the Drosophila Greatwall gene cause improper chromosome

condensation and delay cell cycle progression in larval neuroblasts. Cells take much

longer to transit the period of chromosome condensation from late G2 through nuclear

envelope breakdown (Yu et al., 2004). These observations prompted the authors of this

work to suggest that Greatwall helps activate cell cycle regulators that prepare

interphase cells to enter mitosis, the Cdc2–cyclin B complex being the best candidate.

To investigate Greatwall’s mitotic function, they examined the behaviour of Greatwall

in Xenopus egg extracts and during oocyte meiotic maturation. Their results strongly

suggest that Greatwall is activated under the control of MPF and participates in the

Figure 9.6 MPF autoamplification model. The autoamplification mechanism relies on the ability of
active Cdc2–cyclin B complexes to activate their activator Cdc25, and inactivate their inactivator
Myt1. Cdc2 partially phosphorylates Cdc25, enhancing the activity level of Cdc25, and Cdc25
dephosphorylation by PP1. Pin1 and Suc1 could regulate the interaction of Cdc2 with Cdc25 through
conformational changes. Plx1 andGreatwall (Gwl) are activated under the control of Cdc2. Thefirst one
directly phosphorylates Cdc25 and counteracts the inhibitory effects of PP2A, whose activity
is downregulated by Gwl. On the other side, Cdc2 plays a central role in inhibiting Myt1 both directly
and through the activation of the Mos/MAPK/p90Rsk pathway. Whether the Mos/MAPK/p90Rsk

pathway and Plx1 contribute respectively to Cdc25 upregulation and Myt1 downregulation is still
a matter of debate. Red circle on Cdc25¼ Ser287 inhibitory phosphate targeted by PP1; green circles
on Cdc25¼ activatory phosphates targeted by Cdc2, Plx1 and PP2A; cycB¼ cyclin B. A full colour
version of this figure appears in the colour plate section.
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autoactivation loop that generates and maintains high levels of MPF activity by

contributing to the activation of the Cdc25 phosphatase (Yu et al., 2006). Interestingly,

Greatwall can induce phosphorylations of Cdc25 in the absence of the activity of Cdc2

and Plx1. The effects of activeGreatwallmimic, inmany respects, those associatedwith

addition of the phosphatase inhibitor, okadaic acid. These findings therefore support a

model inwhichGreatwall negatively regulates the crucial phosphatase, amember of the

PP2A family, that inhibits Cdc25 activation and M phase induction (Zhao et al., 2008)

(Figure 9.6). Besides this regulation of MPF activity, downregulation of PP2A by

Greatwall would also contribute to the maintenance of the M phase state by preventing

the dephosphorylation of the numerous mitotic Cdc2 substrates.

Pin1 and p9

Pin1 is a small and abundant protein that contains two domains: an N-terminal WW

domain, which specifically binds the phosphorylated sequence P-Ser-Pro or P-Thr-Pro;

and a C-terminal peptidyl-prolyl isomerisation domain able to interconvert the cis and

trans isomeric forms of peptidyl-proline bonds (Lu, Hanes and Hunter, 1996; Lu

et al., 1999). Pin1 binds to the phosphorylated active formofXenopusCdc25 through its

WW domain, and isomerizes the protein, indicating that Pin1 binding follows Cdc25

phosphorylation by Cdc2 and Plx1, and operates during the autoamplification process.

Pin1 has been reported to either inhibit (Shen et al., 1998) or induce a modest increase

(Stukenberg and Kirschner, 2001) or to not affect (Crenshaw et al., 1998) Cdc25

phosphatase activity. To summarize, three consequences for Cdc25 of the Pin1-

catalysed isomerisation can be envisaged. Firstly, Pin1 could induce large changes in

the structural conformation of Cdc25, modulating its catalytic activity (Stukenberg and

Kirschner, 2001). Second, it could regulate the dephosphorylation of the activatory sites

of Cdc25 by PP2A, which recognizes P-Ser-Pro and P-Thr-Pro specifically in the trans

conformation (Zhou et al., 2000). Third, Pin1 could antagonize the stimulatory effect of

the Suc1/Cks protein, p9, on the phosphorylation of the main regulators of Cdc2.

Xenopus p9 is a small protein homologue of the Suc1/Cks yeast proteins that interacts

with Cdc2 and is required for entry into mitosis. Mice lacking Cks2, one of two

mammalian homologues of Suc1/Cks, are sterile in both sexes, due to failure of both

male and female germ cells to progress past the first meiotic metaphase (Spruck

et al., 2003). These data suggest that, in mouse oocyte, Cks2 is not necessary for MPF

activation but plays a critical role for homologous chromosome segregation at meiotic

anaphase. The role of the other mammalian member of the family, Cks1, during oocyte

meiosis has not been investigated yet. In Xenopus oocytes, p9 is required for the

dephosphorylation of Cdc2 by Cdc25 (Patra and Dunphy, 1996), and conversely

stimulates the ability of the Cdc2–cyclin B complex to phosphorylate Cdc25 (Patra

et al., 1999). It plays an indispensable role during the second step of the autocatalytic

activation of MPF, by allowing the interaction between Cdc2 and the hyperpho-

sphorylated form of Cdc25 (Karaiskou et al., 1999). At a molecular level, Cdc2–cyclin

B would stimulate the phosphorylation of Cdc25 through binding of its Suc1/Cks

module to the phosphoepitope of the substrate. This process would be antagonized by

theWW domain of Pin1, caused by competitive binding of both protein modules to the
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same phosphoepitope (Landrieu et al., 2001). Nevertheless, further studies will be

required to conclusively resolve the physiological role of Pin1 and p9; these regulators

raising the question of the prevalence of conformational catalysis in MPF activation.

MAP kinases

As discussed previously, the activation of the Mos/MAPK/p90Rsk pathway is under

the control of MPF. However, Mos is a powerful inducer of meiotic maturation

when microinjected, and has the ability to contribute to MPF activation through

the inhibition of the protein kinase Myt1 (Palmer, Gavin and Nebreda, 1998;

Peter et al., 2002). Besides the Myt1 control, it is tempting to speculate that the

Mos/MAPK/p90Rsk pathway contributes to Cdc25 activation, since microinjected

Mos is able to lead to tyrosine dephosphorylation of Cdc2 contained in the pre-

existing stockpile of pre-MPF; an event relying on Cdc25 activity (Haccard and

Jessus, 2006). Another MAP kinase family member, the p38g/SAPK3 kinase,

contributes to Cdc25 activation through the phosphorylation of the Ser205 residue

of Cdc25 during Xenopus oocyte meiotic maturation (Perdiguero et al., 2003).

Hence these members of the MAP kinase family most probably participate in the

loop between Cdc2 and Cdc25 (Figure 9.6).

PP1

Besides activatory phosphorylation sites, Cdc25 is also negatively controlled by

phosphorylation on Ser287 (Xenopus numbering; Ser216 in humans). In somatic cells,

Ser287 phosphorylation mediates the checkpoint suppression of Cdc25 that prevents

mitosis in the presence of incompletely replicated or damaged DNA (Kumagai

et al., 1998a; Sanchez et al., 1997). Ser287 phosphorylation is required for docking

of the small acidic protein, 14-3-3, but the extent to which Cdc25 regulation by Ser287

phosphorylation strictly depends on 14-3-3 binding is not entirely clear (Sanchez

et al., 1997; Kumagai, Yakowec and Dunphy, 1998b). In somatic cells, Ser287 can be

phosphorylated by several kinases, including both checkpoint kinases, Chk1 and

Chk2/Cds1; Ca2þ /calmodulin-activated protein kinase CaMKII; and c-TAK1 kinase

(Sanchez et al., 1997; Matsuoka, Huang and Elledge, 1998; Peng et al., 1998; Peng

et al., 1997; Hutchins, Dikovskaya and Clarke, 2003). In Xenopus prophase-arrested

oocytes, Cdc25 is bound to 14-3-3 proteins and phosphorylated on Ser287 (Kumagai,

Yakowec and Dunphy, 1998b; Yang et al., 1999; Duckworth, Weaver and Ruderman,

2002). It is probable that this phosphorylation contributes to the downregulation of the

Cdc25 phosphatase activity during the long-lasting period of the meiotic prophase

arrest, independently of the DNA-responsive checkpoint. Different mechanisms of

Cdc25 inhibition by 14-3-3 binding have been proposed, either related to the exclusion

of Cdc25 from the germinal vesicle (Yang et al., 1999; Oe et al., 2001), a conflicting

point that will be discussed further (see Section 9.6, below), or to the protection of

Cdc25 from premature Ser287 dephosphorylation (Margolis et al., 2003). Several

kinases have been proposed to contribute to Ser287 phosphorylation of Cdc25 in the

Xenopus oocyte, including Chk1, Chk2/Cds1 and PKA (Duckworth, Weaver and
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Ruderman, 2002; Nakajo et al., 1999; Gotoh et al., 2001). Both the 14-3-3 binding and

Ser287 phosphorylation of Cdc25 are abrogated at the time of MPF activation (Yang

et al., 1999; Duckworth, Weaver and Ruderman, 2002) and should contribute to Cdc25

activation. Upon entry into M phase, 14-3-3 removal from Cdc25 precedes Ser287

dephosphorylation, suggesting the existence of a phosphatase-independent pathway for

14-3-3 removal from Cdc25, which allows the unmasking of the phosphoserine and

the subsequent access of the Ser287-specific phosphatase. PP1 is the primary Ser287-

directed phosphatase in the oocyte, thereby derepressing Cdc25 at the time of MPF

activation (Margolis et al., 2003), explaining the finding that injection of Xenopus

oocytes with the PP1 inhibitor-1 impedes Cdc2 activation and oocyte maturation

(Huchon, Ozon and Demaille, 1981). Interestingly, Ser287 dephosphorylation by PP1

is indirectly dependent on Cdc2 activity. Indeed, the neighbouring Ser285 residue of

Xenopus Cdc25 is phosphorylated by Cdc2–cyclin B, and this phosphorylation

markedly enhances PP1-mediated Ser287 dephosphorylation by promoting the in-

creased binding of Cdc25 to PP1 (Margolis et al., 2006; Bulavin et al., 2003a, 2003b)

(Figure 9.6). These data illustrate the cooperation existing between the dual pathways

leading to Cdc25 dephosphorylation on Ser287 and Cdc25 phosphorylation on acti-

vatory sites, and highlight Cdc2 as the master regulator coordinating all of these events.

Cdc2 and Cdc25 are therefore connected by multiple links inside the autoamplifica-

tion feedback loop; mainly: (i) Direct phosphorylation of Cdc25 by Cdc2 on multiple

sites, some of them increasing the catalytic activity of the phosphatase, one (Ser285)

enabling the efficient reversal of Cdc25 suppression mediated by Ser287 phosphoryla-

tion; (ii) Phosphorylation of Cdc25 by the Cdc2-activated kinase Plx1 on additional

sites; and (iii) Protection of these last phosphorylated sites from PP2A by Greatwall

activation (Figure 9.6).

9.5.2 The Myt1 side

As with Cdc25, its opposing enzyme, the Myt1 kinase, is controlled by its own

phosphorylation status. Depending on the organism and its stage of development,

multiple kinases were shown to phosphorylate Myt1 and could contribute to its

downregulation. Indeed, kinases as diverse as Plx1, Mos, p90Rsk or Cdc2–cyclin B

have been reported as possibleMyt1 regulators, and represent kinase candidates to play

a role in the MPF amplification loop operating in the oocyte. Additionally, Xenopus

Myt1-catalyzed autophosphorylation of residue Ser66 has been proposed to be a

prerequisite for the further phosphorylation and inactivation of Myt1 during meiotic

maturation, adding another layer of complexity to the phosphorylation-dependent

mechanism of Myt1 regulation (Kristjansdottir et al., 2006).

The current accepted ‘working hypothesis’ is that Myt1 is phosphorylated and

inhibited at the onset of meiotic reinitiation by members of the MAPK pathway,

Mos and p90Rsk (Palmer, Gavin and Nebreda, 1998; Peter et al., 2002), and by Plx1

after fertilization (Inoue and Sagata, 2005). However, it has been shown that meiotic

reinitiation can be triggered in the absence of the MAPK pathway (Gross et al., 2000;

Dupre et al., 2002; Fisher et al., 1999). Under these conditions, Myt1 undergoes a full

phosphorylation shift and Cdc2 is totally dephosphorylated on tyrosine, indicating that
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the Mos/MAPK pathway is not necessary for Myt1 inactivation or is not the exclusive

Myt1 regulator. Therefore, a kinase or a set of kinases, not belonging to the MAPK

pathway, can account for full Myt1 phosphorylation in the oocyte. This alternative

pathway could act in parallel with the MAPK pathway under physiological conditions,

or could be a ‘rescue’ pathway recruited by the oocyte in case of failure of the activation

of the MAPK cascade. The most probable candidates as regulators of Myt1 kinase,

besides Mos and p90Rsk, are Cdc2 and Plx1. Indeed, although p90Rsk associates with

Myt1 in a complex excluding Plx1 during meiosis (Inoue and Sagata, 2005), this does

not definitively rule out Plx1 from the role of a possible Myt1 regulator before

fertilization. It is also established that human and Xenopus Myt1 can be directly

phosphorylated by Cdc2 (Inoue and Sagata, 2005; Nakajima et al., 2003). In parallel

with Cdc25 regulation, it is tempting to propose that Cdc2 kinase could play a central

role in inhibitingMyt1 and could cooperate either with theMAPKpathway orwith Plx1

(Figure 9.6).

9.6 MPF activation, control by subcellular localization

Besides the fundamental mechanism by which Cdc2–cyclin B is regulated (through the

antagonistic actions of Cdc25 and Myt1), several lines of evidence indicate that

additional mechanisms are also involved, among them subcellular structures and MPF

subcellular localization. In interphase cells, Cdc2–cyclin B accumulates in the cyto-

plasm. In late prophase, the complex moves rapidly into the nucleus, and it has been

proposed that the intranuclear targeting induced by cyclin B phosphorylation would be

required for MPF activation. Alternatively, several reports indicate that Cdc2–cyclin B

is first activated at the centrosomes in the cytoplasm before entering the nucleus

(Dutertre et al., 2004; Jackman et al., 2003). Therefore, two regions appear to be of

particular significance for MPF activation at the onset of mitosis: the nucleus itself, and

the perinuclear area where the centrosomes are located. In the fertilized egg, MPF

activation initiates locally within the animal hemisphere (Perez-Mongiovi, Chang and

Houliston, 1998; Rankin and Kirschner, 1997) and is stimulated by various subcellular

structures including nuclei, centrosomes (provided by the sperm aster) andmicrotubule

asters. However, little is known about the subcellular localization of MPF and its

regulators in oocytes, and the importance of this localization on its activation at

meiosis I. The question of the localization of MPF regulators in the amphibian oocyte

was approached mainly by biochemical fractionation, and led to the conclusion that

neither MPF itself nor its main regulators (Cdc25, Myt1 and Plx1) are differentially

distributed between animal and vegetal regions. However, more subtle localizations of

active subpopulations of these molecules may be involved in the localized initiation of

MPF activation.

9.6.1 Which role for the intranuclear material?

In all species, prophase-arrested oocytes are equipped with a very large nucleus, called

the germinal vesicle. The biological significance of the extraordinarily large volume of
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the oocyte nucleus has raised many questions. Experiments with amphibian enucleated

oocytes proved that the appearance of MPF during maturation is a purely cytoplasmic

event independent of the germinal vesicle. These results, obtained with Rana oocytes

(Masui and Markert, 1971), and later confirmed using Xenopus oocytes (Reynhout and

Smith, 1974; Schorderet-Slatkine and Drury, 1973), were based on cytoplasm transfer

by microinjection. They showed that MPF activity can be recovered in enucleated

oocytes stimulated by progesterone, but did not provide any information about the

quantity and the rate ofMPFproduction in the absence of a nucleus, and the efficiency of

the autoamplification mechanism. This was done later by Fisher and collaborators who

investigated at a molecular level the requirements for germinal vesicle material during

the course of meiotic maturation in Xenopus oocytes (Fisher et al., 1998). They showed

that nuclear material is not required for the initial MPF activation induced by

progesterone, nor for cyclin B degradation occurring at meiosis I, nor for activation

of the newly assembled Cdc2–cyclin B complexes in meiosis II (Fisher et al., 1998).

However, other reports have challenged the general view that nuclear material is

dispensable for themeiotic cell cycle in amphibian oocytes. Iwashita et al. reported that

germinal vesicle material accelerates MPF activation and is essential for MPF reacti-

vation at meiosis II by controlling the Tyr15 phosphorylation level of Cdc2 (Iwashita,

Hayano and Sagata, 1998). In another amphibian species, the axolotl Ambystoma

mexicanum, MPF production in oocytes after hormone treatment occurs later in

enucleated oocytes than in nucleated controls, a delay attributed to the initiation of

MPF activation rather than to MPF amplification (Gautier, 1987). Moreover, Li et al.

showed that phosphorylation of Cyclin B1 in its cytoplasmic retention domain is

required for its biological activity, by promoting the targeting of the Cdc2–cyclin

B complex in the nucleus (Li, Meyer and Donoghue, 1997). This investigation supports

the hypothesis that the control of subcellular localization of cyclins plays a key role in

regulating the biological activity of Cdc2–cyclin B complexes. Then, in addition to its

obvious role in facilitating access of MPF to its nuclear substrates (such as lamins,

histones, condensins and nuclear pore proteins), the role of nuclear translocationmay be

to bring pre-MPF togetherwith activators ofMPFkinase activity. In agreementwith this

view, it has been proposed that in the prophase-arrested oocyte, Cdc25 shuttles in and

out of the nucleus, but that its binding to 14-3-3 protein markedly reduces the nuclear

import rate, allowing nuclear export to predominate. When 14-3-3 binding to Cdc25 is

abolished in response to progesterone stimulation, nuclear export is inhibited and the

coordinate nuclear accumulation of Cdc25 and Cdc2–cyclin B facilitates their mutual

activation, thereby promoting oocyte maturation (Yang et al., 1999). In contrast with

this result, it has been shown that inhibition of Cdc25 function by Ser287 phosphory-

lation, the specific 14-3-3 binding residue, occurs in the cytoplasm of prophase-arrested

oocytes, and that Cdc25 is activated exclusively in the cytoplasm of maturing oocytes

(Oe et al., 2001).

To summarize this conflicting literature, it appears that Cdc2 and its regulators are

mainly localized in the cytoplasm (Izumi,Walker andMaller, 1992; Fisher et al., 1998),

and it can be clearly concluded that, in amphibian oocytes, the initial MPF activation

triggered by the hormonal signal does not depend on the nucleus.Whether or not nuclear

components contribute to MPF autoamplification and are necessary for cyclin B

degradation and resynthesis during the metaphase I–metaphase II transition is still
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a matter of debate. It has to be noted that the interpretation of experiments with

amphibian enucleated oocytes is complex: the large size and the yolky cytoplasm

severely hamper microscopy techniques; the mechanical damage of the enucleation

process can lead to some protein leak, and enucleated oocytes lack the usual external

‘white spot’ phenotype of Cdc2 kinase activation.

The participation of germinal vesicle material in the production of MPF was also

investigated with oocytes of the starfish Asterina pectinifera (Kishimoto, Hirai and

Kanatani, 1981). Cdc2–cyclin B is present exclusively in the cytoplasm in prophase

oocytes, and accumulates in the nucleus just before GVBD (Ookata et al., 1992; Picard

and Peaucellier, 1998; Terasaki et al., 2003). MPF is produced in enucleated oocytes

treated with 1-methyladenine, showing that, similarly to the amphibian oocytes, the

initial MPF activation does not require nuclear components. However, the amount of

MPF produced is smaller than in the case of intact oocytes with germinal vesicles.

Moreover, MPF injection in enucleated oocytes does not activate endogenous MPF

molecules, suggesting that germinal vesicle material is required for MPF amplification

in starfish oocyte (Kishimoto, Hirai and Kanatani, 1981). Strikingly, nuclear material is

required for specific translation of cyclin B after the first meiotic cell cycle in starfish

oocyte (Galas et al., 1993). It has been proposed that the phosphatase PP1 suppresses

cyclin B translation until breakdown of the nuclear envelope, which delivers to the

cytoplasm a potent translational activator of cyclin B, most likely a PP1 inhibitor

(Lapasset et al., 2005).

Therefore, the oocyte nucleus does not critically regulate the initial activation ofMPF

in amphibian and starfish. Later on during themeiotic maturation process, it is probable

that the nuclear envelope breakdown releases essential nuclear components for the

completion of the second meiotic division.

9.6.2 Which role for the perinuclear area and the centrosome?

In cultured mammalian cells, it seems that the vicinity of the centrosomes is the

decision-making region for entry into M phase (Jackman et al., 2003). Similarly, in the

fertilized Xenopus egg, the nuclear–centrosomal region localized in the animal part

serves to accumulate MPF and/or its regulators to achieve locally a threshold level

that seeds the initial activation of mitosis. After initiation of MPF activation in this

specific region,MPF activity subsequently propagates across the egg (Perez-Mongiovi,

Chang andHouliston, 1998; Rankin andKirschner, 1997; Perez-Mongiovi et al., 2000).

Obviously, the situation is strikingly different during oocyte meiosis as, in probably

all vertebrates, centrioles disappear from the oocyte during early oogenesis, leading to

acentriolar oocytes devoid of centrosomes.However, it is known thatmultiple structures

known as microtubule organizing centres (MTOC) substitute for the centrosomes and

form the spindle poles duringmeiosis of vertebrate oocytes. Inmouse, multiple inactive

cytoplasmic MTOCs are present in the cytoplasm of the oocyte (Maro, Howlett and

Webb, 1985). Xenopus prophase oocytes contain an extensive network of cytoplasmic

microtubules with no evidence of any functional MTOC (Jessus, Huchon and

Ozon, 1986; Huchon and Ozon, 1985; Heidemann et al., 1985). The analysis of the

distribution of g-tubulin reveals that inactiveMTOCs surround the germinal vesicle and
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are also distributed in the cortex as a gradient along the animal–vegetal axis

(Gard, 1994). There is no evidence that these inactive MTOCs contribute in MPF

activation in Xenopus or mouse oocytes. Indeed, attempts to stimulate microtubule

nucleation by microinjection of centrosomes or taxol, or conversely, treatments with

microtubule depolymerizing drugs, such as colchicine or nocodazole, do not affectMPF

activation and nuclear envelope breakdown (Huchon and Ozon, 1985; Heidemann and

Kirschner, 1978; Heidemann and Gallas, 1980; Thibier et al., 1997; Rime, Jessus and

Ozon, 1987). If MTOCs do not significantly contribute to MPF activation, still the

animal hemisphere, and more precisely the perinuclear area, appears important in the

initiation of Cdc2 activation in the frog oocyte.MPF activity propagates through oocyte

cytoplasm from the animal to the vegetal half, as it does during the first embryonic

division in the fertilized egg. If the germinal vesicle is displaced by centrifugation to the

vegetal half and the oocyte is then constricted by thin thread along the equatorial line

and treated by progesterone, there is a significant delay in nuclear envelope breakdown,

in proportion to the tightness of constriction (Masui, 1972). This indicates that the

perinuclear area of the nucleus located in the animal hemisphere plays a role in the

initiation of MPF activation in the amphibian oocyte, independently of the nuclear

content and the presence of centrosomes or MTOCs. This is in agreement with the

observation that cyclin B is concentrated in perinuclear rings in toad oocytes (Sakamoto

et al., 1998), as it is in Drosophila (Raff, Whitfield and Glover, 1990).

In contrast to vertebrates, oocytes of numerous invertebrate species, such as insects,

nematodes and echinoderms, contain centrosomes. In starfish or sea urchin, the fully

grown immature oocyte contains two centrosomes, each of them consisting of two

centrioles, located between the animal pole and the germinal vesicle (Nakashima and

Kato, 2001; Picard et al., 1988; Miyazaki, Kamitsubo and Nemoto, 2000). In starfish

oocyte as in frog, activation of Cdc2–cyclin B starts in the animal hemisphere and

travels the cell to the vegetal half (Picard and Peaucellier, 1998). The first active

complexes enter the nucleus presumably due to phosphorylation of cyclin B, which

affects the balance of cyclin B import and export rates between the nucleus and

cytoplasm. Active Cdc2–cyclin B complexes start to enter into the nucleus from the

animal pole side, where the centrosomes are located, leading to the proposal that

activation of MPF first occurs in the perinuclear area, and more precisely in the region

of the centrosomes, as it is the case in mitotic cells (Ookata et al., 1992; Picard and

Peaucellier, 1998; Terasaki et al., 2003). Centrosomes, MTOC and the perinuclear area

then function as sites of integration for the regulators that trigger MPF activation,

probably by increasing the local concentration of regulatory factors, such as Cdc25,

Plx1 or Greatwall.

9.6.3 Which role for intracellular membranes?

Several reports indicate that inactive Cdc2–cyclin B is not free to diffuse in the oocyte

cytoplasm, but instead is associatedwith intracellular structures and undergoes changes

in associations when it becomes activated. Two types of localization have been

proposed to play an important role in MPF activation during the first meiotic division.

The first one is the localization of cyclin B in aggregates in the cytoplasm of immature
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oocytes of starfish and clam. In clam, fertilization triggers entry into meiotic divisions

and results in the release of cyclin B to disperse in a soluble form, suggesting that

fertilization-triggered unmasking of cyclin B drives cells into meiosis I (Westendorf,

Swenson and Ruderman, 1989). In starfish, cyclin B is similarly present in aggregates

in the cytoplasm of immature oocytes, and the aggregates disperse at the time of

MPF activation, beginning from the region containing the centrosomes (Terasaki

et al., 2003). This led to a scenario based on a relatively simple mathematical

formulation (Slepchenko and Terasaki, 2003). In the prophase-arrested oocyte, only

inactive pre-MPF can be caged into aggregates, and the aggregates are in equilibrium

with inactive molecules of pre-MPF in solution. During maturation, the hormone

triggers inactivation of Myt1, leading to the depletion of the soluble inactive Cdc2–

cyclin B complexes that drop below saturation level. Therefore, the aggregates would

dissolve, thus increasing the total amount of MPF in the cytoplasm (Slepchenko and

Terasaki, 2003). This model provides a robust bio-switch in agreement with the MPF

positive feedback loop, thought to result in all-or-none activation that does not flicker on

and off once it is turned on. The next issues that should be addressed experimentally

concern the molecular content of the aggregates, the mechanisms that promote

aggregation of inactive Cdc2–cyclin B and prevent aggregation of active MPF, and

the existence of such spatial bistate equilibrium in oocytes of other species.

A second line of evidence has demonstrated that membranes are important for MPF

activation in oocytes, even in cytoplasmic extracts. The negative regulator of Cdc2

kinase activation, the Myt1 kinase, possesses a putative membrane-targeting domain

corresponding to a stretch of hydrophobic and uncharged amino acids located outside

the catalytic domain, and is associated with membranes in oocytes as well as in

mammalian cultured cell lines (Mueller et al., 1995; Liu et al., 1997; Nakajima

et al., 2008). Therefore, during the long-lasting period of prophase I arrest that supports

the accumulation of pre-MPF in the growing oocyte, Cdc2–cyclin B molecules are

formed by association between newly synthesized cyclin B and Cdc2, and have to be

inactivated by constantly interacting with the membrane compartment where Myt1 is

anchored. In contrast, progesterone treatment of the full-grown oocyte leads to the

formation of new complexes that are prevented fromMyt1 inactivation and fire theMPF

autoamplification loop. The mechanism underlying this regulation is unknown. Pro-

gesterone could downregulate Myt1 catalytic activity and/or prevent any interaction

between Myt1 and the new complexes by regulating the cellular localization of both

of them. All these observations highlight the pivotal role that should be played by

intracellular membranes and membrane traffic in the oocyte. A number of studies,

showing that the inhibition ofmembrane trafficking in the oocyte provokes activation of

the Cdc2 kinase, are consistent with this hypothesis (De Smedt et al., 1995; Rime

et al., 1998; Mulner-Lorillon et al., 1995). Moreover, among various reports, a binding

inhibitor of Cdc2–cyclin B was found tightly associated with cell membranes in

Xenopus extracts (Lee and Kirschner, 1996), cyclin B was observed in vesicle-like

structures in starfish oocytes (Picard and Peaucellier, 1998), and inactive Cdc2 was

recovered in association with the external layer of membrane vesicles isolated from

Xenopus prophase oocytes (De Smedt, Crozet and Jessus, 1999). More recently,

Beckhelling and collaborators demonstrated that pre-MPF is associated with annulate

lamellae in Xenopus prophase oocytes (Beckhelling et al., 2003). Annulate lamellae,
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most commonly observed in the cytoplasm of oocytes and rapidly dividing somatic

cells, are flattened membrane cisternae arranged in stacks of parallel sheets, thought to

form from excess nuclear membrane components, since they contain a high density of

nuclear pores (Kessel, 1989). They disassemble in parallel with the nuclear envelope at

meiosis (Terasaki, Runft and Hand, 2001). The observation that pre-MPF is associated

with annulate lamellae, and released in a soluble fraction upon activation, uncovers the

unexpected participation of nuclear membranes in activation of MPF. It provides

explanation for the stimulation of MPF activation by nuclei, centrosomes and, more

generally, the perinuclear area. It is also consistent with the insolubility of pre-MPF and

its solubilization upon activation noted by several reports (Picard and Peaucellier, 1998;

Terasaki et al., 2003; Beckhelling et al., 2003; Bailly et al., 1992). Association of

insoluble pre-MPF with a specific membrane compartment would keep it in close

vicinity to its negative membrane-associated regulators, Myt1 and the Cdc2-binding

inhibitor (Lee and Kirschner, 1996), hence maintaining its inactive state during the

prophase arrest. Progesterone would enhance the synthesis of cyclin B and lead to the

accumulation of new active Cdc2–cyclin B complexes in a soluble perinuclear

compartment, away from the inhibitory action of the membrane stacks. These primary

active molecules can then turn on the positive MPF feedback loop according to a bio-

switch based on the dissolution of membrane-bound Cdc2–cyclin B molecules. A

localization study of the various regulators of MPF may further illuminate the basis of

localized MPF regulation in the perinuclear area of the oocyte.

9.7 The growing oocyte: an opportunity to uncover
MPF regulation

Oogenesis depends upon two intricate events: meiosis, which results in the formation of

a haploid genome; and accumulation of molecular factors necessary for early develop-

ment. Oogenesis is initiated when the oogonia enter into the first meiotic prophase.

When the oocyte reaches the diplotene stage, meiosis arrests and, during a long-lasting

period of prophase arrest, the follicle-enclosed oocyte grows and accumulates a variety

of molecules that are required for early embryonic development. In most of the species

studied until now, the prophase-arrested oocyte is unable to activate MPF and re-enter

meiosis until it has acquired its full size (mouse: Sorensen and Wassarman (1976);

rat: Bar-Ami and Tsafriri (1981); pig: Motlik et al. (1984); sheep: Moor and Gandolfi

(1987); cattle: Fuhrer et al. (1989); amphibian: Reynhout et al. (1975); Hanocq-

Quertier, Baltus and Brachet (1976)). In some mammalian species such as goat, the

acquisition of meiotic competence can be correlated with the follicular size rather than

with the oocyte size, and develops progressively, as the oocytes acquire, first, the ability

to break down the nuclear envelope and to condense chromosomes, then to reach

metaphase I, and finally to reachmetaphase II only when follicular growth is completed

(De Smedt, Crozet and Gall, 1994). In Xenopus, steroid treatments are unable to release

the prophase arrest of growing oocytes whose diameter is smaller than 1mm.At the end

of the growing period, the oocyte, still blocked in prophase I, becomes responsive to the

steroids produced by the surrounding follicular cells by activatingMPF. The inability of

smaller oocytes to activateMPF, in response to the physiologicalmeiosis triggerswhich
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function in full-grownoocytes, prevents prematuremeioticmaturation and fertilization;

a mechanism essential to impede the generation of deficient embryos, and hence to the

success of embryonic development. Smaller oocytes provide an interesting physiologi-

cal model to study how cell growth is coupled to the cell cycle. However, most studies

have been devoted to elucidation of themechanisms ofMPFactivation in the full-grown

oocyte, and only a few of them addressed the question of the inability of small growing

oocytes to supportMPFactivation, despite the physiological importance of this process.

In the mammalian species analyzed so far, acquisition of meiotic competence at

the end of oocyte/follicle growth is correlated with the synthesis and accumulation of

Cdc2 and cyclin B proteins (Dedieu et al., 1998; de Vant�ery et al., 1997; de Vant�ery
et al., 1996; Chesnel and Eppig, 1995). The situation is very different in amphibians.

The incompetence of smallXenopus oocytes to undergomeioticmaturation in response

to steroids lies at the level of MPF activation. A progesterone receptor is already

functional in small oocytes, since a decrease in cAMP can be induced by progesterone

(Mulner, Belle and Ozon, 1983; Sadler and Maller, 1983). Moreover, pre-MPF as well

as Cdc25 and Myt1 are present in incompetent growing oocytes (Rime, Jessus and

Ozon, 1995; Furuno, Kawasaki and Sagata, 2003). The origins of the inability of small

amphibian oocytes to support MPF activation can therefore depend on either the

inability to generate a small amount of active MPF, triggering the autoamplification

mechanism, and/or inability of the positive feedback loop to function.

The first limiting step for MPF activation in the growing oocyte is the inability of the

transduction pathway induced by progesterone to connect toMPF regulators: cyclin B1

synthesis, that occurs in full-grown oocytes in response to progesterone, and indepen-

dently of MPF (Frank-Vaillant et al., 1999), is not inducible by progesterone in small

growing oocytes (Karaiskou et al., 2004). Similarly, Mos synthesis is not induced by

progesterone in small oocytes (Karaiskou et al., 2004). Therefore, the growing oocyte is

unable to initiate the MPF autoamplification loop due to the lack of newly formed

Cdc2–cyclin B complexes and/or of Mos/MAPK pathway activation.

Second,when cyclins are injected into small oocytes, they associatewith endogenous

free Cdc2, and the illegitimate complexes undergo phosphorylation on Tyr15, indicat-

ing a failure in small oocytes to prevent new complexes fromMyt1 inactivation (Rime,

Jessus and Ozon, 1995). Therefore, even if progesterone were able to generate a small

amount of starter MPF by cyclin synthesis in growing oocytes (which it cannot do), the

new complexes would be directly inactivated by Tyr15 phosphorylation, preventing the

autoamplification loop from being initiated.

Third, the positive feedback loop operating between Cdc2 and Cdc25 is not

functional in small growing oocytes. Although entry into M phase can be triggered

in the growing oocytes by microinjection of cytoplasm taken from matured oocytes

(Hanocq-Quertier, Baltus and Brachet, 1976; Sadler and Maller, 1983; Taylor and

Smith, 1987), Tyr15 dephosphorylation of endogenous Cdc2 is not complete (Rime

et al., 1991). Moreover, inhibition of PP2A by okadaic acid, which triggers Cdc2

activation in fully grown oocytes, is inefficient in small oocytes (Rime, Jessus and

Ozon, 1995). All these observations suggest that the autoamplification mechanism is

not fully functional. More recently, a study revealed that Plx1, which is required for

the autoamplification mechanism, is absent in incompetent oocytes, and represents

a crucial limiting factor, accounting for the incompetence of small oocytes to re-enter
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meiosis in response to progesterone (Karaiskou et al., 2004). The absence of Plx1

results in a double negative control on MPF activation: first, the formation of active

complexes between Cdc2 and newly synthesized cyclins is prevented by a sustained

activity ofMyt1 that escapes downregulation by Plx1; second, Cdc25 activation, which

is normally achieved through a feedback loop involving Plx1, is also prevented. Further

investigationwill be necessary to discover howPlx1 expression is controlled by cell size

at the end of oogenesis. It is also probable that Plx1 is not the only limiting factor

accounting for incompetence of small amphibian oocytes to resumemeiosis, and much

work is still needed to understand the molecular and cellular basis of this important

physiological process.
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10.1 Introduction

Oogenesis is the process by which female haploid gametes or oocytes are formed. To

achieve this haploidization of the genome, a single premeiotic phase ofDNA replication

is followed by two successive cell divisions in a process termed meiotic maturation

(Figure 10.1a). The second division (meiosis II) resembles mitosis in that sister

chromatids are segregated from each other. The first division (meiosis I), on the other

hand, is unique in that homologous chromosomes are the cargo for segregation.

Homologous chromosomes comprise a pair of sister chromatids and are connected

together by a bond created by recombination (crossover) between nonsister chromatids.

The oocyte is usually fertilized around meiotic maturation. In insects and vertebrates

fertilization occurs at metaphase of the first and secondmeiotic division respectively. In

echinoderms, fertilization occurs after the second division, while it takes place before

the first division in worms. Meiotic maturation is thus crucial for the completion of

oogenesis. Accuracy of the process ensures the formation of a competent egg capable,

upon fertilization, of generating living euploid offspring. Errors during the haploidiza-

tion process lead to gametes carrying an incorrect number of chromosomes and

eventually to aneuploid embryos. Aneuploidy is a cause of birth defects and is a major

obstacle in achieving reproductive success. Indeed, the vast majority of aneuploid

embryos are nonviable and lead to spontaneous abortion, which is likely to be one cause

of the recent decline in human fertility (Hassold, Hall and Hunt, 2007).
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Meiotic maturation immediately follows the release of the oocyte from a universal

arrest of the cell cycle in prophase I. During this arrest, the oocyte displays a nucleus

containing partially decondensed chromosomes and an interphase-like cytoskeleton

organization. Upon release of the prophase I arrest and entry into meiotic maturation,

nuclear envelope breakdown (NEBD) and full chromosome condensation is achieved,

accompanied by a dramatic reorganization of the microtubule cytoskeleton. Indeed, a

highly sophisticated spindle-shaped structure, termed the meiotic spindle, is assembled

around chromosomes. The spindle is a bipolar stable, yet dynamic, structure composed

of labile microtubules and numerous associated proteins. Microtubules are filamentous

polymers of a/b-tubulin dimers, and display a polarized organization with a slow

polymerizing (�)-end and a fast polymerizing (þ )-end. Typically, minus-ends are

concentrated at the spindle poles, while plus-ends are oriented toward the chromo-

somes. The meiotic spindle is involved in various aspects of meiotic maturation

Figure 10.1 Chromosome attachment and segregation during meiosis. Recombined homologous
chromosomes are depicted in light and dark grey. Recombination and exchange of genetic material
occurred at the site of chiasmata (dotted white square in schematic a). Kinetochore fibres appear as
thick dark grey lines connected to kinetochores (black ovals). Cohesin complexes are represented as
white rectangles. (b) Different mode of homologous chromosome (or bivalent) attachment during
meiosis I. Accurate chromosome segregation requires bivalent bi-orientation (left schematic).
Bivalent mono-orientation or sister chromatid bi-orientation leads to meiotic chromosome
missegregation and eventually to aneuploid oocytes (middle and right schematics). (a) Meiosis
corresponds to two successive rounds of chromosome segregation. Meiosis I is a reductional division
during which homologous chromosomes are segregated. Meiosis II is a classical equational division,
like mitosis, which allows sister chromatid segregation. During meiosis I, cohesion is maintained at
the centromere to prevent premature separation of sister chromatids
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including positioning of the cell division plane during cytokinesis (reviewed in

Chapter 11) and ensuring accurate repartition of the genetic material during the two

successive meiotic divisions. The first investigations on meiotic cell division were

conducted in the early 1880s by E. Van Beneden and paralleled the pioneering

observations of W. Flemming on mitosis. Yet, more than one century after, most of

our current knowledge on spindle formation and function and more generally on cell

division arises from studies performed on mitotic systems. A number of molecules and

basic principles are obviously shared between mitosis and meiosis; however meiosis-

specific adaptations, likely due to spatial and temporal constraints (the large size of the

oocytes, their unusual cell cycle progression, etc.) have recently emerged from

studies on female meiosis. In this chapter, we focus on advances in understanding

meiotic spindle assembly mechanisms and we discuss recent findings on the meiotic

chromosome–spindle interface.

10.2 From centrosome loss to microtubule self-organization

10.2.1 Microtubule assembly without canonical centrosome

In animal somatic cells or in spermatocytes the dominant microtubule-organizing centre

is the centrosome, comprised of two orthogonal tubulin cylinders – the centrioles –

embedded in a cloud of pericentriolar material (PCM). Microtubule nucleating and

anchoring activities are displayed by the PCM (for a review see (Azimzadeh and

Bornens, 2007). Centrosome duplication occurs only once per cell cycle during G1/S

phase so that, prior to mitosis onset, the two centrosomes mature, split and move toward

opposite sides of the nucleus under the effect of antiparallel microtubule sliding and

cortical forces (Cytrynbaum, Scholey andMogilner, 2003). As a result, the spindle poles

and axis are already set up upon rupture of the nuclear envelope (Figure 10.2a).

However, in most animal species, oogenesis is associated with centriole loss. This

process, termed ‘centrosome reduction’ remains poorly understood (Manandhar,

Schatten and Sutovsky, 2005). In echinoderms, meiosis I spindle poles are organized

from two regular centrosomes (i.e. containing two centrioles each). By contrast,meiosis

II spindle poles display only one centriole each (Sluder et al., 1989). Finally, the retained

centriole degenerates in parthenogenetically activated eggs (Moy, Brandriff and

Vacquier, 1977). In insect, worm and vertebrate oocytes, the loss of centrioles is

achieved prior to meiotic divisions. Drosophila centrioles persist until mid oogenesis

(around stage 9) but not later (Januschke et al., 2006). Inmammals, electronmicroscopy

analyses (Szollosi, Calarco andDonahue, 1972;Hertig andAdams, 1967) demonstrated

the absence of centrioles in fully-grown oocytes, confirming pioneer cytologists’

observations (Kirkham and Burr, 1913). However, the exact cell cycle stage at which

centrioles disappear inmammals is still unknown.Meiotic divisions thus proceed in the

absence of canonical centrosomes. After fertilization, a reverse process called

‘centrosome restoration’ leads to the reassembly of centriole-containing centrosomes

in the zygote or in the embryo. This process depends on the contribution of sperm-

associated centriole inmany species (Manandhar, Simerly and Schatten, 2000),with the

noticeable exception of rodents, where the sperm centriole fully degenerates after

10.2 FROM CENTROSOME LOSS TO MICROTUBULE SELF-ORGANIZATION 271



fertilization. In mouse, de novo centriole assembly begins in the 64-cells stage

embryo and involves a completely unknown mechanism (for a review see

Schatten, 1994).

In vertebrate oocytes, canonical centrosomes are replaced by multiple microtubule

organizing centres (or MTOCs), which govern microtubule assembly. However, the

exact nature, dynamics and function of these MTOCs remain elusive. In mouse

oocytes, MTOCs contain classic constituents of PCM such as g-tubulin and pericen-

trin (Gueth-Hallonet et al., 1993; Carabatsos et al., 2000) and are thus considered as

aggregates of pericentriolar material displaying microtubule nucleation capacity. An

original study combining g-tubulin immunofluorescence in fixed oocytes and ultra-

structural analysis concluded that MTOCs originate from the fragmentation of two

(a)

(b)

(c)

NEBD Prometaphase Metaphase

Figure 10.2 Comparative models for centriolar and acentriolar spindle assembly. The chromo-
somes are depicted in light grey and their associated kinetochores appear as dark grey discs.
Microtubules appear as black lines and kinetochore fibres as thicker lines. Centrosomes in schematic
a appear as grey discs at the centre of the radiating microtubules. The position of the nucleus prior
to nuclear envelope breakdown (NEBD) is symbolized by a dotted circle. (a) Centriolar spindle
assembly: case of somatic cells, spermatocytes and echinoderm oocytes. At NEBD, microtubules are
nucleated in the vicinity of the chromosomes or emanate from the centrosomes and grow
preferentially toward the chromosomes. Microtubule capture at the kinetochore leads to robust
kinetochore fibre formation and triggers chromosome congression on the metaphase plate.
(b) Acentriolar spindle assembly: case of the mouse oocyte. At NEBD, microtubule nucleation in
the vicinity of chromosomes leads to the formation of multiple microtubule asters. Microtubule
asters progressively organize into a bipolar and barrel-shaped spindle. (c) Acentriolar spindle
assembly: case of the Drosophila oocyte. Microtubules nucleated around the chromosomes are first
sorted into an antiparallel array called the ‘central spindle’. Microtubule (�)-ends are then focused
into sharp spindle poles
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large aggregates of PCM present in prophase I arrested oocytes (Calarco, 2000). This

implies that the MTOC number and position at NEBD is determined by the initial

fragmentation phase of the large aggregates. In this model, MTOCs act as centrosome-

like structures; that is, they are the sites of initialmicrotubule nucleation. However, the

initial PCM aggregates were not observed in a recent study using pericentrin

immunofluorescence. Instead, MTOCs were proposed to form de novo from the

interphase-like microtubule network (Schuh and Ellenberg, 2007). In this model,

MTOCs only form as a consequence of nucleation and organization of microtubules

into small aster-like structures that subsequently recruit high concentrations of PCM.

This model is comparable to the in vitro situation of Xenopus egg extracts. In

this system, aggregates of PCM are not initially observed (Buendia, Draetta and

Karsenti, 1992). However, adding paclitaxel (taxol), a microtubule-stabilizing drug,

to the extract leads to the production of multiple PCM-containing asters. Individual

microtubules are assembled and sorted into an aster under the action of the (�)-end-

directed microtubule motor Dynein (Verde et al., 1991). This aster then concentrates

PCM components. It is possible that similar processes are at play in the mouse oocyte.

A third model would be a combination of these two mechanisms, with the pre-

existence of some MTOCs that ‘launch’ the nucleation process, which in turn leads to

formation of small asters that recruit high concentrations of PCM. However, in

absence of analysis performed in live oocytes, the exact origin and function ofMTOCs

remain obscure. After NEBD, multiple asters assemble in the cytoplasm and around

the chromosomes. All these asters are positive for PCM staining and are thus likely to

arise from MTOCs. They first gather to form a single mass of microtubules around

chromosomes and are then progressively organized into a bipolar spindle. During

this process, MTOCs concentrate at the flattened meiotic spindle poles, conferring

a specific ‘barrel’ shape to the meiotic spindle (Wassarman and Fujiwara, 1978)

(Figure 10.2b). In fixed metaphase II-arrested oocytes, MTOCs are present in the

cytoplasm at a distance from the spindle and are not associated with microtubules.

When such oocytes are incubated in paclitaxel, multiple ectopic asters assemble in the

cytoplasm, probably from theseMTOCs, suggesting that they are in fact competent for

microtubule nucleation. Altogether, these observations suggest that only a fraction of

MTOCs actively contribute to spindle formation, probably because of their proximity to

chromosomes (Maro, Howlett and Webb, 1985). In Xenopus oocytes, a lamellar

structure, which likely represents a single MTOC, is present at the base of the nucleus

at NEBD (Huchon et al., 1981; Gard, 1992). Microtubules are assembled, from this

structure, into a fibrillar network and progressively organized into a bipolar barrel-

shaped spindle duringmeiosis I.However, the exact steps involved in this process are still

poorly understood. Indeed, the large size of Xenopus oocytes, combined with their

opaque yolk-filled cytoplasm, make live imagingmicroscopy challenging in this model.

By contrast, the use of time-lapse microscopy in live oocytes was critical to better

understanding of microtubule assembly and organization in Drosophila. In this model,

no MTOC-like structure has been described (Figure 10.2c). Meiotic spindles are

elongated with sharp spindle poles devoid of g-tubulin foci (Matthies et al., 1996),

while g-tubulin itself is required for spindle assembly (Tavosanis et al., 1997). Around

NEBD, short and unorganized microtubules assemble around the mass of chromo-

somes.However it is still unclearwhether or not tiny and transientmicrotubule asters are
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first assembled at distance from the chromosomes, which then coalesce around themass

of chromosomes (Matthies et al., 1996; Skold, Komma and Endow, 2005; Colombie

et al., 2008). Similarly, inCaenorhabditis elegans, noMTOC-like structure is observed.

However, before NEBD, g-tubulin progressively concentrates on the nuclear envelope
(McNally et al., 2006). Upon NEBD, a few microtubule asters assemble in this area,

which then connect to each other to form a round microtubule structure around the

chromosomes (J. Dumont, unpublished observations). This structure progressively

acquires a bipolar organization. During this process, g-tubulin enters the nuclear region
forming a diffuse cloud, but is never seen as concentrated foci on the initial asters or at

the spindle poles. Interestingly, in C. elegans, g-tubulin-mediated microtubule nucle-

ation is not the only way of increasing microtubule density in the meiotic spindle. An

additionalmechanism relies on the activity of theATP-dependentmicrotubule-severing

enzyme, katanin. During spindle assembly, katanin converts longmicrotubule polymers

into shorter microtubule fragments near meiotic chromosomes and thus increases the

number ofmicrotubule polymers and limits the size of the spindle (McNally et al., 2006;

Srayko et al., 2006).

Taken together, these observations show that the basicmechanisms ofmeiotic spindle

formation are similar between different species. The first step usually involves the

assembly of tiny asters at distance from the chromosomes, which subsequently coalesce

to form a single structure on or around themass of chromosomes. This initial structure is

then progressively ‘remodelled’ into a bipolar spindle. This succession of events occurs

with or without the presence of visible MTOCs, but usually requires g-tubulin.

10.2.2 Microtubule self-organization during meiosis

Based on the dissection of in vitro spindle assembly in Xenopus egg extracts and on

in vivo studies in live oocytes, the mechanisms involved in the progressive bipolariza-

tion of the meiotic spindle are starting to be unravelled. Xenopus egg extracts are

prepared fromoocytes arrested inmetaphase of the secondmeiotic division.Addition of

chromatin to this ‘meiotic’ cytoplasm and ‘cycling’ of the reaction through interphase

and back into a ‘mitotic’ state promotes formation of bipolar spindles. In this model

system, spindle assembly does occur in the absence of canonical centrosome and is

based on the central role of chromosomes as spatial organizers (see below) and on the

self-organization of microtubules driven by microtubule-associated proteins (MAPs)

and molecular motors (for a review see Karsenti and Vernos, 2001). Schematically,

individual microtubules are nucleated with random orientation, at dispersed sites

around the chromosomes. Microtubule (�)-ends are then sent away from the chromo-

somes under the activity of a tetrameric (þ )-end-directed microtubule motor of the

kinesin-5 family, leading to the formation of an antiparallel microtubule array that

surrounds chromosomes. Finally, the (�)-end-directed microtubule motor Dynein

focuses these (�)-ends allowing formation of spindle poles (Walczak et al., 1998).

In mouse oocyte, the kinesin-5 family member Kif 11 is similarly required for meiotic

spindle bipolarization and Dynein is essential for spindle pole integrity (Mailhes,

Mastromatteo and Fuseler, 2004; Zhang et al., 2007). In Drosophila oocyte, micro-

tubules nucleated around the chromosomes are first sorted into an antiparallel array

274 CH 10 MEIOTIC SPINDLE ASSEMBLY AND CHROMOSOME SEGREGATION IN OOCYTES



called the ‘central spindle’ (distinct from the classical anaphase central spindle)

(Figure 10.2c). Its formation and robustness depends on the activity of Subito, a member

of the kinesin-6 family (Jang, Rahman and McKim, 2005) in cooperation with the

chromosomal passenger protein Incenp (Colombie et al., 2008). Subito is presumably a

(þ )-end-directedmotor and Incenpwas shown in vitro to displaymicrotubule-bundling

activity (Wheatley et al., 2001). Interestingly, by combining in vivo experiments in yeast

and in silico modelling, it was recently shown that activities of a (þ )-end-directed

microtubule motor and a microtubule-bundling protein are sufficient to generate stable

bipolar bundles (Janson et al., 2007). The oligomeric (�)-end-directed motor Ncd (for

non-claret disjunctional) could also participate in the formation of this antiparallel array

of microtubules (Skold et al., 2005). Once the ‘central spindle’ is assembled, micro-

tubules slide and become focused at the two extremities to give rise to the sharp spindle

poles. This last step depends on the activity of the (�)-end-directedmotor Ncd (Matthies

et al., 1996). Differences in initial conditions, that is, in the nucleation rates or in the

balance betweenmicrotubule nucleation and ‘sorting’ activities, are likely to account for

the variability in the initial events (presence or absence of visible MTOCs) and in the

microtubule structures (barrel shape versus sharp spindle poles) that are observed

between different species.

10.3 Chromosomes as spatial organizers of the meiotic spindle

All the processes described so far are spatially centred on chromosomes. Chromosomes

are indeed central actors of spindle assembly. On one hand, they contribute to

microtubule organization by an ‘at distance’ effect: they generate biochemical gradients

that locally constrain the activity ofmolecular factors required for spindle assembly. On

the other hand, they interact with labile spindle microtubules and stabilize them. This

‘contact’ effect contributes to spindle assembly and robustness.

10.3.1 The Ran pathway during meiosis

Themain characterized ‘at distance’ effect ismediated by the small GTPaseRan, which

is present in activeGTP-bound (RanGTP) and inactiveGDP-bound (RanGDP) forms in

the cell and acts as a molecular switch. DuringM phase, the nucleotide exchange factor

RCC1 concentrates on chromosomes where it loads Ran with GTP. RanGTP then

diffuses away from chromosomes in the cytoplasm where the two Ran GTPase

activating proteins, RanGAP1 and 2, catalyse the hydrolysis of GTP. This spatial

partitioning of Ran’s regulators leads to the formation of a RanGTP gradient centred on

chromosomes. Downstream of RanGTP, specific factors required for spindle formation

(SAFs or spindle-assembly factors) are activated locally around chromosomes and thus

promote spindle assembly in this region (for a review, see Caudron et al., 2005;

Zheng, 2004). The list of Ran-regulated SAFs is constantly growing and contains

microtubule-nucleating factors, such as TPX2, or kinesin-like proteins, such as

XCTK2. Their common feature is the capacity to interact with the nucleocytoplasmic

transport proteins, Importins, via a nuclear localization sequence (NLS). During
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interphase, this interaction regulates their shuttling between the nucleus and the

cytoplasm and is tightly controlled by Ran. During M phase, the Importin-mediated

sequestration inactivates these factors away from chromosomes and is released in the

region of the chromosomes by RanGTP.

In mouse oocyte, a RanGTP gradient centred on chromosomes is observed through-

out meiotic maturation. In this model as well as in frog oocytes, alterations of the

RanGTP levels differently affect meiosis I and II spindle assembly. When RanGTP

production is inhibited, a significant delay in meiosis I spindle bipolarization and

defects in spindle structure are observed. However, these spindles are functional, as

evidenced by accurate chromosome segregation. In contrast, during meiosis II, pre-

ventingRanGTPproduction leads to severe spindle defectswith the assembly of ectopic

cytoplasmic microtubule asters or monopolar spindle formation (Dumont et al., 2007).

Accordingly, one of the key RanGTP targets, the microtubule assembly factor TPX2, is

absent in mouse oocyte during prophase I and slowly accumulates during meiotic

maturation (Brunet et al., 2008). Moreover, depleting TPX2 does not affect early steps

of spindle assembly, but leads to spindle collapsing during late prometaphase I. This is

consistent with a model in which early steps of spindle assembly are not strictly

dependant on the Ran pathway. In addition, it had been previously shown that in mouse

oocytes cytoplasts (halves lacking chromosomes generated by manually cutting the

oocyte) that are unable to generate a RanGTP gradient, microtubules still assemble and

organize into bipolar structures (Brunet et al., 1998). Altogether, these observations

suggest that meiotic spindle assembly involves parallel pathways that are partially

redundant, the Ran pathway and at least another one, which probably involves MTOC

activity.

10.3.2 Microtubule–chromosome arm interaction

In addition to their capacity to generate diffuse signals that influence microtubule

dynamics and organization, chromosomes can interact directly with spindle micro-

tubules and stabilize them. These interactions, which involve chromosome arms or a

specialized region called the centromere, contribute to spindle architecture and control

chromosomemotility within the spindle, which is ultimately essential for their accurate

segregation at anaphase. The microtubule–centromere interface is especially central to

this process and will be discussed separately (see below).

Chromosome arm–microtubule interactions are mediated by a specialized type of

molecular motors called ‘chromokinesins’; that is, kinesins that can bind both to

microtubules and chromosomes (for a review see Mazumdar and Misteli, 2005).

In somatic cells, the activity of the chromokinesin Kid, a member of the kinesin-10

family, is required for proper spindle morphology (Levesque et al., 2003) and spindle

size (Tokai-Nishizumi et al., 2005). In addition, Kid is necessary to generate ‘polar

ejection forces’ (Funabiki and Murray, 2000; Antonio et al., 2000). These forces,

emanating from the poles, push on chromosome arms and contribute to their accurate

alignment on the spindle equator (Rieder and Salmon, 1994). Surprisingly, Kid does not

seem to play the same roles duringmeiosis. Inmouse, Kid is dispensable duringmeiotic

maturation (Tokai-Nishizumi et al., 2005) and its Xenopus homologue is instead
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required for proper meiotic cell-cycle progression (Perez et al., 2002). Other chromo-

kinesins may thus substitute for Kid functions during meiosis. In Drosophila, Nod is a

kinesin-10 family member (Carpenter, 1973) that is specifically required for

accurate segregation of nonexchange chromosomes; that is, chromosomes that do not

undergo meiotic exchange through crossing-over and remain connected only by

heterochromatic pairings (Theurkauf and Hawley, 1992). Nod is a nonmotile kinesin

(Matthies, Baskinand and Hawley, 2001). In vitro it binds preferentially to microtubule

(þ )-ends and stimulates microtubule growth (Cui et al., 2005). Nod could thus play

the role of Kid in Drosophila oocytes by generating polar ejection forces on chromo-

some arms.

The chromokinesin Xklp1 (Xenopus kinesin-like protein 1) of the kinesin-4 family is

a (þ )-end directed motor that can inhibit both microtubule growth and shrinkage

in vitro (Bringmann et al., 2004). In Xenopus egg extracts, depletion of Xklp1 leads to

impaired spindle assembly, with a reduction in the bipolarization efficiency and an

increase in microtubule density (Castoldi and Vernos, 2006). Xklp1 may ‘freeze’ the

dynamics of spindle microtubules contacting chromosome arms and thus contribute to

the overall spindle shaping and integrity. However, its exact function in a cellular

context remains unknown.

In conclusion, while chromosome arm–microtubule interactions have been postu-

lated to be critical for meiotic spindle assembly in the oocyte (Brunet et al., 1999),

specific factors involved in this process remain to be identified.

10.4 The kinetochore–microtubule interface

Each chromosome displays a specialized region called the centromere that provides a

platform for the assembly of the microtubule-interaction structure known as the

kinetochore.

In addition to their role in chromosomal attachment to spindle microtubules,

kinetochores play an essential role in translating this attachment into coordinated

chromosomemovement. During prometaphase of mitosis, kinetochores are involved in

chromosome congression on the equatorial plate, where they ensure chromosome bi-

orientation by generating tension on paired sister chromatids. Eventually they are

required for sister chromatid segregation to opposite spindle poles at anaphase. This

succession of events requires the coordinated action ofmultiplemicrotubule-associated

proteins at kinetochores to generate a core attachment site, couple kinetochore

movement to disassembling microtubules, affect polymerization dynamics of

kinetochore-bound microtubules and drive translocation along spindle microtubules

(Cheeseman and Desai, 2008).

Meiosis adds another layer of complexity in this process. Indeed, during the

reductional division of meiosis I, recombined homologous chromosomes, rather than

sister chromatids, are the cargo for segregation. This places a special demand on

kinetochores, as sister chromatids must connect and segregate to the same spindle pole.

Thus, during meiosis, specific mechanisms have evolved to allow the oriented interac-

tion between chromosomes and microtubules, as well as the timely coordination of the

reductional meiosis I followed by a ‘classical’ equational division (Figure 10.1a).
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10.4.1 Organizing chromosome structure for meiosis I

Following DNA replication, the genome is compacted into chromosomes comprised of

two equal halves, termed sister chromatids. Before anaphase, a multisubunit complex

called cohesin holds the two sisters together. During mitosis and meiosis II, the

repartition of DNA into two equal genomic complements requires sister chromatids

to be segregated to opposite spindle poles. Kinetochores assemble on the outer surface

of each sister chromatid, promoting chromosome bi-orientation or amphitelic attach-

ment (connection of sisters to microtubules emanating from opposite spindle poles;

Figure 10.1b). At anaphase, removal of cohesin, coupled to forces exerted by spindle

microtubules on sister kinetochores, allows segregation of sisters away from each other.

The same mechanism, however, does not work during meiosis I, where segregation of

homologous chromosomes, corresponding to a pair of sister chromatids, occurs. This

involves sister chromatid cosegregation to the same spindle pole and thus sister

kinetochore mono-orientation (also called co-orientation or syntelic attachment;

Figure 10.1b). Micromanipulation experiments indicated that this specialized mecha-

nism of chromosome segregation does not depend on the cell-cycle state or on a

particular microtubule organization, but is an intrinsic property of the meiosis I

chromosomes. A homologous pair taken from a meiosis I cell and introduced onto

a meiosis II spindle segregates as in meiosis I (Paliulis and Nicklas, 2000). This implies

that meiosis I kinetochores are modified or oriented specifically in order to allow sister

chromatid mono-orientation.

Fundamental differences exist between meiosis I chromosomes and their mitotic

counterpart. During prophase I, maternal and paternal chromosomes associate closely

and exchange genetic material via crossover formation, in a process called meiotic

recombination. This ensures that sister chromatid cohesion, established during the pre-

meiotic DNA replication phase, holds not only sisters together, but also homologous

chromosomes. The resulting structure is a bivalent comprised of two homologous

chromosomes held together by cohesins around the site of recombination called the

chiasm. These bivalents possess four kinetochores (one per sister chromatid) that are

subjected to a specific regulation in order to allow bi-orientation of homologous

chromosomes. Another major difference between mitosis or meiosis II and meiosis

I is the regulation of cohesion. At the onset of mitotic anaphase or anaphase II, cohesin

has to be removed from chromosome arms aswell as from centromeres in order to allow

sister chromatid segregation. During meiosis I, only chromosome arm cohesion has to

be released at anaphase. Centromeric cohesion, which provides the link between sister

chromatids, has to be protected until anaphase II (Hauf and Watanabe, 2004; Marston

and Amon, 2004). This function is mediated by conserved proteins called MEI-S332/

Shugoshins (Sgo, Japanese for ‘guardian spirit’) (Kitajima, Kawashima and

Watanabe, 2004; Kerrebrock et al., 1992). During meiosis I, in mouse oocytes, Sgo2

recruits protein phosphatase 2A (PP2A) at the centromere (Lee et al., 2008). PP2A then

protects centromeric cohesion, possibly by dephosphorylating a specific cohesin

subunit calledRec8 (see below),which protects it fromSeparase-mediated degradation.

During mitosis and meiosis II, Sgo and PP2A are also recruited at the centromere.

However, the tension generated by sister chromatid bi-orientation relocates the Sgo/

PP2A complex from the site of cohesion at the inner centromere to the kinetochore,
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allowing Separase action on centromeric cohesion (Lee et al., 2008). In the holocentric

nematodeC. elegans, protection of cohesion duringmeiosis I is independent of Sgo, and

instead relies on the activity of LAB-1 (long arms of the bivalent protein)(de Carvalho

et al., 2008). LAB-1 recruits protein phosphatase 1 (PP1), which counteracts AuroraB-

mediated phosphorylation of Rec8 (Kaitna et al., 2002; Rogers et al., 2002). Thus

protection of centromeric cohesion during meiosis I in monocentric and holocentric

organisms involves different actors. Interestingly, both systems rely on the regulated

interplay between kinases and phosphatases that control centromeric cohesion.

Electron microscopic analysis showed that in striking contrast to mitosis or meiosis

II, sister kinetochores orient side by side during meiosis I (Goldstein, 1981; Lee

et al., 2000; Parra et al., 2004). However, the molecular mechanisms for this specific

behaviour of kinetochores are just beginning to be understood. In the budding yeast S.

cerevisiae, mono-orientation of sister chromatids depends on the assembly of the

monopolin complex comprised of the meiosis I-specific protein Mam1 (monopolar

microtubule attachment during meiosis 1), the nucleolar proteins Lrs4 and Csm1, and

the casein kinase Hrr25 (Toth et al., 2000; Rabitsch et al., 2003). In the absence of this

complex, sister chromatids bi-orient during meiosis I, and homologous chromosome

segregation completely fails leading mostly to unviable spores (Toth et al., 2000;

Rabitsch et al., 2003; Petronczki et al., 2006). Mam1 is a meiosis-specific protein

localized at the kinetochore from pachytene tometaphase I, whereas Lrs4 andCsm1 are

expressed during mitosis and meiosis. During meiosis, the Polo kinase Cdc5 releases

them from the nucleolus in G2. After their release, they form a complexwithMam1 and

Hrr25. This complex is then phosphorylated by the kinase Cdc7, which leads to its

recruitment at kinetochores (Matos et al., 2008). How the monopolin complex allows

the side-by-side positioning of sister kinetochores is still unclear. However, the

monopolin complex seems to physically join sister kinetochores in a cohesin-

independent manner. This contrasts with the situation in the fission yeast Schizosac-

charomyces pombe where cohesion is central to the process of homologous chromo-

some bi-orientation (Watanabe and Nurse, 1999). During meiosis, the cohesin complex

consists of two SMC (structural maintenance of chromosome) family proteins, Smc1

and Smc3, an accessory subunit Scc3 and the meiosis-specific kleisin subunit Rec8 that

replaces mitotic Scc1/Rad21 (Ahringer, 2003; Pasierbek et al., 2003; Keefe

et al., 2003). In S. pombe, replacing Rec8 by its mitotic counterpart Scc1/Rad21 can

sustain sister chromatid cohesion, however amphitelic attachment is established and

sister chromatids segregate to opposite spindle poles at anaphase I (Yokobayashi,

Yamamoto andWatanabe, 2003). This difference in the ability of Rec8 and Scc1/Rad21

to sustain sister chromatid mono-orientation, resides in their respective localizations.

Rec8 localizes to chromosome arms and pericentromeric DNA as well as the central

region of the centromere where the kinetochore assembles. By contrast, when ectopi-

cally expressed during meiosis, Scc1/Rad21 localizes to the chromosome arms and the

pericentromeric DNA, but not to the central region of the centromere (Yokobayashi and

Watanabe, 2005). This particular localization of Rec8 was recently shown to bring

together sister kinetochores and force their side-by-side orientation (Sakuno, Tada and

Watanabe, 2009). However, Rec8 is not sufficient to establishmono-orientation of sister

chromatids. Ectopic expression of Rec8 during mitosis does not induce mono-

orientation, even with Rec8 localized at the inner centromere. This suggests that

10.4 THE KINETOCHORE–MICROTUBULE INTERFACE 279



additional factors must exist to promote mono-orientation in fission yeast. Genetic

screening for mutations that confer equational segregation at meiosis I led to the

identification of Moa1 (monopolar attachment 1), a meiosis I-specific protein localized

to the inner centromere (Yokobayashi and Watanabe, 2005). Moa1 interacts with Rec8

and would facilitate establishment of inner centromere cohesion by promoting Rec8

proper localization. Thus in fission yeast Rec8, together with Moa1, and presumably

additional factors that remain to be identified, generate a chromosomal architecture that

forces side-by-side orientation of sister kinetochores and thus homologous chromo-

some bi-orientation.

Factors specifically involved in mono-orientation of sister chromatids have not been

identified yet in higher eukaryotes. Neither themonopolin complex in budding yeast nor

Moa1 in fission yeast have orthologues in metazoans. However, centromeric cohesion

could be a common theme in mono-orientation, as absence of Rec8 in Zea mays and

Arabidopsis thaliana leads to sister chromatid bi-orientation during meiosis I

(Chelysheva et al., 2005; Hamant et al., 2005).

10.4.2 Specifying the site of chromosome–microtubule interaction

While centromere function is extraordinarily conserved among eukaryotes, their size

and sequence composition vary considerably between different species. In the budding

yeast Saccharomyces cerevisiae, the centromere is defined by a single 125 base pair (bp)

sequence, while human centromeric DNA can extend to more than 4 megabases, and

holocentric organisms display extended centromeres along the entire length of their

chromosomes. The presence of sequence-dependent centromeres in budding yeast

suggested an attractivemodel inwhich analogous sequence elements in other organisms

would also define the assembly of kinetochores at distinct chromosomal sites. However,

most organisms lack a specific centromeric DNA sequence that defines the site

of kinetochore assembly (Sullivan, Blower and Karpen, 2001; Schueler and

Sullivan, 2006). Schizosaccharomyces pombe centromeres display a central nonrepe-

titive region surrounded on either side by repeated elements termed innermost and outer

repeats that are not conserved even between chromosomes. Human centromeres are

enriched in repeated arrays of a 171 bp a-satellite DNA sequence (Ekwall, 2007).

Interestingly, while the nature of centromeric DNA varies considerably between

different species, most centromeric proteins are conserved (Talbert, Bryson and

Henikoff, 2004). An explanation for this paradox is that the DNA sequence is not

what specifies the centromere. Instead, the site of kinetochore assembly is thought to

be primarily epigenetically determined, rather than sequence based (Karpen and

Allshire, 1997). A primary candidate for this epigenetic mark is the CENP-A (for

‘centromere protein A’)-containing chromatin.

Kinetochores are built upon centromeric chromatin that universally features special-

ized nucleosomes containing the histone H3 variant, CENP-A. During mitosis, CENP-

A-containing nucleosomes provide the scaffold for kinetochore assembly and are

required for the proper targeting of all tested kinetochore components (Oegema

et al., 2001; Stoler et al., 1995; Howman et al., 2000; Blower and Karpen, 2001;

Van Hooser et al., 2001; Kallio, Eriksson and Gorbsky, 2000; Maddox et al., 2004).
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CENP-A, the closely associated centromeric protein, CENP-C, and outer kinetochore

components form a linear assembly pathway (Desai et al., 2003). CENP-A-containing

chromatin directs the recruitment of CENP-C,which in turn interacts with and recruits a

multisubunit complex corresponding to the microtubule-binding interface (Cheeseman

et al., 2004). In mouse, pig and Drosophila melanogaster oocytes, the localization of

CENP-A is coincident with outer kinetochore components (Lee et al., 2000; Kallio,

Eriksson and Gorbsky, 2000; Brunet et al., 2003; Wassmann, Niault and Maro, 2003;

Gilliland et al., 2007). This suggests that in monocentric organisms the site of meiotic

kinetochore assembly is dictated by CENP-A localization. By striking contrast, during

meiosis in the holocentric nematodeC. elegans, CENP-A localization is coincidentwith

chromosomal DNA, while outer kinetochore components are concentrated at the

surface of the chromosomes where they form two cup-like structures that enclose the

two halves of each bivalent (Moore, Morrison and Roth, 1999; Howe et al., 2001;

Monen et al., 2005). CENP-C is absent from chromosomes in fertilized CENP-A-

depleted oocytes, but, remarkably, outer kinetochore components localize normally to

the cup-like structures on the surface of chromosomes during both meiotic divisions.

Thus the linear assembly pathway formed by CENP-A, CENP-C and the outer

kinetochore components during mitosis does not seem to be conserved during meiosis

in C. elegans. Outer kinetochore components are targeted independently of CENP-A

and CENP-C to the cup-like structures, which are likely to represent the holocentric

meiotic kinetochores. Consistent with a mechanism of meiotic kinetochore specifica-

tion independent of CENP-A and CENP-C, CENP-A depletion results in a severe

chromosome missegregation phenotype (also called ‘kinetochore null’ phenotype)

during the first mitosis but does not seem to prevent accurate meiotic chromosome

segregation, nor polar bodies extrusion (Monen et al., 2005). This targeting of outer

kinetochore components uncoupled from CENP-A/C-containing chromatin during

meiosis has not been described in other organisms.

However, this uncoupling mechanism is likely to be specific to holocentric species

and probably helps prevent merotelic attachment, where a chromosome is connected

simultaneously to both spindle poles (Figure 10.1b). Indeed, during the reductional

division of meiosis I, recombined homologous chromosomes, rather than sister

chromatids, are the cargo for segregation. This places a special demand on kinetochores,

since sister chromatids must connect and segregate to the same spindle pole. In

holocentric organisms kinetochore assembly along the length of each chromatid poses

a topological problem for segregating recombined chromatids (Monen et al., 2005).

DNA flanking the recombination event that was originally from a single chromatid must

now move in opposite directions. Thus it is likely that holocentric organisms have

developed special mechanisms to prevent recombined chromatids from being simulta-

neously pulled toward both spindle poles. Initial observations had led to the assumption

thatmeiosis is inverted in holocentric organismswith the equational division first and the

reductional division occurring only at meiosis II (Nordenskiold, 1961; Nordenskiold,

1962). This would be a direct consequence of the equatorial orientation of the bivalents

with each sister kinetochore being parallel to the equatorial plate and facing opposite

spindle poles. However, recent examinations of this hypothesis have shown that inverted

meiosis could be confined only to the behaviour of achiasmatic sex chromosomes

of some holocentric insect species (Nokkala, Laukkanen and Nokkala, 2002). It is now
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clear that by late diakinesis, in every holocentric organism studied to date including C.

elegans, paired homologous chromosomes have a characteristic end-to-end configura-

tion where the long axis of each sister chromatid, and thus of the bivalent, is

perpendicular to the equatorial plate. This orientation of the bivalents, with each

homologous chromosome facing only one spindle pole, together with the particular

localization of kinetochore components and the CENP-A uncoupling mechanism, are

likely to favour bi-orientation by preventing microtubules from a spindle pole accessing

both chromosomes of a pair. A future challenge will be to elucidate the nature of the

CENP-A/C-independent mechanism of meiotic kinetochore specification in the holo-

centric nematode C. elegans.

10.4.3 Interaction between microtubules and the kinetochore

Kinetochore ultrastructure

The centromere is a specialized region of chromosomal DNA that was first described

as the primary constriction of a condensed chromosome visible by light microscopy

(Flemming, 1882). However, holocentric organisms, like the nematodeC. elegans, have

chromosomes devoid of this primary constriction; instead their centromeres

extend along the entire length of the chromosomes (Maddox et al., 2004). Thus,

cytological and molecular analyses of this region over the past 15 years have led to a

new definition of the centromere as the domain that directs the formation of the

kinetochore.

Transmission electron microscopy coupled to chemical fixation techniques provided

the first insight into the organization of mitotic and meiotic kinetochores. When

longitudinally sectioned, kinetochores display a trilamelar structure closely apposed

to a region of chromatin that is more electron dense than the rest of the chromosomes.

Both the inner and outer layers of the trilamelar structure are �20 nm thick and are

separated by a �30 nm thick low-electron-density region (Brunet et al., 1999; Lee

et al., 2000; Ris and Witt, 1981; Comings and Okada, 1971; Rieder, 1982). In

monocentric mammalian chromosomes, a fibrous corona, which radiates 100 nm or

more from the poleward face of the trilamelar structure, is seen in the absence of

microtubule attachment. Ultrastructural studies of meiotic holocentric chromosomes

using chemical fixations have failed to identify a characteristic trilamelar structure

(Buck, 1967; Comings and Okada, 1972; Goldstein, 1977; Goday, Ciofi-Luzzatto and

Pimpinelli, 1985; Pimpinelli and Goday, 1989). Instead, microtubules projecting into

the mass of the chromosomewere shown, and the spindlewas thought to attach directly

to the chromatin (Albertson and Thomson, 1993). However, more recently, the use of

high-pressure freezing followed by freezing substitution (HPF/FS), which preserves

structures better than chemical fixation, reconciled monocentric and holocentric

meiotic kinetochore structure (Howe et al., 2001). With this technique in monocentric

organisms, the kinetochore appears as a �70 nm thick mat of light-staining fibrous

material that is directly connected with the more electron-opaque surface of the

centromeric chromatin. This line separates the chromatin from a clear zone of�150 nm

which excludes ribosomes and other cytoplasmic components. The fibrous mat
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corresponds to the outer plate defined by conventional electronic microscopy, while the

clear zone correlates with the fibrous corona (McEwen et al., 1998). Use of HPF/FS to

study meiotic holocentric chromosomes in C. elegans spermatocytes has revealed the

presence of a zone of ribosome exclusion surrounding thewhole surface of homologous

chromosomes, suggesting that meiotic holocentric chromosomes have a kinetochore

structure similar to that of monocentric chromosomes (Howe et al., 2001).

Kinetochore function

The kinetochore is a proteinaceous organelle essential for chromosomal attachment to

spindlemicrotubules. As a consequence, the depletion of any core component that leads

to the disruption of kinetochore function during mitosis gives rise to severe chromo-

some segregation defects in all systems that have been examined so far. The situation is

not as clear during meiosis. Indeed, if the mitotic role of every kinetochore component

has been extensively investigated, only very few have been studied for their role during

meiosis.

In mouse oocyte, homologous chromosome congression does not involve the

kinetochore (Brunet et al., 1999). In contrast to mitosis, kinetochores are not competent

for anchoring and/or stabilizing microtubules during the particularly long prometa-

phase, which can last up to 10 hours. Homologous chromosomes are nevertheless

transported towards the equator of the spindle and oscillate in this region for several

hours. This kinetochore-independentmechanismof chromosome congression probably

involves the activity of chromokinesins; however the exact nature of the molecular

mechanism involved remains unknown. After this extended prometaphase, the activa-

tion of kinetochores triggers their interaction with spindle microtubules, ending

chromosome oscillation and leading to the formation of a tight metaphase plate. The

nature of the late kinetochore-activating signal remains elusive. Meiotic kinetochores

may be submitted to a very slow and unusual maturation involving the late recruitment

of some crucial components. Interestingly, some components includingmembers of the

spindle-assembly checkpoint or the kinesin-7 family member, (þ )-end-directed motor

CENP-E, are already localized at the kinetochore in early prometaphase (Kallio,

Eriksson and Gorbsky, 2000; Brunet et al., 2003; Wassmann et al., 2003; Gilliland

et al., 2007). However, the presence and/or the dynamics of the core microtubule

attachment site, such as the Ndc80/HEC1 complex, or of proteins controlling microtu-

bule dynamics at the kinetochore, such as CLASP, have never been investigated in this

system (Hannak and Heald, 2006); for an extensive review of these proteins during

mitosis seeCheeseman andDesai (2008).Alternatively, kinetochore activation could be

controlled by post-translational modification of these components rather than by their

recruitment. This late kinetochore activation has never been described in other organ-

isms. However, it could be a general feature of female meiosis I that has not been

observed in other model systems with faster meiosis I.

Once every chromosome is correctly attached to the spindle, the tension generated at

the kinetochore satisfies the spindle-assembly checkpoint, allowing anaphase to occur.

During mitotic anaphase, sister chromatids are pulled to opposite spindle poles via

microtubules attached to their kinetochores. The exact function of kinetochore–
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microtubule interaction during meiotic anaphase is not known. In C. elegans, only the

role of HIM-10 (high incidence of male progeny-10 also called Nuf2 and part of the

Ndc80/HEC1 complex) has been investigated duringmeiosis (Howe et al., 2001). HIM-

10 was first identified in a genetic screen for strains with a high incidence of male

progeny (Hodgkin, Horvitz and Brenner, 1979). In C. elegans, hermaphrodites are

genetically XX, while males are X0 and arise from rare chromosome nondisjunction

events during meiosis. HIM-10 localizes to the cup-like structures during both meiotic

divisions in spermatocytes and oocytes. Reduction of HIM-10 activity enhances the

incidence of male progeny by promoting nondisjunction events. This suggests that

HIM-10 does function in meiotic chromosome segregation. However, all the kineto-

chore components identified so far have been successfully depleted by RNAi (RNA

interference), and their role has been studied during mitosis in C. elegans (Oegema

et al., 2001; Desai et al., 2003; Cheeseman et al., 2004; Moore, Morrison and

Roth, 1999; Cheeseman et al., 2005). In these one-cell mitotic embryos depleted of

a kinetochore component, the normal appearance of the maternal pronucleus suggests

that the precedingmeiotic divisions took placewithout severe chromosome segregation

defects. Compared to the severe ‘kinetochore null’ mitotic phenotype, this brings into

question the real function of kinetochores during female meiosis and thus the potential

existence of parallel mechanisms that would act together to achieve accurate meiotic

chromosome segregation.

10.5 Concluding remarks

Understanding the mechanisms required for the formation of a functional oocyte

competent for fertilization is a major goal for developmental and cell biologists.

The assembly of meiotic spindles and the establishment of proper meiotic spindle–

chromosome interactions is definitely one of the most critical of these processes.

After one century of investigations on spindles, mainly in mitotic systems, a plethora

ofmolecules has been identified andwe are only starting to unveil how they act together

and are regulated in time and space in the dividing cell. Transposing molecules and

principles at play duringmitosis is essential but clearly not sufficient to fully understand

the complex process of meiotic spindle assembly. Nevertheless, in the last few years,

investigations onmeiotic systems have expanded. Technical improvements, like the use

of time-lapse microscopy in live oocytes, coupled to systematic RNAi screens, as well

as the introduction of new mathematics and physics approaches (McGuinness

et al., 2009) are now contributing to the dissection of the meiotic mechanisms with

temporal and spatial accuracy. In addition, large-scale analyses are now routinely

performed on oocytes. Proteomic approaches have been developed using emerging

models such as Ciona (Nomura, Nakajima and Inaba, 2009); transcriptomic analyses

have been achieved using Xenopus, mouse (Evsikov et al., 2006) and human oocytes

(Jones et al., 2008). Specific questions can now be raised and answered using such

approaches. One crucial issue is to understand how homologous chromosome segrega-

tion is altered with increased maternal age in mammals. Expression profiling of

transcripts in oocytes collected on ‘young’ versus ‘old’ mice recently revealed that

some spindle assembly factors, like the kinesin Kif2 or the spindle pole component
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Numa, as well as molecules regulating the kinetochore-microtubules interface, like the

kinesin CENP-E, are indeed downregulated with ageing (Pan et al., 2008).

We are confident that such amultiplicity of complementary approaches and tools will

most likely allow in the very close future a better understanding of the complexity of

meiotic spindle assembly and function, and will significantly contribute to the charac-

terization of the cellular and molecular basis of meiotic chromosome missegregations

and embryonic aneuploidies.
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11
Mechanisms of asymmetric
division in metazoan meiosis

Marie-H�el�ene Verlhac and Karen Wingman Lee
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The formation of female reproductive cells, called oocytes, relies on several rounds of

asymmetric cell divisions. In this chapter we will not discuss the asymmetric divisions

of the germline stem cells but only those occurring during meiotic divisions of the

oocyte; meiotic divisions in higher eukaryotes are extremely asymmetric, leading to the

formation of cells having both different genetic contents and different sizes. In most

species, except insects, the first meiotic division, which enables the segregation of

homologous chromosomes paired by crossovers, leads to the formation of a large cell,

the oocyte, and a tiny first polar body.Without intervening DNA replication, the second

meiotic division allows sister chromatid separation and gives rise to a haploid oocyte

and the second polar body. In insects, these two successive meioses take place in the

absence of cytokinesis. All three DNA products hence generated remain apposed to the

cortex of the oocyte and will degenerate. In species which extrude two polar bodies,

these tiny cells degenerate progressively. Therefore, the coupling of meiotic recombi-

nation with the elimination of all products of the two meiotic divisions except one, the

oocyte, allows higher eukaryotes to produce female gametes that are all unique

genetically. This reproductive strategy may help to maintain the genetic diversity of

egg-producing species. The different sizes of the daughter cells during meiosis results

mainly from the eccentric positioning of the chromosomes within the oocyte, which is

generally huge, compared to somatic cells. We will first describe the various strategies

used by oocytes from different organisms to position chromosomes eccentrically. Then

we will present the mechanisms involved in the control of this eccentric positioning.

Finally, we will discuss how the differentiation of a specialized cortical area of the

oocyte helps to control the size of polar bodies being extruded.

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
� 2010 John Wiley & Sons, Ltd



11.1 Strategies used for asymmetric positioning
of chromosomes within the oocyte

Oocytes of all metazoans are arrested in prophase I of the first meiotic division in the

ovary. Hormonal stimulation will result in triggering meiosis resumption, which is

characterized by nuclear envelope breakdown, also called germinal vesicle breakdown

(GVBD; the nucleus generally being voluminous in oocytes, formally named the

germinal vesicle). Following the resumption of meiosis, the two consecutive divisions

occur. A huge diversity in timing of asymmetric positioning of chromosomes in oocytes

is observed through the animal kingdom: depending on the species, it takes place before,

at or after GVBD. Therefore, the chromosomes are asymmetrically positioned either as

a decondensed interphasic chromatin mass surrounded by an intact nuclear envelope

and/or as condensed individualized metaphasic chromosomes.

11.1.1 Asymmetric positioning of the nucleus before GVBD

In the starfish Asterina pectinifera and the fly Drosophila melanogaster, the nucleus is

already apposed to the cell cortex before meiosis resumes (Endow and Komma, 1997;

Miyazaki, Kamitsubo and Nemoto, 2000). In flies, the localization of the GV parti-

cipates in the definition of the dorsoanterior part of the future embryo (Figure 11.1a).

In other species, like worms, sea urchin, some fishes and amphibians, the germinal

vesicle is positioned at the animal pole of the oocyte, but the chromosomeswill reach the

cortex at or after GVBD. These asymmetric localizations of the GV take place during

the process of oogenesis, concomitantwith oocyte growth. In fully-grown sea cucumber

oocytes, the GV migrates after the application of nerve extract and when meiosis is

being reinitiated (Miyazaki, Kato and Nemoto, 2005). Meiosis resumption and GVBD

take place in these oocytes when the GV has reached the cortex.

11.1.2 Asymmetric positioning of the condensed chromosomes
at or after GVBD

In cells containing centrosomes, the spindle axis is determined by the position of the two

opposing centrosomes before the nuclear envelope breaks down. Except in sea urchin

(Egana, Boyle and Ernst, 2007), oocytes from most organisms are devoid of canonical

centrosomes, made of centrioles surrounded by pericentriolar material. Nevertheless,

whenGVBDoccurs, the first meiotic spindle formswhere theGVwas last positioned in

the oocyte. In Xenopus, the chromosomes finish their migration to the cortex at GVBD

even before the first meiotic spindle has become bipolar (Figure 11.1b). In this model

system, a transient array ofmicrotubules (microtubule transient array) forms around the

condensed chromosomes and functions as an elevator, delivering the chromatin to the

cortex of the animal pole (Huchon et al., 1981). The first meiotic spindle then assembles

parallel to the cortical layer of the oocyte and rotates through 90� to allow extrusion of

the first polar body (Gard, 1992). In worms, the first meiotic spindle migrates over a
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short distance, following a path perpendicular to its axis and will then, at fertilization,

both shorten and rotate through 90� to allow emission of the first polar body

(Figure 11.1c; Albertson and Thomson, 1993; Yang, Mcnally and Mcnally, 2003). In

ascidians andmice, the firstmeiotic spindle organizes approximately in the centre of the

oocyte and migrates towards the cortex (Figure 11.1d). The spindle migrates along its

long axis towards the cortex taking the shortest path, with the pole closest to the cortex

leading (Verlhac et al., 2000). The first meiotic spindle reaches the cortex perpendicu-

larly. In these species, there is no rotation of the first meiotic spindle prior to the

extrusion of the first polar body. However, in ascidians, amphibians, worms and mice,

the secondmeiotic spindle forms parallel to the cortex and consequently rotates through

90� before extrusion of the second polar body occurs.

Figure 11.1 Strategies used by different organisms in asymmetric meiotic divisions. (a) In
Drosophila, the GV is apposed to the dorsoanterior (D–A) part of the future embryo. After meiotic
resumption, the firstmeiotic spindle forms parallel to the cortex (panel i). After fertilization (panel ii),
the first meiotic spindle rotates through 90� and two successive meioses take place without
cytokinesis (panels iii and iv). The innermost nucleus will remain and the other three DNA products
will degenerate (panel v). (b) In Xenopus, the GV is located close to the animal pole (AP; panel i). After
resumption of meiosis, the chromosomes migrate, via a transient array of microtubules, to the cortex
at GVBD (panel ii) before the formation of the first meiotic spindle (panel iii), which will then rotate
through 90� before the extrusion of the first polar body (PBE). (c) In worms, the first meiotic spindle
migrates towards the cortex in a direction perpendicular to the spindle axis (panel iii). After
fertilization, the spindle will shorten its axis and rotate through 90� (panel iv) before the extrusion
of the polar body. (d) In mouse and ascidians, the GV is slightly off-centre (panel i). After GVBD (panel
ii), the first meiotic spindle forms and migrates along its long axis towards the cortex (panel iii). In
Xenopus, worm and mouse (b–d), after PBE, the second meiotic spindle forms parallel to the cortex
(panel cvii), whichwill consequently rotate through 90� before the extrusion of the second polar body.
GV¼ germinal vesicle (panels bi, ci and di); GVBD¼ germinal vesicle breakdown (panels bii, cii
and dii); A¼ anterior; P¼ posterior; D¼ dorsal; V¼ ventral; AP¼ animal pole; VP¼ vegetal pole
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Similarly, the molecular mechanisms used for asymmetric positioning of chromo-

somes within the oocyte are also quite diverse.

11.2 Molecular mechanisms employed in asymmetric
positioning of chromosomes within the oocyte

While extensive studies exist on the control of nuclear positioning in interphasic

somatic cells, for example migrating neurons, and on spindle positioning in mitotic

cells, not much is known about the control of chromosome positioning during meiosis.

11.2.1 Asymmetric GV positioning

The molecular mechanisms controlling asymmetric GV positioning have been mostly

studied in flies. In Drosophila, the anterior–posterior axis is established during

oogenesis, when the oocyte becomes polarized concomitantly with the acquisition of

its fate. This polarization also leads to the asymmetric movement of the nucleus of the

oocyte, which defines the dorsal side of the egg chamber as well as dorsoventral

patterning of the embryo. Oocyte polarity arises from reciprocal signalling between the

oocyte and surrounding follicle cells. The asymmetric positioning of the GV in

Drosophila oocytes first requires the movement of the nucleus from a central position

at the posterior pole to an asymmetric position at the anterior cortex, and also anchoring

of the oocyte nucleus to the cortex, to prevent its drifting away.

In the case of somatic cells, these two processes are controlled by a combination of

forces from microtubule- and actin-based networks. Directed nuclear movements

depend on interactions between microtubules and cortical dynactin, via the minus-

end-directed motor, dynein. Dynactin is a multisubunit complex that is required for

most, if not all, types of cytoplasmic dynein activity in eukaryotes. Dynactin binds

dynein directly and allows the motor to walk on the microtubule lattice over long

distances. The dynactin complex contains 11 different polypeptide subunits, some of

which are present in more than one copy per complex. Dynactin’s largest subunit,

p150Glued, plays an essential role, since it binds to the dynein motor (Gill et al., 1991;

Holzbaur et al., 1991; Vaughan and Vallee, 1995). The dynactin complex also contains

the p50 dynamitin (Dmn), which constitutes the link between dynactin’s two functional

domains, the motor-binding domain on one side and the cargo-binding one on the other

side (Gammie et al., 1995; Echeverri et al., 1996; Waterman-Storer and Holzbaur,

1996). The protein Lisencephaly-1 (Lis-1) binds both p150Glued and dynein heavy

chain, thus linking the dynactin and dynein complexes (Xiang et al., 1995; Swan,

Nguyen and Suter, 1999). Furthermore, Lis-1 links dynein to its cargo and enhances its

processivity. Evidence from different studies suggests that the same machinery,

involving interactions between plus ends of microtubules emanating from MTOCs

(microtubule organizing centres) and cortical dynein/dynactin complexes, is also

required for oocyte nuclear movements in Drosophila. First, microtubule depolymeri-

zation experiments have shown that a correct organization of the microtubule lattice is

essential for nuclear migration in the oocyte (Januschke et al., 2006; Theurkauf and
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Hawley, 1992;Theurkauf et al., 1993). Second, specific over-expression of dynamitin in

the oocyte, which in mammals causes dynactin to dissociate from dynein and results in

the inhibition of dynein-mediated movements, causes nuclear mislocalization (Ja-

nuschke et al., 2002). Third, hypomorphic alleles of DLis-1 and of the kinesin heavy

chain of Kinesin I have no influence on the complex organization of microtubules in the

oocyte but affect nuclear positioning (Liu, Xie and Steward, 1999; Swan, Nguyen and

Suter, 1999; Lei andWarrior, 2000; Januschke et al., 2002). As a consequence of these

defects in nucleus positioning, the distribution ofmaternal transcript is altered, resulting

in defects in embryo polarity.

In starfish oocytes, the premeiotic aster, organized from a hugeMTOC, is required to

maintain the GVat the cortex (Miyazaki, Kamitsubo and Nemoto, 2000). However, in

Drosophila, nuclear anchoring to the plasma membrane of the oocyte seems mainly to

involve actin-based networks. The first evidence that asymmetric positioning of the

Drosophila oocyte nucleus required, first, its migration and, second, its anchoring came

from the analysis of germline clone mutants for a bZIP transcription factor, product of

the gene Cap ‘n’ Collar: in these mutant cells, oocyte nuclear migration took place but,

probably due to a lack of anchoring, the nucleus drifted away from its position (Guichet,

Peri and Roth, 2001). Studies performed both in C. elegans and Drosophila have

identified a protein complex, termed the LINC (linkers of nucleoskeleton and cytoskel-

eton) complex, which is responsible for nuclear anchoring to the cytoskeleton (for a

review see Crisp et al., 2006; Crisp and Burke, 2008). This complex consists of huge

KASH (Klarsicht, Anc-1, Syne homology) domain-containing proteins spanning the

outer nuclear membrane, which interact, in the lumen of the nuclear envelope, with

proteins of the SUN family (for Sad1, Unc-84) and with F-actin or microtubules in the

cytoplasm (for a review see Starr and Han, 2003; Worman and Gundersen, 2006).

Proteins of the SUN family dimerize, are embedded in the inner nuclear membrane and

interact with Lamins inside the nucleus. Mutants of Anc-1, an extremely large type II

membrane protein containing an actin-binding domain, show floating nuclei in syncytial

hypodermal and gut cells ofC. elegans. AnAnc-1-related protein, MSP-300, seems also

to be essential for nuclear anchoring in theDrosophila oocyte for the following reasons:

first, MSP-300 localizes at nuclear envelopes of nurse cells and the oocyte; and second,

egg chambers carrying a hypomorphic allele of msp-300 contain oocyte nuclei that are

mislocalized to the posterior region of the oocyte (Yu et al., 2006). Therefore, one can

imagine that positioning of the GV in large cells such as oocytes involves similar

mechanisms to those required for placing the nucleus in somatic cells.

11.2.2 Asymmetric positioning of condensed chromosomes after GVBD

Movement and orientation of mitotic spindles occurs through astral microtubules,

emanating from spindle poles (for a review see G€onczy, 2002). In certain organisms,

such as some annelids (Lutz, Hamaguchi and Inou�e, 1988), some molluscs (Palazzo

et al., 1992) and starfish (Zhang et al., 2004), meiotic spindles contain true centrosomes

with centrioles from which astral microtubules emanate. In these species, meiotic

spindle positioning may occur in much the same way as in mitotic animal cells.

However, female meiotic spindles in human (Sathananthan, 1997), mice (Sz€oll€osi,
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Calarco and Donahue, 1972), Drosophila (Theurkauf and Hawley, 1992) and worms

(Albertson and Thomson, 1993) do not have centrioles and their associated astral

microtubules. Worms and mice use different mechanisms for positioning the first

meiotic spindle to the cortex: the process is microtubule-dependent in C. elegans or

mostly F-actin-dependent in mice.

A microtubule-dependent movement of the first meiotic spindle to the cortex

In C. elegans oocytes, the meiosis I spindle assembles several microns away from the

cortex and migrates towards the cortex in an F-actin-independent but microtubule-

dependent manner (Yang, Mcnally and Mcnally, 2003). It has also been shown that the

ATP-dependent microtubule-severing enzyme MEI-1/katanin, a heterodimer (see

Chapter 10 for more details on katanin), is required for this translocation to the cortex

to occur (Yang, Mcnally and Mcnally, 2003). In addition, using an RNA interference

(RNAi)-based screen, Yang,Mains andMcnally (2005) identified a complex of proteins

containing the kinesin-1 heavy chain orthologue, UNC-116, the kinesin light chain

orthologues, KLC-1 and -2, and a novel cargo adaptor, KCA-1, necessary for the

translocation of the meiosis I spindle. The translocation of the meiotic spindle to the

cortex via thismotor complexmight be either direct or indirect, as a result of controlling

microtubule organization.

Once the meiosis I spindle reaches the cortex, it rotates prior to polar body extrusion.

In C. elegans, meiotic spindle rotation depends on a Lin-5/ASPM-1/Calmodulin-1

complex (van der Voet et al., 2009). In cells with canonical centrosomes, spindle

movements are ensured by pulling of astral microtubules via the dynein microtubule

motor. Dynein interacts on one sidewith theminus-end ofmicrotubules and on the other

side with the Lin-5/GPR-1/2/Ga complex hooked to the cell cortex (Gotta et al., 2003;

Couwenbergs et al., 2007; Nguyen-Ngoc, Afshar andG€onczy, 2007). It has been shown
recently that meiotic spindle rotation, which depends on interactions between meiotic

spindle microtubules and ameshwork of cortical microtubules, involves a Lin5/ASPM-

1/Calmodulin-1 complex but not a Lin-5/GPR-1/2/Ga complex (van der Voet

et al., 2009).

An actin-dependent movement of the first meiotic spindle to the cortex

Spindle migration to the cortex in ascidian and mouse oocytes depends mainly on

actin filaments. Oocytes treated during chromosome migration with nocodazole, a

microtubule-depolymerizing agent, harbour chromosomes that can still migrate to the

cortex. On the other hand, oocytes treated with cytochalasin D, an agent that induces

F-actin depolymerization, display chromosomes that remain centrally located (Longo

and Chen, 1985; Verlhac et al., 2000; Prodon, Chenevert and Sardet, 2006). F-actin

dynamics are required for chromosome positioning to the cortex in mouse oocytes,

since treatment with jasplakinolide, which induces microfilament polymerization and

stabilization, also prevents their movement to the cortex (Terada, Simerly and Schatten,

2000; Li et al., 2008). Inmouse oocytes, the spindlemigrates along its long axis towards
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the nearest cortex late in meiosis I (from three to five hours after meiosis resumption,

depending on the strain) and attaches to it. By displacing the meiotic spindle using a

micro-glass needle, Schuh and Ellenberg (2008) have shown elegantly that indeed it is

always the pole nearest to the cortex which takes the lead for the direction of spindle

migration. There is no predetermined site in the cortex able to attract the spindle

(Verlhac et al., 2000). Furthermore, in these oocytes, the activation of the Mos/MAPK

pathway is required for spindle migration to the cortex; however, the targets of this

pathway remain largely unknown (Verlhac et al., 2000).

On the other hand, spindle migration in mouse oocytes has been shown to depend

unambiguously on Formin-2 nucleated actin microfilaments (Leader et al., 2002;

Dumont et al., 2007a). Actin filaments are helical polarized polymers with a fast-

growing ‘barbed’ plus end and a slow-growing ‘pointed’minus end. New actin subunits

are added to the barbed ends at approximately 10 times the rate of addition to the pointed

ends (for an extensive review, see Renault, Bugyi and Carlier, 2008). Eukaryotic cells

require de novo nucleation of F-actin from a large pool of monomeric actin in order to

elicit spatial and temporal remodelling of their actin cytoskeleton. The nucleation is a

rate-limiting step for actin filament polymerization. There are five classes of de novo

actin nucleators: Formins, the Arp2/3 complex, Spire, Cordon Bleu and Leiomodin (for

a review, see Liu et al., 2008). Some very recently discovered nucleators are apparently

tissue specific, for example Cordon Bleu and Leiomodin in the nervous system and

muscle cells respectively (Ahuja et al., 2007; Chereau et al., 2008). Among the actin

nucleators, the Arp2/3 complex binds to the side of pre-existing microfilaments

initiating a branchbymimicking a newpointed end (Mullins,Heuser andPollard, 1998).

The protein Spire, which contains WASP homology (WH2) domain, nucleates straight

F-actin and also binds to the pointed ends of filaments (Quinlan et al., 2005). Formins

constitute another class of F-actin nucleators, which function as processive assembly

motors that remain bound to growing barbed ends (Romero et al., 2004; Renault, Bugyi

and Carlier, 2008). They are highly conserved proteins, expressed in most organisms

and are usually characterized by the presence of three Formin homology (FH1, FH2,

FH3) domains (for reviews see Faix and Grosse, 2006; Renault, Bugyi and Carlier,

2008). The FH1 domain binds profilin and the FH2 domain binds actin (Romero

et al., 2004). Unlike the Arp2/3 complex and Spire, Formins bind to the barbed end of

actin filaments, protecting them from capping proteins. As a result, Formins induce the

generation of relatively long straight actin filaments (for a review see Kovar and

Pollard, 2004). There are two classes of Formins: proteins of the Diaphanous family,

characterized by the presence of a Rho-GTPase binding domain and proteins of the

Cappucino family, which lack this domain (for reviews see Evangelista, Zigmond and

Boone, 2003; Liu et al., 2008). The Formin-2 gene encodes a large protein containing

both FH1 and FH2 domains but no obvious FH3 domain. In themouse, it is expressed in

the central nervous system and in oocytes (Leader and Leder, 2000). Oocytes from

Formin-2-deficient mice present chromosomes which remain centrally located, do not

extrude polar bodies and, when fertilized, lead to aneuploid embryos (Leader

et al., 2002). Live video-microscopy experiments showed that Fmn2�/� oocytes

undergo anaphase I without cytokinesis (Dumont et al., 2007a). Recently, using an

F-actin-specific probe and live confocal microscopy, it was shown that Formin-2

organizes a highly dynamic F-actin cytoplasmic meshwork, essential for spindle

11.2 MOLECULAR MECHANISMS EMPLOYED IN ASYMMETRIC POSITIONING OF CHROMOSOMES 297



migration (Azoury et al., 2008, Azoury, Verlhac and Dumont, 2009; Schuh and

Ellenberg, 2008). This F-actin meshwork connects the chromosomes and the spindle

at GVBD and in late meiosis I; it organizes around the division spindle into a spindle-

like structure connected to the cortex via straight actin filaments (Figure 11.2a and b).

By FRAP (fluorescence recovery after photobleaching) analysis, it was also shown that

the dynamics of this meshwork are regulated in time and space during meiotic

maturation (Azoury et al., 2008). It has been shown that Drosophila oocytes also

present an F-actin meshwork required for oocyte polarization (Dahlgaard et al., 2007).

Indeed, oocytes from mutant flies of Spire, Cappucino or profilin show the same

phenotype as oocytes treated with cytochalasin D: defaults in cortical microtubule

organization resulting in early cytoplasmic streaming and loss of oocyte polarity

(Manseau and Sch€upbach, 1989; Cooley and Theurkauf, 1994; Theurkauf, 1994;

Figure 11.2 A dynamic Formin-2-nucleated F-actin meshwork is essential for spindle migration.
(a) In wild-type mouse oocytes, a dynamic F-actin meshwork becomes organized around the division
spindle during meiosis I into a spindle-like F-actin structure. In late meiosis I, this actin spindle is
connected to the cortex via straight actin filaments. Myosin II is activated at the spindle poles and
provides the pulling forces (black arrows) for the F-actin to relocate the spindle. Due to the slightly
off-centring of the spindle in the oocyte, one of the spindle poles is closer to the cortex. Hence, the
pulling force at this pole is more efficient and this results in the migration of the spindle in the
direction of the nearest cortex. At anaphase, a global change of both cortical and cytoplasmic F-actin
may ensure pushing (black arrowheads) of the spindle into the extruding polar body. (b) In oocytes
from Formin-2�/� (Fmn2�/�) mouse, the F-actin meshwork and the spindle-like F-actin structure are
absent, correlating with the failure of spindlemigration. Even though chromosome segregation occurs,
the chromosomes remain in the centre of the oocyte. The grey solid lines represent F-actin. The
subcortical F-actin layer is in light gray. The grey ellipses are chromosomes. The black circles represent
active phospho-myosin II. BDþ 8 corresponds to eight hours after germinal vesicle breakdown
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Manseau, Calley and Phan, 1996;Wellington et al., 1999; Rosales-Nieves et al., 2006).

Indeed, in wild-type oocytes, vigorous ooplasmic streaming is associated with rapid

growth during stages 10b to 13 and is never observed prior to this stage. Although the

ooplasmic streaming in Drosophila oocytes is microtubule based, actin assembly is

required for its timing. A premature streaming interferes with transport mechanisms

that are required for the localization of early polarity markers, resulting in disruption of

dorsal–ventral and anterior–posterior body axes (Manseau and Sch€upbach, 1989;
Theurkauf, 1994). Oocytes from Spire mutant can be rescued by expression of

constitutively active fragments of Cappucino, provided profilin is present (Dahlgaard

et al., 2007).By contrast, a constitutively activemutant of Spire,which rescues the Spire

phenotype, cannot rescue the Cappucino mutant phenotype. This cooperation between

two actin nucleators, Spire and Formin, for the formation of a cytoplasmic actin

meshwork has so far only been described in Drosophila oocytes and it remains to be

determined whether mouse oocytes also require (i) such an interaction in order to

organize cytoplasmic F-actin and (ii) ooplasmic streaming to position the spindle.

Nonetheless, in mouse oocytes, the movement of the spindle to the cortex seems to

depend on the activity of myosin II, since blocking Myosin IIA activity, via antibody

injection or via the use of a Myosin Light Chain kinase inhibitor, prevents spindle

migration to the cortex (Simerly et al., 1998; Schuh and Ellenberg, 2008). Furthermore,

active phospho-Myosin II is mislocalized in Formin-2-knockout oocytes (Dumont

et al., 2007a; Schuh and Ellenberg, 2008). Also it has been shown that active phospho-

Myosin II accumulates at both poles of themeiotic spindle (Schuh andEllenberg, 2008).

Active Myosin II at the poles would pull the spindle towards the cortex (Figure 11.2a).

Myosin II multimers associated with actin filaments can generate contractility by

antiparallel sliding of F-actin. Therefore, published work supports the idea that

movement of the first meiotic spindle to the cortex in mouse oocytes could potentially

rely on a dynamic contractile actomyosin meshwork, similar to the case of starfish

oocytes, where chromosome congression depends on the presence of a contractile

meshwork of F-actin (Lenart et al., 2005).

11.2.3 After migration, anchoring of the meiotic apparatus

The distinction betweenmigration and anchoring has not always beenmade clearly and,

in some cases, the two processes may actually depend on the same molecules. Yet, it is

essential that either the GV or the meiotic spindle remain anchored to the cortex to

ensure the asymmetry of the meiotic divisions. F-actin is required for meiotic spindle

rotation in Xenopus and mouse (Maro et al., 1984; Gard, Cha and Roeder, 1995; Zhu

et al., 2003; Sun and Schatten, 2006). In Xenopus oocytes, an unconventional myosin,

Myo X, which contains a MyTH4 domain that is present in an Arabidopsis kinesin and

has been shown to bind microtubules (Narasimhulu and Reddy, 1998), localizes on the

meiotic spindle, concentrates in the region where the spindle contacts the cortex and

overlaps with some actin microfilaments (Weber et al., 2004). Importantly, injection of

dominant-negative MyoX tail or of anti-MyoX antibodies disturbs both spindle

assembly and nuclear anchoring, suggesting that this actin-based motor serves to link

microtubules and cortical F-actin. Drosophila oocytes also use microtubules to anchor
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their meiotic spindles to the cortex. Indeed, feeding Drosophila females with colchi-

cine, a microtubule-depolymerizing drug, induces defects in meiotic spindle position-

ing: spindles form deep in the cytoplasm and become oriented differently towards the

cortical surface. In these oocytes, a microtubule motor of the Kif-13 family, KLP10A,

also localizes at meiotic spindle poles and is required for spindle anchoring to the cortex

(Zou et al., 2008). It remains to be determined whether KLP10A acts in Drosophila

spindle positioning via its motor function or via its role in the regulation of microtubule

dynamics. Drosophila KLP10A may exert a similar function in spindle positioning as

MEI1/katanin in C. elegans oocytes (Yang, Mcnally and Mcnally, 2003).

Although the biological significance of these observations has yet to be established, it

appears that perturbation of golgi-based membrane fusion and/or vesicular traffic

perturbs either positioning or anchoring of meiotic spindle to the cortex of mouse

oocytes. Indeed the use of Brefeldin A, BFA (Wang et al., 2008) or the injection of a

dominant negative form of ARF1 (ADP-ribosylation factor 1) induces cleavage of

mouse oocytes both in meiosis I and II (Wang et al., 2009). The link between the effect

of BFA, the over-expression of the dominant negative form of ARF1 and their potential

physiological targets is still to be uncovered.

Nevertheless, in mouse oocytes, the cortical differentiated area which forms above

chromosomes (see Section 11.3) seems to be involved in the anchoring of bothmeiosis I

and II spindles. Indeed, this area is connected to the spindle both at the end of meiosis I

and in meiosis II via actin microfilaments (Azoury et al., 2008) and, as we will develop

below, active G-proteins, which accumulate in this region, are required for spindle

anchoring (Halet and Carroll, 2007).

11.3 Cortical differentiation leading to polar body extrusion

11.3.1 Peculiarities of cytokinesis during meiotic divisions

Polar body extrusion (PBE) is the final step in asymmetric meiotic division. Similar to

cytokinesis, it involves the pinching of the cytoplasm into two daughter cells (a large

oocyte and a small polar body).Once the spindle hasmigrated to the cortex, the oocyte is

ready to divide asymmetrically. In mitotic cells, it is generally accepted that micro-

tubules (either astral or midzone) determine the position of the cleavage plane, midway

between the poles of the mitotic spindle (Straight and Field, 2000; Murata-Hori and

Wang, 2002; Alsop and Zhang, 2003). Micromanipulation studies in marine inverte-

brate embryos suggest that astralmicrotubules play an important role in determining the

positioning of the cleavage furrow (Rappaport, 1961). In a now classical ‘torus’

experiment with sand dollar eggs, related in many cell biology textbooks, Rappaport

demonstrated that the cleavage furrow could be induced to form between two adjacent

asters that are not linked by a spindle/chromosomes. He showed that themitotic spindle

of the egg could be displaced to one side of the cell by a glass bead. As a result, a

cleavage furrow formed only on one side, and this resulted in a binucleate ‘doughnut-

shaped’ egg. During the second cell-division cycle, both nuclei enter mitosis. Thus,

cleavage furrows form not only between centrosomes linked by mitotic spindles, but

also between adjacent centrosomes, not linked bymitotic spindles/chromosomes. It was
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therefore suggested that the astral microtubules are required for determining the site of

cleavage. Although the asters seem to be sufficient to induce cleavage furrows in most

animal cells, experiments performed in cultured cells have suggested that the midzone

microtubules play a crucial role in cleavage plan specification (Cao and Wang, 1996;

Eckley et al., 1997; Rieder et al., 1997; Dechant and Glotzer, 2003). In tissue culture

cells, the asters are typically small, whereas the midzone spindle is relatively large. In

addition, the presence of the asters is not sufficient to induce cleavage furrows in

cultured cells. In such cells, the midzone microtubules arise from elongation and

reorganization of the mitotic spindle during anaphase and telophase (Jantsch-Plunger

et al., 2000). These interdigitated microtubules undergo excessive bundling that results

in formation of the central spindle (Dechant and Glotzer, 2003). The presence of

midzone microtubules has been shown to correlate with induction of the cleavage

furrow in cultured epithelial cells (Wheatley and Wang, 1996). Thus, whereas one

of these populations (i.e. the astral and midzone microtubules) may be essential

for cytokinesis in one system, theymay be partially or even fully dispensible in another

(for a review, see Glotzer, 1997). The mechanism actually employed to specify the

division planemay vary from system to system in response to cell geometry and volume,

and may also be related to the location of the mitotic spindle within the dividing cell. In

some cases, both midzone and astral microtubules are involved in positioning the

cleavage furrow (Murata-Hori and Wang, 2002).

It must be emphasized that meiotic divisions represent a very peculiar mode of

cytokinesis, since meiotic spindles in most species are typically anastral, and because

the spindle midzone forms deep in the cytoplasm away from the site of the future

cleavage plane. Therefore, neither astral nor midzone microtubules are responsible for

positioning the site of the polar body. We shall describe below the specific mechanisms

that ensure polar body extrusion during meiosis.

11.3.2 Extruding the polar body

Role of chromatin in cortical differentiation

It has been known for a long time that chromatin plays an important role in defining the

site of PBE (Maro et al., 1986). In immature mouse oocytes, the cortex of oocytes

appears to be structurally homogeneous. Concomitant with the migration of the first

meiotic spindle towards the cortex, the cortical region above the spindle becomes

gradually polarized (Figure 11.3a; Verlhac et al., 2000). In many species (such as

starfish,Xenopus andmouse), this polarization involves the formation of an area devoid

ofmicrovilli and an actin-enriched cap (Longo andChen, 1985;Maro et al., 1986; Heil-

Chapdelaine and Otto, 1996; Ma et al., 2006; Sun and Schatten, 2006; Hamaguchi,

Numata andKSatoh, 2007). Treatment ofmouse oocytes arrested inmetaphase II (MII)

with nocadazole results in chromosome dispersal. A cortical differentiated zone

overlying each clump of chromosomes is induced under these conditions (Longo and

Chen, 1985; Maro et al., 1986; Azoury, Verlhac and Dumont, 2009). Consistent with

this observation, by injecting DNA-coated beads into MII mouse oocytes, Deng

et al. (2007) showed that this cortical differentiation is induced by chromatin and that
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the size of the actin cap is directly proportional to the amount of DNA injected

(Figure 11.3b). The actin cap polarization usually coincides with the site of polar body

extrusion both in meiosis I and II. The actin cap is believed to restrict the progression of

the cleavage furrow to the differentiated area overlying the chromosomes. Such a

mechanismmight ensure aminimal size for the polar body: big enough to enclose all the

chromosomes yet small enough to ensure that a sufficient amount of cytoplasm is

retained in the oocyte. In addition to the actin cap, in pig and mouse oocytes, cortical

granules are excluded from this region as well (cortical granule-free domain; Kim

et al., 1996; Deng et al., 2003). It has been shown that sperm is less likely to penetrate

Figure 11.3 Formation of the actin cap and its signalling molecules. (a) In the mouse, as the first
meiotic spindlemigrates to the cortex, an actin-enriched cap progressively forms in the cortical region
above the spindle (panels i–iii). This actin-enriched cap coincides with the localization of PAR-6 and
active Rac1, while PAR-3 is localized in the inner region of the actin cap (panel iii0). (b) Mouse oocytes
injected with DNA-coated beads form a cortical actin cap (panel i). Oocytes co-injected with DNA-
coated beads and a Ran mutant fail to form the actin-enriched region in the cortex (panel ii). (c) In
Xenopus, Cdc42 colocalizes with the actin cap in the cortex (panel i). This Cdc42 zone is circumscribed
by a RhoA contractile ring (panel ii). The activated Cdc42 may facilitate the out-pocketing of the
plasma membrane during polar body extrusion, while the RhoA ring plays a role in restricting Cdc42
(panel ii). Interplay between Cdc42 and RhoA facilitates the out-pocketing and pinching of the plasma
membrane required during polar body extrusion. Solid black lines represent F-actin. Grey ellipses are
chromosomes. Black circles represent DNA-coated beads. Dotted grey lines are spindles
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this region during fertilization, thereby minimizing the potential damage to the spindle

and the possibility of extruding chromosomes of the sperm into the second polar body

(Nicosia, Wolf and Inoue, 1977; Wilson and Snell, 1998).

Role of RanGTP in inducing cortical differentiation

Althoughthe influenceofchromosomesonthecortexhasbeenobservedfora longtime, it

is only very recently that a factor that may be responsible for this activity has been

proposed. Indeed, it has been shown that chromatin can induce the nucleation of

microtubules via the activity of the small RanGTPase (for reviews see Gruss and

Vernos, 2004; Zheng, 2004). Like all GTPases, the activation of Ran is favoured by

its guanine nucleotide exchange factor (GEF), and its inactivation is catalyzed by

GTPase-activatingproteins (GAPs).TheGEFofRan,RCC1, localizesonchromosomes,

whereas RanGAPs are found in the cytosol. Since opposing activities are spatially

segregated, a gradient of RanGTP is produced, with higher RanGTP levels near

chromatin and lower RanGTP concentrations further away from the chromosomes

(Kalab, Weis and Heald, 2002; Caudron et al., 2005; Kalab et al., 2006). A broad

RanGTP gradient centred on chromosomes is also present at all steps of meiotic

maturationinmouseoocytes(Dumontetal.,2007b).This localaccumulationofRanGTP

followschromosomemigration towards the cortex, providinga spatial indicationof their

position within the cell (Dumont et al., 2007b). Furthermore, the co-injection of DNA-

coated beads together with active/inactivemutants of the RanGTPase abolishes cortical

differentiation normally induced by the beads (Figure 11.3b; Deng et al., 2007). Taken

together, these two sets of data suggest that the RanGTP gradient mediates the

polarization of the cortex overlying the chromosomes (for a review see Verlhac and

Dumont, 2008). Consistent with the idea that the cortical differentiated area defines the

region where polar bodies are extruded and, as a consequence, where the progression of

the cleavage furrow will be restricted, it was shown that parthenogenetic activation of

metaphase II-arrested oocytes expressing a dominant-negative form of Ran cleave

symmetrically instead of extruding the second polar body (Dumont et al., 2007b). The

effectors of RanGTP in the cortex are as yet unknown.

Role of Rac1, Cdc42 and RhoA in the formation of a cortical differentiated area

Recent works have shown that small GTPases are involved in defining the extent of the

cortical differentiated area. In mouse oocytes, activated Rac1, in its GTP-bound form,

covers thewhole cortex in immature oocytes and is progressively restricted to the cortex

above chromosomes at the end of meiosis I (Figure 11.3a; Halet and Carroll, 2007).

Inhibition of Rac1 activity, using a dominant-negative Rac1 mutant, disturbs spindle

organization and prevents spindle anchoring to the cortex in meiosis II. It is still not

really clear whether local activation of Rac1 is important for the function of the cortical

differentiated area in the process of PBE. In Xenopus oocytes, an interplay between

Cdc42 and RhoA is involved in defining the extent of the region of the cortex that will

bud-off and deliver one set of chromosomes in the polar body (Ma et al., 2006; Zhang
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et al., 2008). At anaphase, activation of Cdc42 in the region of the cortex above the

contacting spindle polewould be essential for the formation of dynamicmicrofilaments

allowing the out-pocketing of the plasma membrane (Figure 11.3ci). This region is

circumscribed by a RhoA contractile ring in order to restrain the out-pocketing to the

region above the spindle (Figure 11.3cii; Zhang et al., 2008). It has been shown that the

localized activity of Cdc42 restricts the activation of RhoA to the contractile ring.

Moreover, RhoA exerts a positive feedback action on local Cdc42 activation. RhoA

would act much as it does in somatic cells undergoing cytokinesis: by locally allowing

Myosin II activation and by recruiting stable F-actin.

In turn, Cdc42 or Rac1 may regulate the activity of PAR (partitioning defective)

proteins. The PARproteins have been shown to control cortical polarity and asymmetric

divisions in various model systems. The par genes were first identified in C. elegans by

genetic screens aimed at identifying genes required for the first asymmetric division of

the zygote (Kemphues et al., 1988;Watts et al., 1996). Two of these genes encode PDZ

domain-containing proteins, PAR-3 and PAR-6, which interact with a Ser/Thr atypical

protein kinase (aPKC) and constitute the PAR complex (Joberty et al., 2000; Lin

et al., 2000). The kinase activity of aPKC is required to form a functional PAR complex

and this kinase also participates in the phosphorylation of key effectors of cell polarity

(for an extensive review seeGoldstein andMacara, 2008). It has been shown inXenopus

that both aPKC and PAR-3 localize uniformly on the oocyte cortex in immature oocytes

and colocalize to the animal cortex after meiosis resumption (Nakaya et al., 2000).

Similarly, in mouse oocytes, PAR-3 and one isoform of PAR-6 accumulate in the cortical

differentiated area (Figure 11.3aiii and iii; Duncan et al., 2005; Vinot et al., 2004). In

addition, PARproteins could alsopotentially link spindlemigration to extrusionof the polar

body, since in mouse meiosis I, one isoform of PAR-6, mPAR-6a, localizes on the first

meiotic spindle and accumulates at the pole of the spindlewhich is closest to the cortex, and

another isoform of PAR-6, mPAR-6b, is found on spindlemicrotubules untilMII entry and

then is relocated in the cortical differentiated area during MII arrest (Vinot et al., 2004).

We still need to figure out what signals trigger local activation of Cdc42 and Rac1 in

Xenopus and mouse oocytes respectively. One potential candidate is the RanGTP

activity transported by chromosomes reaching the cortex at the end of spindlemigration

in meiosis I mouse oocytes (Deng et al., 2007; Dumont et al., 2007b). In many models,

the activity of the PAR complex is regulated by Cdc42 (Yamanaka et al., 2001; Iden and

Collard, 2008). The inhibition of Cdc42 activity inmouse oocytes perturbs the first PBE

(Na andZernicka-Goetz, 2006).AlthoughCdc42,Rac1 and the PARproteins are known

to interact in many model systems (for a review see Iden and Collard, 2008), the

potential link betweenCdc42, Rac1 and PARproteins has not been directly addressed in

the process of cortical differentiation. Nonetheless it is somewhat puzzling that active

Rac1 and PARs localize in the same region of the mouse oocyte.

11.4 Conclusion

Observations from different model systems demonstrate the diversity of processes that

mediate the asymmetry of meiotic divisions in oocytes: from the control of GV

positioning to the control of polar body extrusion. In this chapter, we have emphasized
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mainly the role of the cytoskeleton and smallGTPases in these processes.A great deal of

work still needs to be done in order to have amore complete picture of how the networks

of microtubules and microfilaments are coordinated both temporally and spatially for

the progression of these peculiar meiotic divisions.
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Section VI
Biological clocks regulating
meiotic divisions





12
The control of the
metaphase-to-anaphase
transition in meiosis I

M. Emilie Terret

Molecular Biology Program, Memorial Sloan-Kettering Cancer Center, New York, NY 10021, USA

12.1 Control of the metaphase-to-anaphase transition
in mitosis

12.1.1 General view of the spindle assembly checkpoint (SAC)

During S phase, a single round ofDNA replication produces two identical DNAcopies

(the sister chromatids), which undergo segregation during mitosis, leading to two

identical daughter cells. Sister chromatids are generated and held together during

S phase. This cohesion is mediated by a highly conserved protein complex called

cohesin,which comprises four subunits: Smc1, Smc3, Scc3 and Scc1 (Uhlmann, 2004;

Huang, Milutinovich and Koshland, 2005; Nasmyth, 2005). Sister chromatids attach

to spindle microtubules via structures assembled on their centromeric DNA called

kinetochores (Fukagawa, 2008). Cohesion is essential to create tension between the

sister chromatids in order to bi-orient them to the opposite poles of the spindle, a

configuration referred to as amphitelic attachment, necessary for accurate segregation

of the genome. The spindle assembly checkpoint (SAC) ensures that all sister

chromatids have become amphitelically attached. Once this occurs, anaphase can

begin. If not, the SAC prevents a ubiquitin ligase called the anaphase-promoting

complex/cyclosome (APC/C) from ubiquitinating proteins whose degradation is

required for anaphase onset and mitotic exit (Peters, 2006). Substrates ubiquitinated

by theAPC/C are recognized and degraded by the 26S proteasome (Castro et al., 2005;

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
� 2010 John Wiley & Sons, Ltd



Musacchio and Salmon, 2007). In consequence, anaphase is delayed to allow the

attachment or the correction of aberrant attachments of the sister chromatids.

12.1.2 The anaphase-promoting complex/cyclosome (APC/C)

Ubiquitination reactions require three types of enzyme, named E1, E2 and E3. The

APC/C has an E3 ubiquitin ligase activity: it assembles polyubiquitin chains on lysine

residues of substrate proteins. It is a protein complex composed of at least a dozen

subunits. It can only ubiquitinate substrates with the help of three cofactors: an E1

ubiquitin-activating enzyme, an E2 ubiquitin-conjugating enzyme and a coactivator

protein. All of these coactivators are characterized by the presence of specific

sequences, known as the C-box (Schwab et al., 2001) and the IR-tail (Passmore

et al., 2003; Vodermaier et al., 2003), that mediate their binding to the APC/C. They

also all contain a C-terminalWD40 domain that is predicted to fold into a propeller-like

structure, and that is believed to recognizeAPC/C substrates by interactingwith specific

recognition elements in these substrates (Kraft et al., 2005), called D-boxes (Glotzer,

Murray and Kirschner, 1991) and KEN-boxes (Pfleger and Kirschner, 2000). An A-box

is also required for Aurora A destruction by APC/Cdh1 during mitotic exit (Littlepage

and Ruderman, 2002).

The main coactivators of APC/C are Cdc20 and Cdh1. They associate with APC/C

transiently, in a tightly regulated manner. Cdc20 can only associate efficiently with

APC/C inmitosis once several subunits of APC/C have been phosphorylated bymitotic

kinases such as the M phase-promoting factor (MPF) and polo-like kinase-1 (PLK1)

(Shteinberg et al., 1999; Kramer et al., 2000; Rudner and Murray, 2000; Golan,

Yudkovsky and Hershko, 2002; Kraft et al., 2003). By contrast, Cdh1 is prevented

fromefficient interactionwith theAPC/C as long asCdh1 is phosphorylated by different

Cdks during the S and G2 phases and in the early stages of mitosis (Zachariae

et al., 1998; Jaspersen, Charles and Morgan, 1999; Blanco et al., 2000; Kramer

et al., 2000; Yamaguchi, Okayama and Nurse, 2000). As a result, APC/C–Cdc20 is

active early in mitosis. Cdh1 can only activate the APC/C once APC/C–Cdc20 has

decreased MPF activity by initiating cyclin B destruction. In yeast, phosphatases, such

as Cdc14, have been shown to facilitate this transition by dephosphorylating Cdh1

(Visintin et al., 1998). These opposing effects of phosphorylation on APC/C–Cdc20

andAPC/C–Cdh1 result in the switch from high to lowMPF activity which is required

for mitotic exit and subsequent DNA replication. High MPF activity in mitosis leads

to the assembly of APC/C–Cdc20, which initiates cyclin proteolysis and decreases

MPF activity. This drop in MPF activity promotes the formation of APC/C–Cdh1,

which then maintains cyclin instability in G1 and enables a new round of DNA

replication. Cdc20 is a substrate of APC/C–Cdh1 at the end of mitosis (Pfleger and

Kirschner, 2000).

This switch in APC/C coactivators is one way to confer selectivity to substrate

recognition by APC/C. The activity of the APC/C is also regulated via phosphorylation

(inhibitory or activatory), and via inhibitors such as the SAC proteins. A recent study

showed that there are 71 phosphorylation sites on 9 of the APC/C subunits in HeLa cells
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in response to various drug treatments arresting cells in prometaphase (Steen et al.,

2008). Despite the common state of arrest (prometaphase), the various drug treatments

result in differences in the phosphorylation patterns of the APC/C (Steen et al., 2008).

Furthermore, during drug arrest, the phosphorylation state of the APC/C changes,

indicating that the mitotic arrest is not a static condition (Steen et al., 2008). The

phosphorylation of APC/C subunits is initiated at the beginning of mitosis in prophase,

before spindle assembly has started (Kraft et al., 2003). APC/C phosphorylation

promotes binding to Cdc20, so APC/C–Cdc20 is already assembled at this stage.

Indeed, the destruction of several APC/C substrates, such as cyclin A, is initiated as

soon as the nuclear envelope disintegrates at the transition from prophase to prome-

taphase (den Elzen and Pines, 2001; Geley et al., 2001). To avoid the precocious

destruction of key substrates required for the metaphase-to-anaphase transition by

APC/C–Cdc20, the SAC inhibits APC/C–Cdc20 until every chromosome is bi-

oriented. Thus, the SAC can control APC/C–Cdc20 in a substrate-specific manner;

it inhibits the capability of APC/C–Cdc20 to ubiquitinate cyclin B and securin but does

not protect cyclin A from degradation.

12.1.3 APC/C targets

Cyclin B

Entry intomitosis is induced by the activation of theMPF. TheMPF is composed of two

subunits: Cdc2 (or Cdk1), the catalytic subunit, and cyclin B, the regulatory subunit

(Labb�e et al., 1989). At the metaphase-to-anaphase transition, cyclin B is degraded.

This induces a conformational change in Cdc2 that prevents both ATP hydrolysis and

access of protein substrates to the active site, resulting in the complete inactivation of

Cdc2 (Jeffrey et al., 1995). As a result, MPF activity decreases, triggering mitosis exit.

Protein phosphatases then dephosphorylate Cdc2 substrates, an essential prerequisite

for disassembly of the mitotic spindle, chromosome decondensation, reformation of

a nuclear envelope and formation of a cytokinetic furrow (Murray, Solomon and

Kirschner, 1989). Time-lapse microscopy of cyclin B fused to GFP (green fluorescent

protein) in human cells showed that degradation starts when the last chromosome is

aligned on the metaphase plate (Clute and Pines, 1999). Indeed, cyclin B degradation

requires ubiquitination by APC/C–Cdc20 once the SAC is satisfied (Clute and

Pines, 1999). This highly regulated mechanism to degrade cyclin B ensures that mitotic

exit only happens when every chromosome is aligned and the cell is ready to divide

(Figure 12.1).

Securin

Securin is another target of APC/C–Cdc20, important for anaphase onset (Zou et al.,

1999). To allow chromosome segregation, the cohesion that holds sister chromatids

together first has to be dissolved. APC/C–Cdc20 initiates this process by ubiquitinating
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securin, a small protein that functions both as a chaperone and as an inhibitor of the

protease, separase (Figure 12.1). Once activated, separase cleaves the Scc1 subunit

of the cohesins, dissolving cohesion between sister chromatids (Nasmyth, 2001;

Figure 12.1). Sister chromatids are held together by cohesins along all their length

(chromosome arms and centromeres). In vertebrates, the bulk of arm cohesins is

removed during prometaphase by a cleavage-independent mechanism mediated by

polo-like kinase, Aurora B kinase and Wapl (Waizenegger et al., 2000; Alexandru

et al., 2001; Sumara et al., 2002; Gim�enez-Abi�an et al., 2004; Gandhi, Gillespie and

Hirano, 2006; Kueng et al., 2006). However, complete resolution of cohesion, and

hence anaphase onset, is ultimately dependant upon cleavage of Scc1 by separase,

mostly at the centromere (Waizenegger et al., 2000; Hauf, Waizenegger and

Peters, 2001).

Securin has homologues in Schizosaccharomyces pombe (Pds1), Saccharomyces

cerevisiae (Cut2), Drosophila (PIM) and vertebrates (PTTG), but they have almost no

sequence homology, even though their roles are highly conserved. Although securin

destruction is essential for the activation of separase, and securin is an essential gene in

fission yeast and Drosophila (Funabiki, Kumada and Yanagida, 1996; Stratmann and

Lehner, 1996; J€ager et al., 2001), budding yeast, cultured human cells andmice can live

without securin (Yamamoto, Guacci and Koshland, 1996; Jallepalli et al., 2001; Mei,

Huang and Zhang, 2001; Wang, Yu and Melmed, 2001). The implication is that there

must be securin-independent mechanisms that control separase activity. One such

mechanismmight be the phosphorylation of separase, and its subsequent stoichiometric

associationwithMPF,which is sufficient for separase inhibition inXenopus egg extracts

(Stemmann et al., 2001; Gorr, Boos and Stemmann, 2005).

Separase
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Cdc20

APC
SAC

Securin
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Cdc2
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Cyclin B
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transition
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Figure 12.1 Regulation of the metaphase-to-anaphase transition in mitosis. The spindle assembly
checkpoint (SAC) prevents chromosome missegregation and aneuploidy. When all the chromosomes
are aligned and under tension on themetaphase plate of the spindle, APC/C is active and ubiquitinates
securin and cyclin B. Separase becomes active and cleaves the cohesins, allowing sister chromatid
separation between the two daughter cells. MPF activity drops, allowing mitotic exit
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12.1.4 Components of the SAC

Most of the genes that contribute to the SAC signal transduction pathway were first

described in S. cerevisiaemutant screens. Their mutation bypassed the ability of wild-

type S. cerevisiae cells to arrest in mitosis in the presence of spindle poisons. These

genes are theMAD (mitotic-arrest deficient) genesMAD1,MAD2 andMAD3 (BUBR1

in humans), and the BUB (budding uninhibited by benzimidazole) gene, BUB1 (Li and

Murray, 1991;Hoyt, Totis andRoberts, 1991).AnotherBUBgene,BUB3, was identified

later. These genes are conserved in all eukaryotes, and they are collectively involved in

the SAC. They are enriched on unattached kinetochores where checkpoint signalling is

initiated.

Besides the MAD and BUB genes, other SAC components include monopolar

spindle-1 (MPS1; Weiss and Winey, 1996) and Aurora B (Kallio et al., 2002). These

proteins are required respectively to amplify the SAC signal and activate the SAC by

creating unattached kinetochores (Musacchio and Salmon, 2007). Additional proteins

that regulate SAC activity in higher eukaryotes include:

. Constituents of the Rough Deal (Rod), Zeste White 10 (Zw10) and Zwilch (RZZ)

complex (Karess, 2005).

. p31comet (Habu et al., 2002; Xia et al., 2004; Mapelli et al., 2006).

. Several protein kinases including mitogen-activated protein kinase (MAPK), MPF,

NEK2, PLK1 (Musacchio and Salmon, 2007), TAO1 (Draviam et al., 2007) and Prp4

(Montembault et al., 2007).

. Microtubule motors like centromere protein E (CENP-E) (Abrieu et al., 2000; Mao

et al., 2005; Mao, Desai and Cleveland, 2005) and dynein.

. Dynein-associated proteins such as dynactin, cytoplasmic linker protein 170

(CLIP170) and lissencephaly-1 (LIS1) (Howell et al., 2001; Wojcik et al., 2001;

Tai et al., 2002).

12.1.5 Defects detected

During prometaphase, Cdc20 and all SAC proteins concentrate at unattached kine-

tochores (Cleveland, Mao and Sullivan, 2003). This localization is highly dynamic, as

most of SACproteins are removed from the kinetochore after its correct attachmentwith

spindlemicrotubules. This indicates that kinetochores generate the signal for the SAC to

inhibit APC/C–Cdc20. Indeed the SAC detects defects of the spindle, via modifications

of the kinetochores. The kinetochores have to be functional to be able to signal to the

SAC (Rieder et al., 1995; Tavormina and Burke, 1998). The SAC monitors the

interaction between kinetochores and spindle microtubules and can detect two

defects: attachment and tension. This characteristic is conserved between species. In

Drosophila, for example, Bub1mutants can enter anaphase before the attachment of all
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their kinetochores (Waters et al., 1998), and Rod and Zw10mutants can enter anaphase

after attachment of all their kinetochores but before chromosome alignment (Basto,

Gomes and Karess, 2000). Distinguishing the relative contributions of tension and

attachment when manipulating spindles is difficult, as interfering with the creation of

tension probably affects attachment.

The attachment branch of the SAC pathway is obvious, as the SAC inhibits the

metaphase-to-anaphase transition until all chromosomes are bi-oriented on the spindle.

For example, human cells treatedwith poisons depolymerizingmicrotubules (removing

attachment) are able to induce the SAC. Furthermore, all SAC proteins are localized at

unattached kinetochores in mitosis.

The tension branch of the SAC pathway is less obvious but also very important.

Micromanipulation experiments in praying mantid spermatocytes (Li et al., 1997)

showed that the SAC is sensitive to tension at kinetochores. Human cells treated with

poisons able to stabilize microtubules (removing tension at kinetochores, as measured

by interkinetochore distance) are able to induce the SAC, showing that tension is also

sensed by the SAC. Tension could be a way to discriminate against incorrect attach-

ments, as a mono-oriented chromosome (syntelic attachment, or two kinetochores

attached to the same pole) is under less tension than a bi-oriented chromosome. In this

case, microtubule–kinetochore attachment is destabilized to correct the improper

attachment. This destabilization depends on Aurora B (Tanaka et al., 2002; Lampson

et al., 2004; Pinsky andBiggins, 2005). AuroraB is also critical for correctingmerotelic

attachments, which are not sensed by the SAC. Merotelic attachment occurs when one

sister kinetochore attaches to microtubules from opposite poles. Bi-orientation of

chromosomes with merotelic kinetochores produces sufficient occupancy and tension

to turn off SAC activity. As a result, merotelic kinetochores, if left uncorrected, can

produce lagging chromatids and potential chromosome missegregation in anaphase

(Cimini and Degrassi, 2005).

In conclusion, once all the chromosomes are bi-oriented and under tension on the

spindle (the only condition that ensures accurate segregation at anaphase), the SAC

is turned off, APC/C–Cdc20 is active, and can induce the destruction of securin and

cyclin B, triggering anaphase and mitotic exit (Figure 12.1). The SAC hence coordi-

nates chromosome capture, MPF inactivation, and the segregation of sister chromatids,

via its fine spatial and temporal control of APC/C-mediated degradation of cyclin B and

securin. These events need to be spatially and temporally controlled to ensure a proper

partitioning of the genetic material between the two daughter cells (Figure 12.1).

12.2 Control of the metaphase-to-anaphase transition
in meiosis I

During sexual reproduction, two gametes fuse and combine their genomes to form the

next generation. To avoid the doubling in genetic material with every new generation,

genome copy number must be reduced by half before the next round of gametes is

formed. This reduction in copy number to produce haploid gametes is achieved during

meiosis, where two rounds of chromosome segregation occur without an intervening S

phase. The main difference between meiosis and mitosis is the number of chromosome
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separation steps that follow chromosome duplication. In mitosis, one round of

chromosome segregation allows the separation of the sister chromatids (Figure 12.2).

In meiosis, two rounds of chromosome segregation occur without an intervening

S phase (Figures 12.2 and 12.3). The first meiotic division (meiosis I) is reductional:

homologous chromosomes (from mom and dad) are separated, and as a result ploidy

CSF

arrest Fertilization

Immature

oocyte

Mature

oocyte

GV MI MII

1 h 30 min 8 h

GVBD PB1 PB2

12 h

MPF

Microtubules

Chromatin

Figure 12.3 Meiotic maturation inmouse oocyte. Mouse oocytes are arrested in prophase of meiosis
I (MI) in the ovaries, called the germinal vesicle (GV) stage. Hormonal signals induce meiosis
resumption, marked by the germinal vesicle breakdown (GVBD). DNA forms condensed chromosomes
that congress on the meiotic spindle to the metaphase plate during metaphase of meiosis I. The
spindle migrates toward the cortex, the homologous chromosomes are separated during anaphase,
and the first polar body is extruded (PB1). The oocyte enters into meiosis II without DNA replication.
The spindle assembles under the cortex with sister chromatids aligned on the metaphase plate. The
oocyte is arrested in metaphase of meiosis II (MII) by cytostatic factor (CSF) activity, until
fertilization, which induces sister chromatid separation and extrusion of the second polar body
(PB2). The curve represents M phase-promoting factor (MPF) activity. Timings vary between different
mouse strains

Figure 12.2 Metaphase-to-anaphase transition inmitosis andmeiosis. Inmitosis, sister chromatids
are separated between the two daughter cells. During meiosis I, homologous chromosomes are
separated between the oocyte and the first polar body. During meiosis II, sister chromatids are
separated between the oocyte and the second polar body like in mitosis
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is divided by two (Figure 12.2). The second meiotic division (meiosis II) is equational

and very similar to mitosis: the sister chromatids are separated (Figure 12.2).

Chromosome segregation in human meiosis is surprisingly poor, resulting in

aneuploid embryos (Hassold and Hunt, 2001). Aneuploid embryos usually arrest

development at an early stage (Balton et al., 1989), but some develop further, implant

into the uterus, and undergo spontaneous abortion (Cowchock, Gibas and Jackson,

1993; Robinson, Mcfadden and Stephenson, 2001; Rubio, Simon and Vida, 2003),

while others develop to term and carry genetic disorders (Tseng et al., 1994; Bruyere,

Rupps and Kuchinka, 2000), the most frequent being trisomies 13, 18 or 21 (Koehler

et al., 1996; Hunt and Hassold, 2002). Aneuploidy occurs when chromosomes or

chromatids separate unequally during cell division, and is referred to as nondisjunction.

As described in the previous section of this chapter, to prevent aneuploidy, mitotic cells

have developed a high-fidelity surveillance system to monitor and coordinate the

segregation machinery: the SAC (Nicklas, 1997; Amon, 1999; Hoyt, 2001). The SAC

delays the onset of anaphase until all chromatids are correctly oriented in a bipolar

position at the metaphase plate of the bipolar spindle (Amon, 1999; Nicklas, 1997;

Hoyt, 2001). The existence of such a surveillance system inmeiosis was debated, due to

the high rate of aneuploidy in human oocytes, mostly due to errors during meiosis I,

and due to the fact that meiotic segregation in wild-type female X/O mice is neither

blocked, delayed nor disrupted despite the presence of an unaligned univalent

chromosome at metaphase I (LeMaire-Adkins, Radke and Hunt, 1997). In this chapter,

I highlight recent discoveries concerning the regulation of the separation of the

homologous chromosomes during meiosis I, the most error-prone division of meiosis.

The understanding of the regulatory pathways involved in coordinating meiosis I in

mammalian oocytes is essential to get a better understanding of the origins of human

aneuploidy.

12.2.1 Separating homologous chromosomes in meiosis I

Meiosis I is unique because homologous chromosome pairs, as opposed to sister

chromatids, must be separated from each other (Figure 12.2). In mitosis, DNA

replication leads to duplicated sister chromatids that are connected by sister-chromatid

cohesion, mediated by the cohesins. Cohesins resist the pulling forces when microtu-

bule fibres from opposite spindle poles attach to the kinetochores of the two sister

chromatids. As a result of this resistance, sister chromatids come under mechanical

tension on the spindle, which is required for their proper alignment on the metaphase

plate. Once all sister chromatid pairs are aligned, cohesins are destroyed and chromatids

are pulled to opposite sides, into the future daughter cells. Meiotic cells also use the

establishment of tension as a mechanism to align and separate chromosomes. However,

the need to separate homologous chromosomes in addition to sisters adds a number of

differences.

First, similar to sister chromatids, pairs of homologous chromosomes must also be

connected to allow establishment of tension between them. Linkage of homologous

chromosomes occurs after meiotic DNA replication and involves two steps. First,

homologous chromosomes are paired on the basis of sequence similarity. Then, in
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a process called crossover recombination, physical connections (chiasmata) are estab-

lished by exchanging DNA strands between homologous chromosomes. Thus, to

successfully separate homologous chromosomes during meiosis I, each pair of homol-

ogous chromosomes has to crossover at least once. These chiasmata link the two

homologous chromosomes during prophase and metaphase of meiosis I (for a review

about chromosome pairing, synapsis and recombination, see Pawlowski and

Cande, 2005).

Second, unlike in mitosis, sister chromatids must move to the same spindle pole

duringmeiosis I (Figure 12.2).Apair of homologous chromosomes consists of twopairs

of sister chromatids, each of which has the potential to bind microtubules through its

kinetochore. During meiosis I, to establish tension, the kinetochores of one sister pair

need to bind to microtubules from one spindle pole, whereas the kinetochores of the

other sister pair need to attach to microtubules from the opposite pole (Petronczki,

Siomos and Nasmyth, 2003; Marston and Amon, 2004; Figure 12.2). Sister kineto-

chores are not normally arranged in a configuration that supports such monopolar

attachment. Studies in S. cerevisiae have identified a group of proteins, named

‘monopolins’, that are required for monopolar attachment in meiosis I (Toth

et al., 2000; Watanabe, 2004). But the mammalian homologues remain unknown.

Third, sister chromatids have to remain linked until meiosis II. This can be done

because of the stepwise loss of sister-chromatid cohesion between meiosis I and II

(Klein et al., 1999; Watanabe and Nurse, 1999; Lee et al., 2003). During mitosis,

cohesion is destroyed in one step to allow separation of sister chromatids (Figure 12.2).

If cohesion were completely lost during meiosis I, sister chromatids would separate

prematurely because no new cohesin complexes are loaded between meiosis I and

meiosis II. Only the sister-chromatid cohesion distal to the site of crossing over is

responsible for connecting homologous chromosomes, whereas cohesion close

to centromeres still links sister chromatids (Carpenter, 1994; Orr-Weaver, 1996;

Pawlowski and Cande, 2005; Figure 12.2). As a result, sister-chromatid cohesion must

be lost in a stepwise manner, first along chromosome arms to separate homologous

chromosomes duringmeiosis I, then at centromeres to separate sister chromatids during

meiosis II (Figure 12.2). In the centromeric regions, the cohesins are protected from

degradation by the Sgo1 and 2 proteins, also known as shugoshins (Tang et al., 1998;

Katis et al., 2004; Kitajima et al., 2003; Rabitsch et al., 2004). Sgo1 is itself degraded

prior to the second meiotic division (Salic, Waters and Mitchison, 2004). Thereby,

centromeric cohesins are rendered accessible to degradation in meiosis II. In vivo, the

loss of Sgo2 promotes a premature release of the meiosis-specific Rec8 cohesin

complexes from anaphase I centromeres, inducing the complete loss of centromere

cohesion at metaphase II. This leads to aneuploid gametes that give rise to infertility of

the Sgo2-deficient mice (Lee et al., 2008; Llano et al., 2008).

Meiotic cohesins are different from their mitotic counterparts. The Scc1 subunit is

replaced by the meiosis-specific Rec8 protein (Buonomo et al., 2000), and the Smc1

subunit is replaced by the meiosis-specific SMC1b protein (Revenkova et al., 2001).

The fact that the cohesin complex holding homologous chromosomes together is

established during foetal S phase and has to remain functional decades later canmake it

susceptible to age-related damage because it may be difficult or impossible to repair.

Indeed, mutation of the meiosis-specific cohesin SMC1b makes female mice sterile
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due to large levels of chromosome defects (Revenkova et al., 2004). Interestingly, these

mice display an age-related incidence in chromosome defects (Hodges et al., 2005).

12.2.2 Requirement of the APC/C in meiosis I

Among species

The loss of cohesion at the metaphase-to-anaphase I transition depends on the APC/C

and separase activation in most organisms tested, including yeasts, worm and mouse

(Buonomo et al., 2000; Kitajima et al., 2003; Salah and Nasmyth, 2000; Siomos

et al., 2001; Terret et al., 2003; Wassmann, Niault and Maro, 2003a).

In yeast, Cdc20 is required for the degradation of securin and the inactivation of

separase in both meiotic divisions (Salah and Nasmyth, 2000). In S. pombe and

S. cerevisiae, noncleavable forms of Rec8 and separase invalidation cause a meiotic

metaphase I arrest, as expected if cohesion release is needed to progress through

meiosis I (Buonomo et al., 2000; Kitajima et al., 2003).

In Caenorhabditis elegans, mutations in, or RNA interference against several

subunits of the APC/C cause a meiotic metaphase I arrest, as would be expected if

separase cleavage of cohesin was needed for release of arm cohesion and separation of

homologous chromosomes (Furuta et al., 2000; Golden et al., 2000; Davis et al., 2002).

Female-sterile mutations in fzy (the homologue of Cdc20) cause both meiosis I and

meiosis II arrests inDrosophila eggs, indicating again that theAPC/C is required for the

transition (Swan and Schupbach, 2007).

Several studies in mouse oocytes have demonstrated a requirement for APC/C-

mediated degradation of securin and cyclin B, and activation of separase for Rec8

removal from chromosome arms and homologous disjunction in meiosis I (Herbert

et al., 2003; Terret et al., 2003; Kudo et al., 2006). I will discuss these findings in detail

in the next section.

The only organism where APC/C and separase seemed to be dispensable for

chromosome segregation in meiosis I was Xenopus (Peter et al., 2001; Taieb

et al., 2001). Indeed, microinjection of Xenopus oocytes with antibodies against Cdc20

or Cdc27 (an APC/C subunit) or antisense oligonucleotides against Cdc20 does not

disrupt progression through meiosis I, but only causes an arrest in meiosis II (Peter

et al., 2001; Taieb et al., 2001). It was unclear whether these findings represented a

fundamental biological difference between organisms or, rather, whether theywere due

to different experimental designs. Recent evidence points to the latter. First, Xenopus

separase gets transiently activated after metaphase I (Fan, Sun and Zou, 2006).

Additionally, ectopic expression of Emi2/Erp1, an APC/C inhibitor that is active later

in meiosis, induces a metaphase I arrest in Xenopus oocytes, again suggesting that

APC/C is required for the transition from metaphase I-to-anaphase I (Ohe et al., 2007;

Tung et al., 2007). Finally, it has been shown very recently that cyclin B and securin

degradation are required for the extrusion of the first polar body and the separation of

the homologous chromosomes in meiosis I in Xenopus oocytes (Zhang et al., 2008).

Indeed oocytes injected with a truncated form of cyclin B1 lacking the D-box required

for APC/C targeted degradation (Gross et al., 2000) or with a securin D-box mutant
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(Zou et al., 1999) fail to extrude the first polar body and to separate the homologous

chromosomes in meiosis I (Zhang et al., 2008).

In mammalian oocytes

In this section I will discuss further the role of the APC/C in mammalian oocytes, as

degradation of securin and cyclin B are required for anaphase I and exit frommeiosis I.

The degradation of securin and cyclin B: a requirement for meiosis I exit The

decline in MPF activity at the exit of meiosis I in mouse oocytes is the consequence

of cyclin B degradation as shown first by pulse-chase experiments (Hampl and

Eppig, 1995; Winston, 1997), and later confirmed using real-time analysis of a cyclin

B GFP (Ledan et al., 2001; Herbert et al., 2003; Tsurumi et al., 2004; Homer

et al., 2005b, 2005c). One unique feature of meiosis I is its extraordinary length. The

length ofmitosis is on average thirtyminutes (Rieder et al., 1994;Meraldi, Draviam and

Sorger, 2004), compared with the several hours from germinal vesicle breakdown

(GVBD) until the first polar body extrusion (PB1) in mammalian oocytes (Figure 12.3).

The extended period of meiosis I is reflected in the dynamics of MPF activity, which

rises abruptly in mitosis but gradually in meiosis, reaching a peak several hours after

GVBD (Choi et al., 1991; Gavin, Cavadore and Schorderet-Slatkine, 1994; Verlhac

et al., 1994, 1996; Figure 12.3). Loss of MPF activity is an essential requirement for

completion of meiosis I, via degradation of cyclin B1. The destruction of securin is also

important since it activates separase. In mouse, loss of both cyclin B1 and securin occur

synchronously in a period which terminates with PB1 extrusion and is dependant on

APC/C–Cdc20 (Reis et al., 2007), as it is in mitosis. However, early in prometaphase I,

APC/C–Cdh1 is active (made possible by low MPF activity at this time) and degrades

Cdc20. This means Cdc20 has to be resynthesized in order for oocytes to complete

meiosis I. Premature loss of Cdh1 brings forward the period of APC/C–Cdc20 activity

and consequently the period of cyclin B1 and securin degradation (Reis et al., 2007).

This premature metaphase I induces high rates of nondisjunction and leads to a

disruption of the integrity of the metaphase II spindle. Disruptions of the spindle have

also been observed in human oocytes from older women (Battaglia, Klein and

Soules, 1996). Loss of MPF activity through degradation of cyclin B1 may not be

the sole mechanism for regulating MPF in oocytes. Free separase, generated by

proteolysis of securin, can also bindCdc2 and thus inhibit its kinase activity (Stemmann

et al., 2001; Stemmann, Gorr and Boos, 2006). The inhibition is mutual since Cdc2

binding inhibits separase proteolytic activity too (Gorr, Boos and Stemmann, 2005).

The ability of separase to bindCdc2 (independently of its protease activity) also appears

essential for PB1, since PB1 extrusion is blocked when separase binding is inhibited

(Gorr et al., 2006). In addition, the catalytic activity of separase is not required for PB1

extrusion, as catalytically inactive separase is able to rescue PB1 extrusion in oocytes

lacking separase (Kudo et al., 2006).

Degradation of cyclin B and securin depends on their APC/C-specific D-box The

requirement for D-box mediated destruction in meiosis I mouse oocytes has been
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examined using time-lapse imaging of twomutant constructs fused to GFP. Onemutant

is a truncated form of cyclin B lacking the D-box-containingN-terminal 90 amino acids

(D90 cyclin B1) (Glotzer, Murray and Kirschner, 1991), while the other is a securin

D-boxmutant in which the D-box is mutated (RXXL to AXXA). Both of these mutants

are resistant to degradation; expression of either one inhibited homologous chromo-

some disjunction and polar body extrusion (Herbert et al., 2003), thus strongly

implicating the APC/C in progression through meiosis I.

Polyubiquitination and degradation by the 26S proteasome are required for
meiosis I progression Preventing the formation of a multiubiquitin chain with

methylated ubiquitin induces a meiosis I arrest in rat oocytes (Dekel, 2005), indicating

that progression through meiosis I is dependent upon polyubiquitination. Furthermore,

inhibition of the proteasome by the proteasome inhibitor MG132 in rat and mouse

arrests the oocytes in meiosis I with intact metaphase I spindles and high MPF activity,

due to inhibition of cyclin B destruction (Josefsberg et al., 2000; Terret et al., 2003),

strongly implicating again the APC/C in progression through meiosis I.

APC/C-mediated degradation and separase activity are required for meiosis I
exit During mitosis, overexpression of securin induces a mitotic delay at metaphase

(Hagting et al., 2002) due to saturation of the APC/C. Like mitosis, overexpression of

securin induces ametaphase I arrest inmouse oocytes (Terret et al., 2003). Saturation of

a putative destruction machinery is further corroborated by the fact that overexpression

of exogenous securin also inhibits the destruction of endogenous cyclin B, resulting in

high MPF activity (Terret et al., 2003). Consistent with a requirement for securin

destruction (and hence APC/C activity), mouse oocytes require separase activity for

proper homologous chromosome disjunction. Indeed, an inhibitor of separase induces

defects in homologous chromosome disjunction including failure of homologues to

segregate and a ‘cut’ phenotype in which chromosomes become trapped between the

oocyte and the first polar body (Terret et al., 2003).More recently, it has been shown that

oocytes lacking separase can’t separate their homologous chromosomes and can’t

extrude the first polar body (Kudo et al., 2006).

In summary, the degradation of securin and cyclin B are required for the metaphase

I-to-anaphase I transition and exit from meiosis I in mammalian oocytes. Moreover,

their degradation depends on their APC/C-specific D-box and is inhibited by over-

expression of APC/C substrates, implying sensitivity to APC/C saturation. Finally,

disrupting the polyubiquitination process or inhibiting the 26S proteasome impairs

meiosis I progression. Taken together, these data strongly implicate the APC/C as an

important effector of homologous chromosome disjunction and meiosis I exit in

mammalian oocytes (Figure 12.4).

APC/C regulation in meiosis

The finding that cohesion between sister chromatids is dissolved in two steps inmeiosis,

bothmediatedby securin proteolysis and separase activation, implies thatAPC/C–Cdc20

gets activated twice during meiosis. However, APC/C needs to remain inactive during
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the long prophase arrest to prevent premature loss of cohesion, and between meiotic

divisions to allow securin reaccumulation (Figure 12.3). Thus, both activation and

inactivation of APC/C are key processes in meiosis.

APC/C activators During meiosis in some organisms, there are special forms of the

APC/C that are activated bymeiosis-specific activators. In addition to Cdc20 and Cdh1,

yeast and Drosophila use meiosis-specific APC/C activators: Ama1 in S. cerevisiae

(Cooper et al., 2000), Mfr1/Fzr1 in S. pombe (Asakawa, Kitamura and Shimoda, 2001;

Blanco, Pelloquin and Moreno, 2001), and Cort in Drosophila (Page and Orr-Weaver,

1996; Chu et al., 2001). An interesting hypothesis that remains to be tested is that these

meiotic activators could target the degradation of a unique, meiosis-specific set of APC/

C substrates. Regulation of the APC/C during meiosis in these organisms utilizes both

mitotic APC/C regulators in addition to meiosis-specific regulators, demonstrating a

need for increased control of APC/C activity during the more complex meiotic cell

cycle. But a few questions remain: domeiosis-specific APC/C activators target a unique

set of substrates, and how is this specificity achieved?Are theremeiosis-specificAPC/C

activators in vertebrates (Figure 12.4)?

APC/C inhibitors Just as Mes1 is required in S. pombe to inhibit APC/C activity

betweenmeiosis I andmeiosis II, Emi2/Erp1 (Izawa et al., 2005), a homologue ofEmi1,

is required for this role in Xenopus and mouse oocytes in meiosis II (for a review see

Wu and Kornbluth, 2008). Emi2/Erp1 is not expressed until after GVBD, and its

expression coincides with polyadenylation of Emi2/Erp1 mRNA (Ohe et al., 2007;

Figure 12.4 Regulation of the metaphase-to-anaphase transition in meiosis I. Like in mitosis,
securin and cyclin B degradation are required for the metaphase-to-anaphase transition, to allow
separase activation and meiosis II progression. However, there is no direct proof that the spindle
assembly checkpoint (SAC) controls the anaphase-promoting complex/cyclosome (APC/C) in meiosis
I. A specific APC/C activator remains elusive in mammalian oocytes
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Tung et al., 2007). Inhibition of Emi2/Erp1 by injection of morpholinos or antisense

oligonucleotides reduces cyclin B2 reaccumulation after meiosis I, prevents entry into

meiosis II, and, in the case of morpholino injection, induces DNA replication (Ohe

et al., 2007; Tung et al., 2007). Injection of Emi2/Erp1morpholinos intomouse oocytes

generates a very similar phenotype, suggesting that Emi2/Erp1 inhibits APC/C-

mediated degradation of cyclin B after meiosis I to prevent DNA replication and to

allow entry into meiosis II (Madgwick et al., 2006).

12.2.3 Requirement of the SAC in meiosis I

Among species

In mitosis, the SAC inhibits APC/C–Cdc20 in the presence of improper kinetochore

microtubule attachments. A limiting step in the study of SAC proteins during meiotic

progression of multicellular organisms is the identification of viable alleles, since these

proteins are essential for proper development. Therefore, only a few studies have

addressedwhether the SACmechanism is functional duringmeiotic progression in vivo.

But all the data suggest that SAC proteins appear to be required not only upon spindle

damage by microtubule poisons but also for the normal mechanism of meiosis I.

It remains to be determinedwhether this role of the SAC ismediated by inhibition of the

APC/C (Figure 12.4).

In S. cerevisiae, mutations in MAD1 or MAD2 cause increased nondisjunction of

homologous chromosomes inmeiosis I (Shonn,McCarroll andMurray, 2000; Cheslock

et al., 2005). Levels of nondisjunction are restored if anaphase is artificially delayed,

suggesting that Mad1 and Mad2 are important for inducing a metaphase I delay in a

normal meiosis. Loss of recombination in a spo11 mutant, which causes a lack of

tension on kinetochores, induces a Mad2-dependent suppression of APC/C activity,

suggesting that the checkpoint also responds to spindle defects in meiosis I. The

requirement for spindle checkpoint function in a normal meiosis I division may be the

consequence of the increased complexity of bi-orienting homologous chromosome

pairs on the spindle compared with bi-orienting sister-chromatid kinetochores in

mitosis.

Control of chromosome segregation in meiosis I in Drosophila females is an

interesting problem, because in Drosophila the secondary meiotic arrest occurs in

metaphase I, not metaphase II, as is the case in the CSF (cytostatic factor) arrest of

vertebrates (Figure 12.3). Oocytes mutant for Mps1 enter anaphase I prematurely,

suggesting a role for the spindle checkpoint in mediating this arrest (Gilliland

et al., 2007). Reduction of Mps1 function in these oocytes causes nondisjunction of

chromosomes, which is likely due, in part, to defects in bi-orientation of homologous

chromosomes inmeiosis I (Gilliland,Wayson andHawley, 2005;Gilliland et al., 2007).

Additionally, in female meiosis of BubR1 mutants in Drosophila, nondisjunction of

sister chromatids is elevated (Malmanche et al., 2007).

There is little evidence to date as to whether the SAC functions in meiosis by

inhibition of the APC/C. In Drosophila BubR1 mutant oocytes, cohesin is lost from

chromosomes in prophase I of meiosis, but it has not been determined whether this
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effect occurs through loss of an inhibitory effect on APC/C activity. In S. cerevisiae,

Mad3 (BubR1) mediates a prophase I delay that becomes essential for chromosome

segregation when chromosomes do not recombine (Cheslock et al., 2005). It is also

unclear whether this defect is due to an uninhibited APC/C. The sole example of a link

between the SAC in meiosis and the APC/C comes from studies inC. elegans, in which

mutations in spindle checkpoint genes suppress a metaphase I arrest caused by leaky

alleles of the Cdc23 gene, which encodes the APC8 subunit (Stein et al., 2007).

In mammalian oocytes

SAC and spindle poisons SAC competence in mitosis is characterized by mitotic

arrest and stabilization of securin and cyclin B upon spindle disruption. In response to

microtubule poisons, mitotic cells arrest in a prometaphase-like stage with strong

accumulation of the Mad and Bub proteins at the kinetochores. Two types of

microtubule–kinetochore defects are observed following pharmacological treatment.

In the first type, usually induced by high doses of nocodazole, the spindle is

depolymerized, thereby depriving all kinetochores of both attachment and tension.

The second type of defect is classically associated with taxol (paclitaxel), but may be

produced by low doses of spindle-depolymerizing agents, and is associated with an

intact spindlewhich lacks tension. Themitotic arrests induced by both types of spindle

defects are robust and endure indefinitely in many mammalian cells in culture

(Skoufias et al., 2001).

Spindle depolymerization Depolymerization of the spindle in mouse oocytes using

colcemid (demecolcine) reduces rates of polar body extrusion compared to untreated

oocytes (Hashimoto and Kishimoto, 1988). This is accompanied by stabilization of

MPF activity (Hashimoto and Kishimoto, 1988). Another indirect assay for MPF

activity, based on the protein synthesis inhibitor puromycin, also suggests that four

hours of spindle depolymerization stabilizes MPF activity (Brunet et al., 2003). The

absence of a spindle has been demonstrated to stabilize Cdc2 activitymeasured directly

by histoneH1 kinase assays (Wassmann, Niault andMaro, 2003a; Homer et al., 2005c).

Together these experiments demonstrate that spindle depolymerization induces a

meiosis I arrest in which MPF activity is stabilized.

In mouse oocytes, Cdc2 inactivation at the meiosis I-to-meiosis II transition is due to

cyclin B degradation (Hampl and Eppig, 1995; Winston, 1997; Figure 12.3). Thus,

stabilization of Cdc2 activity upon spindle depolymerization suggests that this is due to

inhibition of cyclin B destruction. Formal proof that cyclin B is stabilized by spindle

depolymerization was provided by immunoblotting oocytes for cyclin B after a three

hour incubation in nocodazole (Lefebvre et al., 2002). In addition, Cdc2 and cyclin B

stabilization upon spindle depolymerization were demonstrated together, thereby

confirming that Cdc2 stabilization in the absence of a spindle is due to inhibition of

cyclin B degradation (Homer et al., 2005c).

In addition to cyclin B, the other principal downstream target of the SAC is securin.

The obvious question is whether spindle depolymerization also stabilizes securin.

Spindle depolymerization for 15 hours prevents homologous chromosome disjunction
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as assessed by chromosome spreads (Soewarto, Schmiady andEichenlaub-Ritter, 1995).

DNA staining also suggests that a four hour duration of spindle depolymerization

inhibits homologous chromosome disjunction (Brunet et al., 2003). Given that securin

destruction and separase activity are required for homologous chromosome disjunction

(Herbert et al., 2003; Terret et al., 2003), the extrapolation of these data is that spindle

depolymerization inhibits securin destruction. Indeed, time-lapse fluorescence imaging

shows that securin is stabilized by spindle depolymerization and, like cyclin B, can be

stabilized for prolonged periods (Homer et al., 2005c). It was also shown that prolonged

periods of securin stabilization are accompanied by inhibition of homologous chromo-

some disjunction, as assessed by chromosome spreads (Homer et al., 2005c).

But is themeiosis I arrest and protein stabilization following spindle depolymerization

mediated by the SAC? This was addressed by examining the role of the SAC protein,

Mad2, under conditions in which the spindle was depolymerized (Homer et al., 2005c).

Somatic cells depleted of the majority of Mad2 using RNA interference are unable to

sustain a mitotic arrest upon spindle depolymerization, and prematurely degrade securin

and cyclin B (Kops, Foltz and Cleveland, 2004;Michel et al., 2004). In oocytes in which

the majority ofMad2was depleted using morpholino antisense, securin and cyclin B are

unstable following spindle depolymerization; whereas mock-depleted oocytes, like

wild-type oocytes, sustain high levels of securin and cyclin B for several hours (Homer

et al., 2005c). Although polar body extrusion is completely inhibited in control oocytes

treated with nocodazole, a fraction of Mad2-depleted oocytes extrude polar bodies

which, due to the absence of a spindle, are devoid of DNA (Homer et al., 2005c).

Moreover, protein destabilization inMad2-depleted oocytes is the result of unrestrained

APC/C activity, as D90 cyclin B is stable following Mad2 knockdown (Homer

et al., 2005c). Another recent study shows that in the oocytes fromMAD2 heterozygote

mice, oocytes missegregate chromosomes at a high rate after a nocodazole-induced

arrest (Niault et al., 2007). From these data, we can conclude that in response to spindle

depolymerization, mouse oocytes react by a sustained SAC-mediated response which

arrestsmeiosis I by inhibiting the destruction of securin and cyclin B, likely by inhibiting

APC/C activity (Figure 12.4). This is reminiscent of the response ofmammalian somatic

cells to spindle depolymerization and indicates that themolecular players involved in the

SAC are likely conserved between mitosis and meiosis I.

Reduced tension Nanomolar concentrations of nocodazole, which leave an intact

spindle in mouse oocytes, inhibit polar body extrusion and stabilize Cdc2 activity

during a three hour period of drug exposure (Wassmann, Niault and Maro, 2003a). In

addition, a four hour exposure to paclitaxel, which stabilizes microtubules without

depolymerizing the spindle, also inhibits homologous chromosome disjunction and

polar body extrusion; Cdc2 activity is stabilized, as assayed indirectly using puromycin

(Brunet et al., 2003). The role ofMad2 under these conditions has been addressed using

amutant formofMad2 harbouring serine-to-aspartic acid substitutions at positions 170,

178 and 195 (3S-D Mad2) (Wassmann, Niault and Maro, 2003a). 3S-D Mad2 acts as a

dominant negative in human somatic cells by impairing the ability of endogenous

Mad2 to form ternary complexes with APC/C–Cdc20 (Wassmann, Liberal and

Benezra, 2003b). In mouse oocytes cultured in low doses of nocodazole, it was found

that expression of 3S-D Mad2 enables oocytes to transiently arrest in meiosis I: Cdc2
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activity is destabilized, the homologous chromosomes are separated and polar body

extrusion happens (Wassmann, Niault and Maro, 2003a). Assuming that 3S-D Mad2

also exhibits dominant negative properties inmouse oocytes, this indicates thatMad2 is

required for the meiosis I delay in response to low doses of nocodazole. Duringmitosis,

treatment with taxol or low doses of spindle depolymerizing agents is associated with

the persistence of an intact spindle in which tension is reduced as determined using

interkinetochore distance measurements (Waters et al., 1998; Skoufias et al., 2001;

Pinsky and Biggins, 2005). Experiments in mouse oocytes have not formally measured

interkinetochore distances. However, given the similar types of pharmacological

treatments and the persistence of an intact spindle in both mammalian somatic cells

(Waters et al., 1998; Skoufias et al., 2001; Pinsky and Biggins, 2005) and oocytes

(Brunet et al., 2003; Wassmann, Niault and Maro, 2003a), the assumption is that these

drug treatments also induce a tension defect in female meiosis I. Therefore these data

could be interpreted as evidence that tension defects activate a Mad2-dependent SAC

response which protects securin and cyclin B from degradation. This would be

consistent with the requirement for Mad2 in sensing tension defects in other meiosis

I systems including maize (Yu,Muszynski and Dawe, 1999) and budding yeast (Shonn,

McCarroll andMurray, 2000). Cultivating oocytes in low doses of nocodazole does not

block meiosis I indefinitely: there are substantial rates of PBE, and Cdc2 inactivation

and homologous chromosome disjunction still occur (Wassmann, Niault and

Maro, 2003a; Shen et al., 2005). Therefore, unlike the response to spindle depolymeri-

zation (Homer et al., 2005c), drug treatment which leaves an intact spindle induces only

a transient Mad2-mediated meiosis I arrest.

Experiments involving spindle poisons constitute an in vitro technique for demon-

strating the existence or not of a SAC, and for helping to dissect the molecular details of

the SAC. However, it does not define the link between SAC activity and chromosome

segregation fidelity in unperturbed cells. For instance, although the SAC is required for

cell survival after spindle disruption in yeast mitosis, under normal growth conditions

chromosomes can be segregated reasonably accurately in the absence ofMAD2 (Li and

Murray, 1991). In contrast to yeast, MAD2 is essential in both drug-treated as well as

unperturbed mammalian somatic cells (Gorbsky, Chen and Murray, 1998; Dobles

et al., 2000; Michel et al., 2001).

SAC and unperturbed meiosis I

Role of Mad2 Themost documented SAC protein so far in meiosis I is Mad2.Mad2 is

endogenously expressed in unperturbed rat and mouse oocytes during meiosis I (Zhang

et al., 2004; Homer et al., 2005b), at a similar level to the estimatedMad2 concentration

ofmammalian somatic cells (Fang, 2002; Homer et al., 2005b). Unlikemitosis inwhich

Mad2 levels remain stable (Fang, 2002), Mad2 levels increase during progression

through meiosis I in mouse oocytes, so that relative to levels at the GV (germinal

vesicle) stage, Mad2 increases about 2-fold by mid-meiosis I and about 10-fold by

metaphase II (Homer et al., 2005b). Thus, Mad2 is present in mammalian oocytes at

levels that are consistent with SAC activity. Immunolocalization studies in mammalian

mitosis indicate that Mad2 localizes primarily to unattached kinetochores (Li and

Benezra, 1996;Waters et al., 1998; Skoufias et al., 2001), consistentwith the notion that

12.2 CONTROL OF THE METAPHASE-TO-ANAPHASE TRANSITION IN MEIOSIS I 329



mis-attached kinetochores are the source of a Mad2-based signal important for SAC

activation (Li and Benezra, 1996; Waters et al., 1998; Howell et al., 2000; Skoufias

et al., 2001; De Antoni et al., 2005). Similarly, Mad2 immunostaining in mouse and rat

oocytes reveals kinetochore localization during early prometaphase I which gradually

declines as meiosis I progresses, becoming undetectable at metaphase I (Wassmann,

Niault and Maro, 2003a; Zhang et al., 2004). This suggests that Mad2 dissociates from

kinetochores during meiosis I as they accumulate microtubules. Moreover, spindle

depolymerization at metaphase I inducedMad2 to rebind kinetochores inmouse and rat

oocytes (Wassmann, Niault and Maro, 2003a; Zhang et al., 2004), providing further

evidence that Mad2 responds to kinetochore attachment status in mammalian oocytes.

Thus, Mad2 is expressed in mammalian oocytes and dynamically localizes to unat-

tached kinetochores.

In somatic cells with wild-type levels ofMad2, improperly attached kinetochores act

as a platform for amplifying Mad2-based Cdc20 inhibition (Howell et al., 2000; De

Antoni et al., 2005; Nasmyth, 2005). However, followingMad2 overexpression, Cdc20

is sequestered, rendering unattached kinetochores incompetent for signal amplification

and APC/C inhibition (De Antoni et al., 2005). Thus, in the presence of high levels of

Mad2, although chromosome congression is unaffected, mitosis does not progress

beyond metaphase even though kinetochores are occupied fully by microtubules

(Howell et al., 2000; De Antoni et al., 2005). This effect of exogenous Mad2 is dose

dependent, as a 10-fold excess of Mad2 over endogenous levels arrests mitotic

progression whereas a 2-fold excess has no effect on mitosis (Howell et al., 2000).

Likemitosis, the response ofmouse oocytes toMad2overexpression is graded, as 4-fold

excess has no effect on meiosis I, 15-fold excess induces a partial arrest, and 35-fold

excess arrests meiosis I completely (Homer et al., 2005b). Oocytes arrested by Mad2

overexpression have their chromosomes aligned on the bipolar spindle, high MPF

activity and intact homologous chromosomes, consistent with being in metaphase I

(Wassmann, Niault and Maro, 2003a; Homer et al., 2005b, 2005d). Furthermore,

oocytes not arrested bymoderateMad2 overexpression complete meiosis I with normal

kinetics, implying that excessMad2 does not induce a delay; meiosis I is either arrested

or proceeds at a normal rate when Mad2 is overexpressed (Homer et al., 2005b).

Overall, in response to Mad2 overexpression, mouse oocytes exhibit a dose-dependent

arrest at metaphase I reminiscent of mitosis. This suggests that Mad2 overexpression

constitutively activates the SAC in mammalian oocytes. Moreover, this provides

another indirect proof in support of a role for the APC/C in mammalian oocytes.

During mitosis, the role of Mad2 has been comprehensively defined using a number

of different approaches, like function-blocking agents (antibodies and dominant

negative-actingmutants) and reverse genetic approacheswhich depleteMad2 (Gorbsky,

Chen and Murray, 1998; Howell et al., 2000; Canman, Salmon and Fang, 2002;

Wassmann, Liberal and Benezra, 2003b; Kops, Foltz and Cleveland, 2004; Michel

et al., 2004;DeAntoni et al., 2005).Based on these studies, it has been shown that one of

the essential functions of Mad2 is to give sufficient time for chromosomes to become

properly aligned prior to anaphase onset (Gorbsky, Chen andMurray, 1998; Kops, Foltz

and Cleveland, 2004; Meraldi, Draviam and Sorger, 2004; Michel et al., 2004). In the

absence of Mad2, mitosis is accelerated, inducing defects in chromosome alignment

and subsequent aneuploidy. In contrast to mammalian somatic cells, it appears that the
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intrinsic mitotic timing machinery in mitotic yeast cells provides sufficient time for

chromosome alignment to be completed, as Mad2 is not essential in normal mitosis

(Dobles et al., 2000). Initial attempts to define Mad2 function in unperturbed mouse

oocytes used dominant negativemutants (Wassmann, Niault andMaro, 2003a; Tsurumi

et al., 2004). Although 3S-DMad2 shows that Mad2 is required for the meiosis I arrest

in response to nanomolar concentrations of nocodazole, no noticeable effect is observed

in the absence of drug treatment (Wassmann, Niault and Maro, 2003a). Another study

used a Mad2 mutant lacking its C-terminal 10 amino acids (Mad2DC) (Tsurumi

et al., 2004). Mad2DC produces a dominant negative effect in mitotic cells due to its

inability to adopt the closed conformation required for sequestering Cdc20 while

maintaining its ability to be recruited to kinetochores, thereby competing with

endogenous Mad2 (Luo et al., 2000; De Antoni et al., 2005). In contrast to 3S-D

Mad2, Mad2DC shortens the duration of meiosis I by about two hours (Tsurumi

et al., 2004). It was therefore unclear whether or not Mad2 contributed to the timing of

meiosis I inmammalian oocytes. Experiments usingmorpholinos helped to resolve this

discrepancy in dominant negative data (Homer et al., 2005b, 2005c). InMad2-depleted

oocytes an increase in meiosis I nondisjunction is observed in association with a

decrease in meiosis I duration and precocious degradation of cyclin B and securin

(Homer et al., 2005b). These data show that mouse Mad2 is required for preventing

premature APC/C activation and for accurate chromosome segregation in meiosis I.

These results are therefore consistent with the effects of Mad2DC, and together define
a role for Mad2 in determining the timing of meiosis I in mammalian oocytes. Analysis

of chromosome spreads shows that homologous chromosome disjunction fidelity is

impaired, as aneuploidy rates increases dramatically followingMad2 depletion (Homer

et al., 2005b). From this we can conclude that Mad2 is indispensable for accurate

homologue disjunction. More recent studies analysed oocyte maturation in MAD2

heterozygote mice (Niault et al., 2007). In mouse oocytes from females heterozygous

forMAD2, meiosis I is shortened and anaphase I onset accelerated (Niault et al., 2007).

These oocytes display a large increase in aneuploidy inmetaphase II, which is likely the

result of the premature anaphase I onset. This shows that SAC control is impaired in

MAD2þ /� oocytes, leading to the generation of aneuploidies inmeiosis I. In conclusion

for these studies, meiosis I in mouse oocytes must be of a sufficient length to allow

enough time for homologous chromosomes to orient properly on the spindle and to form

stable connections with microtubules. Control of the timing of meiosis I is therefore

crucial. The accelerated progression through meiosis I with Mad2 morpholino and

Mad2DC suggests that the APC/C is prematurely activated due to deficient Mad2

inhibition of Cdc20. Consistently with a precocious APC/C activation, securin and

cyclin B destruction occur two hours earlier in Mad2-depleted oocytes (Homer

et al., 2005b). Further evidence that premature APC/C activation is due to inefficient

Cdc20 inhibition is derived from experiments involving a phosphorylation-resistant

Cdc20mutant (Tsurumi et al., 2004). Cdc20 phosphorylation at residues 50, 64, 68 and

79 increases its affinity for Mad2 upon activation of the SAC (Chung and Chen, 2003).

Consequently, a phosphorylation-resistant Cdc20 mutant (Cdc20-4AV) binds less

avidly toMad2, resulting in unrestrained APC/C activity and reduced SAC competence

(Chung and Chen, 2003). In unperturbed mouse oocytes, Cdc20-4AV shortens the

duration of meiosis I to a similar degree as Mad2 morpholino and Mad2DC (Tsurumi
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et al., 2004; Homer et al., 2005b). Thus, disrupting Mad2 function produces similar

effects to a Mad2-resistant Cdc20, implying that when disrupting Mad2 function, the

observed effects were due to defective Cdc20 inhibition.

Role of other SAC proteins Mad1 is present inmouse oocytes (Zhang et al., 2005) and

is observed around the nuclei at the GV stage (prophase), on kinetochores in prome-

taphase I, and moves to spindle poles at metaphase I and early anaphase I (Zhang

et al., 2005). In mouse oocytes after nocodazole treatment, Mad1 is partly relocated to

the kinetochores (Zhang et al., 2005). However, Mad1 localization was not altered in

mouse oocytes after tension had been changed with taxol (Zhang et al., 2005). These

results indicate that Mad1 senses attachment of chromosomes to microtubules, but not

the tension between microtubules and chromosomes. When anti-Mad1 antibodies are

injected into mouse oocytes, it does not affect oocyte nuclear maturation and spindle

formation, but induces chromosome misalignment (Zhang et al., 2005). However,

whether the oocytes with misaligned chromosomes have chromosome abnormalities,

such as gain or loss of chromosomes after completion of meiosis, needs further

investigation by chromosome analysis. Taken together, these data imply a role of

Mad1 in the SAC during meiosis I.

Bub1 is observed on kinetochores of mouse oocytes from GVBD to early anaphase

I and disappears only at late anaphase I (Brunet et al., 2003). A dominant negative

mutant of Bub1 (Bub1dn amino acids 1–331) accelerates progression through meiosis

I (Tsurumi et al., 2004). This mutant lacks the kinase domain, and disrupts the SAC

in somatic cells by competing with the endogenous kinase for kinetochore localiza-

tion. Furthermore, microinjection of Bub1 antibodies into mouse oocytes causes

chromosome misalignment on the meiosis I spindle that is not corrected by delaying

anaphase onset (Yin et al., 2006). Hence Bub1 seems to have a role in the SAC during

meiosis I.

A dominant negative mutant of BubR1 accelerates progression through meiosis I

(Tsurumi et al., 2004). BubR1d (BubR1 351–700) can bind Bub3 andCdc20 but cannot

inhibit APC/C in vitro, and overexpressed BubR1d acts as a dominant negative in

human cells (Tang et al., 2001). Furthermore, BubR1 mutant female mice contain

oocytes with highly abnormal metaphase II configuration (Baker et al., 2004). There-

fore, BubR1 might have a role in the SAC in meiosis I.

CENP-E is a transient kinetochore component that binds to kinetochores soon after

the breakdown of the nuclear envelope and remains fully bound throughout chromo-

some congression to the metaphase plate. In late anaphase or telophase, it is relocated

to midzone microtubules of the spindles (Duesbery et al., 1997; Lee et al., 2000).

CENP-E is localized on kinetochores during prometaphase and metaphase of meiosis

I. Injection of an anti-CENP-E antibody into mouse oocytes at prophase completely

prevented the oocytes from progressing to anaphase I, as all oocytes were blocked in

metaphase I (Duesbery et al., 1997), suggesting a role for CENP-E in the SAC during

meiosis I.

From all these data, it is evident that the basic scheme of mitotic SAC signalling is

conserved during meiosis I in mammalian oocytes (Figure 12.4). Thus in both systems,

securin and cyclin B are important downstream targets of SAC proteins, likely via the

APC/C as intermediary (Figure 12.4).
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12.2.4 Concluding remarks

It is a well-established phenomenon that in humans the incidence of oocytes with an

aberrant chromosome number increases with maternal age. Aweakening of the spindle

checkpoint is implicated in the age-dependent aneuploidies. Indeed, there is a reduced

expression ofMAD2 and BUBR1 genes in human ovaries of older women compared to

younger women (Steuerwald et al., 2001; Steuerwald, Steuerwald and Mailhes, 2005;

Shonn, Murray and Murray, 2003; Homer et al., 2005a). As a reduction of Mad2 levels

in mammalian mitosis results in chromosome missegregation, a reduction of Mad2

levels in mammalian meiosis could very well result in aneuploidy (Michel et al., 2001).

RNAi is a feasible approach for downregulating Mad2 expression in human oocytes

during meiosis I, (Homer et al., 2005d). RNAi will be a useful approach to test the

requirement of SAC proteins in human oocytes and to possibly mimic and analyse the

consequence of lower levels of SAC proteins in older women’s oocytes. Declining

transcripts encoding SAC proteins in an age-dependent way in human oocytes suggests

that declining SAC function is a feature of the ageing process (Steuerwald et al., 2001).

Indeed, in mice, ovarian BubR1 levels have been shown to decrease with age,

suggesting that impairment of SAC functionmight be a universal feature ofmammalian

ageing (Baker et al., 2004). Furthermore, declining levels of BubR1 in mice have not

only been linked to age-related rises in aneuploidy but alsowith subfertility, implicating

the SAC in wider aspects of mammalian reproduction (Baker et al., 2004). As these

studies provide a more detailed mechanistic picture of meiosis, we will be able to get a

better understanding of the complexities of humanmeiosis and hopefully identify some

of the causes and possible treatments of infertility and birth defects.
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13.1 Introduction

In the animal kingdom, oocytes arrest the cell cycle at the G2–prophase boundary of the

first meiotic cycle after duplicated chromosomes have undertaken recombination. In

most species, resumption of meiosis is then triggered by the steroid hormone proges-

terone,which primes ovulation and induces oocytes to resumemeiosis I and to enter into

meiosis II. Oocytes then remain arrested at metaphase for prolonged periods of time

while awaiting for fertilization. Upon fertilization, eggs rapidly exit meiosis and

generate a haploid pronucleus that will then fuse with the male pronucleus to form

the diploid zygote.

The molecular mechanisms that drive meiosis entry and arrest have been extensively

studied. Over 30 years ago, Masui and Markert (1971) described the presence of an

activity in the cytoplasmofmature oocytes that, when injected intoG2-arrested oocytes,

induces maturation. This activity was referred to as the maturation-promoting factor

(MPF), and is now identified as the cyclin B–Cdk1 complex (Lee and Nurse, 1987;

Lohka, Hayes and Maller, 1998). They also described the presence of a second activity

in this cytoplasm that, when injected into two-cell embryos, induces metaphase arrest.

This led them to postulate the presence of a factor that inhibitedmeiosis atmetaphase II,

named the cytostatic factor or CSF. This factor should fulfil the following criteria:

(i) appearing during oocyte maturation; (ii) be present and functional duringmetaphase

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
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II arrest; and (iii) be rapidly inactivated after egg fertilization (Masui andMarkert, 1971)

(Figure 13.1). The biochemical identity of the CSF has been extensively studied;

however, despite these criteria, the exact molecular mechanisms inducing the meta-

phase arrest are just beginning to be elucidated after 30 years of intensive study.

At the molecular level, exit of mitosis and meiosis are induced by the inactivation of

the cyclin B–Cdk1 complex through the ubiquitin-dependent degradation of its cyclin B

subunit. Cyclin B ubiquitination is mediated by the E3 ubiquitin ligase APC (anaphase-

promoting complex). The APC is a large protein complex containing at least 11 core

subunits and 2 different activators, Cdc20 andCdh1.APC–Cdc20 targets degradation of

mitotic substrates at the metaphase–anaphase transition, whereas APC–Cdh1 controls

degradation during late mitosis and G1 (for a review see Castro et al., 2005; Harper,

Burton and Solomon, 2002). The CSF arrest is characterized by the presence of a

metaphase plate and a high cyclin B–Cdk1 activity. This high MPF activity is required

to maintain the meiotic state and is thought to be the result of a block on cyclin B

proteolysis through the inhibition of the APC–Cdc20 ubiquitin ligase (Lorca

et al., 1998; Vorlaufer and Peters, 1998). In this regard recent studies have investigated

the mechanisms by which the CSF could mediate cyclin B stabilization. Three

different pathways have been proposed to explain APC–Cdc20 inhibition during

CSF arrest: (i) Emi1-mediated pathway (Reimann et al., 2001; Reimann and Jackson,

2002); (ii) spindle-checkpoint mediated pathway (review in Liu, Grimison and

Maller, 2007; Tunquist and Maller, 2003); (iii) Erp1-mediated pathway (for a review

see Schmidt et al., 2006; Wu and Kornbluth, 2008).

Figure 13.1 The MPF and CSF activities are essential for correct oocyte maturation and fertilization.
Vertebrate oocytes are arrested at prophase of meiosis I (G2-M). Progesterone (PG) promotes the
progression of the oocytes from prophase of meiosis I (MI) to metaphase of meiosis II (MII), where
they will arrest until fertilization. Fertilization will finally induce metaphase II release. MPF and CSF
activities were first described by Masui and Markert (1971). They showed that the injection of
cytoplasm frommetaphase II-arrested oocytes (CSF) to G2-M oocytes induced themeiotic progression
of these oocytes up to metaphase II. They referred to this activity as the maturation-promoting factor
or MPF. They also reported that the injection of a small amount of cytoplasm from metaphase
II-arrested oocytes (CSF) to one blastomere of a two-cell embryo induced the arrest of the injected
blastomere at metaphase II. From this observation they postulated the presence of a second activity
that they named cytostatic activity or CSF, required to maintain metaphase II arrest of unfertilized
oocytes
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The CSF release is characterized by the inactivation of the cyclin B–Cdk1 complex

through the APC–Cdc20-dependent degradation of cyclin B. New insight into the

molecular mechanism inducing APC–Cdc20 activation and CSF release has recently

emerged by the characterization of the mechanisms regulating the Erp1 ubiquitin-

dependent degradation pathway. The new findings demonstrate that Ca2þ /calmodulin-

dependent protein kinase II (CaMKII), which is rapidly activated upon fertilization

by the Ca2þ signal, induces a first phosphorylation of the APC–Cdc20 inhibitor Erp1,

priming this protein for a subsequent phosphorylation by Plx1. Phosphorylation of Erp1

by Plx1 will then create a recognition motif for the ubiquitin ligase Skp1-Cullin-Fbox-

btrcp (SCFbtrcp), causing Erp1 destruction, APC–Cdc20 activation and cyclin B

proteolysis (for a review see Schmidt et al., 2006; Wu and Kornbluth, 2008). Besides

APC–Cdc20 activation and cyclin B degradation, a new mechanism involved in CSF

exit has been identified. This mechanism involves the phosphatase calcineurin, whose

activation by the Ca2þ signal after fertilization is required to completely dephosphory-

late the different mitotic substrates and to induce a rapid exit of meiosis (Mochida and

Hunt, 2007; Nishiyama et al., 2007a).

In this chapter, we will only briefly summarize the recent data describing the

different new pathways involved in the inhibition of the APC–Cdc20 complex during

CSF arrest, and we will focus on the recent advances in the mechanisms inducing

CSF exit. Moreover, despite the fact that significant differences exist between frogs

and mammals, the major pathways involved in CSF arrest and exit are conserved.

Taking into account that the great majority of works studying metaphase II arrest are

developed inXenopus oocytes, wewill specifically cover the results obtained in the frog

model.

13.2 CSF establishment

The first candidate to fulfil the role of the CSF factor was proposed by Sagata et al. in

1989. These authors showed that the microinjection of c-Mos mRNA into two-cell

embryos induces cleavage arrest at metaphase, and, as expected, blastomeres arrested

with a high MPF activity (Sagata et al., 1989). Moreover, the level of c-Mos protein

increases rapidly during maturation and is maintained until egg fertilization (Sagata

et al., 1988). Finally the c-Mos protein disappears due to proteolytic degradation after

fertilization (Castro et al., 2001; Lorca et al., 1991;Watanabe et al., 1989). Thus, c-Mos

satisfied the criteria proposed by Masui and Markert for the CSF. Subsequent studies

revealed that c-Mos acts by the activation of the MEK/MAPK/Rsk pathway. Accord-

ingly, microinjection of thiophosphorylated MAP kinase (an irreversibly activated

kinase) into two-cell embryos induces metaphase arrest (Haccard et al., 1993), and

depletion of p90Rsk from egg extracts inhibits the capacity to undergo mitotic arrest, an

effect that is restored by the re-addition of this kinase (Bhatt and Ferrell, 1999; Gross

et al., 1999). However, the same reports present data showing that Rsk is required for

CSF establishment but not for CSF maintenance in Xenopus oocytes (Bhatt and

Ferrell, 1999; Gross et al., 1999), whereas in mouse oocytes, the activity of Rsk

appears not to be required either for CSF establishment or for the maintenance of this

activity (Dumont et al., 2005). Finally, the c-Mos/MAPK/Rsk pathway is not sufficient
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to prevent cyclin B degradation and to stabilize MPF activity, since overexpression of

c-Mos does not arrestXenopus oocytes at metaphase I, although cytoplasm taken before

germinal vesicle breakdown (GVBD) from these oocytes readily induces metaphase

arrest when transferred into two-cell embryos (Kanki and Donoghue, 1991). This

suggested the presence of another factor that could be the target of this pathway and that

would finally inhibit the APC. This factor was proposed to be the early mitotic inhibitor

1 (Emi1). Emi1 is an APC inhibitor that promotes APC–Cdh1 and APC–Cdc20

inhibition at the S and G2 phases of the cell cycle, promoting cyclin A and cyclin

B accumulation. Late in prometaphase Emi1 is destroyed, allowing APC–Cdc20

activation and completion of mitosis via cyclin A and cyclin B proteolysis (Reimann

et al., 2001; Hsu et al., 2002). According to a putative role of Emi1 in CSF arrest,

Reiman et al. showed that injection of Emi1 in two-cell embryos induced mitotic arrest

with high MPF activity, and that depletion of this protein from Xenopus egg extracts

promoted CSF exit (Reimann and Jackson, 2002). However, doubts about the involve-

ment of Emi1 in CSF arrest were raised by the observations of Ohsumi et al. (2004).

Contrary to Reiman et al. (Reimann and Jackson, 2002), Ohsumi et al. did not detect

Emi1 protein in metaphase II-arrested oocytes. Moreover, they showed that the

SCFbtrcp-dependent Emi1 degradation pathway was functional in these oocytes. Thus

they concluded that Emi1 could not be present in these oocytes, since it would be

immediately degraded. However, recent results from our laboratory show that Emi1 can

be stabilized even in the presence of a functional SCFbtrcp. Thus, we cannot exclude

the possibility that, if present, as described by Jackson and co-workers, Emi1 could

participate in the CSF arrest (Reimann and Jackson, 2002).

Besides Emi1, the spindle assembly checkpoint (SAC) pathway has also been

proposed as a mechanism involved in the CSF arrest (for a review see Liu, Grimison

and Maller, 2007; Tunquist and Maller, 2003). During mitosis, the SAC restrains cells

from entering anaphase until all replicated chromatids are correctly attached to the

bipolar spindle by inducing APC–Cdc20 inhibition (for a review see Burke and

Stukenberg, 2008; Musacchio and Hardwick, 2002); thus, this pathway could also

participate in the inhibition of the APC–Cdc20 during CSF arrest. In these regards

Maller and co-workers have shown a role of the SAC constituents Bub1, Mad2, and

Mps1 in themetaphase arrest induced by c-Mos or cyclinE overexpression in interphase

Xenopus egg extracts (Grimison et al., 2006; Tunquist et al., 2003; Tunquist

et al., 2002). However, the fact that most of these proteins are not required for the

maintenance of the CSF arrest suggests that the c-Mos/MAPK/Rsk pathway induces

metaphase II block by a different mechanism (Abrieu et al., 2001; Sharp-Baker and

Chen, 2001).

The last candidate proposed to fulfil the role of CSF is the Emi1-related protein, Erp1

(also named Emi2). Erp1 is an APC inhibitor that is present from GVBD in maturing

oocytes, stable in metaphase II-arrested oocytes and rapidly degraded after fertilization

(Schmidt et al., 2005; Tung et al., 2005). Moreover, it is required to maintain the CSF

arrest, since its depletion fromCSF extracts induces CSF release (Schmidt et al., 2005).

Thus, it completely satisfies all the criteria for the CSF, suggesting that it could be the

final target of the c-Mos/MAPK/Rsk pathway. According to this hypothesis, recent

data indicate that Erp1 directly binds and inhibits the APC and that this inhibition

is controlled by the phosphorylation of Erp1 by p90Rsk (Inoue et al., 2007;
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Nishiyama, Ohsumi and Kishimoto, 2007a; Wu et al., 2007a). Indeed, Erp1 can be

phosphorylated by both cyclin B–Cdk1 and p90Rsk (Figure 13.2). Phosphorylation of

Erp1 by cyclin B–Cdk1 takes place at two different clusters of the Erp1 amin-oacid

sequence: S213/T239/T252/T267 and T545/T551. This phosphorylation not only

inhibits Erp1 activity by weakening Erp1/APC interaction, but also participates in the

proteolysis of this protein (Wu et al., 2007a; Wu et al., 2007b). On the contrary,

phosphorylation of Erp1 by p90Rsk reinforces Erp1–APC binding and stabilizes this

protein.Erp1phosphorylationbyp90Rsk induces the recruitmentofPP2AtoErp1which,

in turn, triggersdephosphorylationof thedifferent cyclinB–Cdk1phosphorylation sites,

promoting, in this way, Erp1 binding to the APC (Wu et al., 2007a; Wu et al., 2007b).

Figure 13.2 Erp1 regulation in CSF arrest. During CSF arrest, Erp1 is phosphorylated at two different
clusters by cyclin B–Cdk1. This phosphorylation weakens APCCdc20–Erp1 binding, triggering APCCdc20

dissociation and activation. However, this phosphorylation is antagonized by the c-Mos/MAPK/Rsk
pathway. Rsk-dependent phosphorylation of Erp1 promotes PP2A binding to this protein. This
association will induce dephosphorylation of the cyclin B–Cdk1-mediated phosphorylation of Erp1,
and will maintain its binding to the APCCdc20, inhibiting cyclin B (cycB) ubiquitination and
degradation. The addition of ectopic cyclin B to CSF extracts will increase cyclin B–Cdk1 activity,
counterbalancing PP2A phosphatase activity. This increase will trigger Erp1–APCCdc20 dissociation and
partial degradation of cyclin B until cyclin B–Cdk1 activity reaches endogenous levels. At this
moment, PP2A will be capable of again counterbalancing cyclin B–Cdk1 phosphorylation and
favouring Erp1–APCCdc20 binding and inhibition. ZBR ¼ zinc-binding region
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All these findings suggest that after GVBD, the Mos/MAPK/Rsk pathway will

activate and maintain Erp1-dependent inhibition of APC, resulting in cyclin B

stabilization and high MPF activity, promoting a metaphase arrest.

13.3 CSF exit

Fertilization of vertebrate oocytes induces a Ca2þ signal that activates the CaMKII and

finally induces resumption ofmeiosis II (Lorca et al., 1993). The egg then releases from

theCSFarrest, progresses frommetaphase II to anaphase II, emits the second polar body

andfinally enters into themitotic cell cycles.As described above, CSFarrest ismediated

byRsk-dependent phosphorylation of Erp1. This phosphorylation promotes Erp1–APC

binding and inhibits APC-dependent degradation of cyclin B and MPF inactivation.

Thus, in order to exit meiosis, oocytes must dissociate Erp1 from the APC to correctly

degrade cyclin B. Indeed, this inactivation is rapidly induced after fertilization through

Erp1 degradation. However, after meiosis exit, Erp1 is resynthesized again, and it is

accumulated at about 20% of the amount found in CSF-arrested eggs. This amount

is sufficient to induce metaphase arrest if the Mos/MAPK/Rsk pathway is activated

(Liu et al., 2006). Thus, as for Erp1, inactivation of c-Mos after fertilization is crucial to

allow correct embryonic cell divisions.

The first event observed after fertilization is the increase of the intracellular Ca2þ

levels (Cuthbertson and Cobbold, 1985; Kline and Kline, 1992; Ridgway, Gilkey and

Jaffe, 1977). The initiator of Ca2þ release is not fully resolved, but it appears to be a

protein delivered into the egg by the sperm. The most likely candidate is a sperm-

specificmember of the phospholipaseC (PLC) family, namely PLCz (Knott et al., 2005;
Saunders et al., 2002; Yoda et al., 2004). The recent reported data supports the

hypothesis of a liberation of the PLCz present at the sperm pronucleus after the fusion

of the sperm with the egg. The liberation of this protein would catalyze production of

inositol 1,4,5-triphosphate (IP3), andwould finally act on type 1 IP3 receptors to initiate

Ca2þ release from the endoplasmic reticulum (Runft, Jaffe andMehlmann, 2002).After

nuclear formation, PLCz would then be retained at the nucleus through its nuclear

localization signal and would, in this way, terminate Ca2þ spikes (Larman et al., 2004;

Marangos, FitzHarris and Carroll, 2003).

Upon fertilization, the calcium signal induces two main effects: release of cortical

granules, which block polyspermy, and resumption ofmeiosis frommetaphase II arrest.

Contrary to cortical granules release, forwhich theCa2þ -induced signalling pathway is

not known (Knott et al., 2006), the CSF release induced by Ca2þ is mediated by

CaMKII. The first data describing a role of CaMKII in CSF releasewere reported in our

laboratory by Lorca et al. (1993). We showed that the addition of a constitutive form

of CaMKII to CSF extracts induced cyclin B degradation and MPF inactivation in the

absence of Ca2þ . Moreover, when these extracts were supplemented with a specific

inhibitor of this kinase, cyclin B remained stable even after Ca2þ addition. Thus, the

Ca2þ signal induces metaphase II exit through a CaMKII-dependent pathway.

It took almost a decade to identify the downstream target of CaMKII. This target,

simultaneously described by two different groups, appears to be the Erp1 protein

(Schmidt et al., 2005; Liu andMaller, 2005).Accordingly, these two groups showed that

348 CH 13 MECHANISMS CONTROLLING MAINTENANCE AND EXIT OF THE CSF ARREST



Erp1was phosphorylated uponCSF release byCaMKII. Indeed, CaMKII functions as a

‘priming kinase’ inducing a first phosphorylation of Erp1 at T195, which in turn

promotes the interaction of Erp1 with the Polo-Box domain of Plx1. This interaction

will be followed by a phosphorylation by Plx1 of Erp1 at S33 and S38 within its

DSGX3S motif, a critical phosphorylation that is required for Erp1 binding to the

Skp1-Cullin-Fbox (SCF) subunit, btrcp. Finally, although it has not been formally

demonstrated, the results obtained strongly suggest that Erp1 is then ubiquitinated by

this ubiquitin ligase and degraded by the proteasome pathway (Schmidt et al., 2005; Liu

and Maller, 2005; Hansen, Tung and Jackson, 2006; Rauh et al., 2005; Figure 13.3).

As reported above, Erp1 is rapidly synthesized again after meiosis exit and remains

constant at least up to the early blastula, although in a higher electrophoretic mobility

form, suggesting that at the first mitotic divisions it is not phosphorylated (Inoue

et al., 2007). Since phosphorylation and activation of Erp1 is mediated by the

Figure 13.3 Fertilization induces Erp1 degradation by the SCFbtrcp ubiquitin ligase. Fertilization
triggers phosphorylation of Erp1 at T195 by CaMKII. This phosphorylation will permit the binding of
Plx1 to Erp1, and its phosphorylation at the DSGX3S motif of this protein. This phosphorylation will
trigger the binding of Erp1 to the SCF subunit, btrcp, and its ubiquitination and degradation. Erp1
proteolysis will then lead to APC activation, cyclin B degradation and CSF exit. Phosphorylations of
Erp1 by cyclin B–Cdk1 and Rsk2, regulating Erp1–APC association, are indicated. ZBR¼ zinc-binding
region
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c-Mos/MAPK/Rsk pathway during CSF arrest, this pathway must be inactivated in

embryos in order to prevent the establishment of a newmetaphase block. In fact, this is

the case. Time-course experiments show that c-Mos is dephosphorylated and inacti-

vated within 20 minutes after egg activation and is subsequently degraded by the

ubiquitin-proteasome pathway. Although the exact ubiquitin ligase required for this

degradation is still unknown, evidence suggests that this degradation is mediated by

polyubiquitination of Lys 34 (Ishida et al., 1993; Nishizawa et al., 1993). However, this

polyubiquitination cannot be performed when c-Mos is phosphorylated at S3. Indeed,

phosphorylation at this residue not only prevents c-Mos recognition by the ubiquitin-

dependent machinery, but also induces c-Mos activation. The main kinase involved in

this phosphorylation is cyclin B–Cdk1. Phosphorylation of c-Mos by cyclin B–Cdk1

at GVBD increases c-Mos stability and activity, promoting the activation of the

MAPK/Rsk pathway, the phosphorylation of Erp1 and the installation of the CSF

arrest. However, upon fertilization, Erp1 is degraded, promoting cyclin B destruction

and dephosphorylation of S3 of c-Mos. This dephosphorylation will trigger a rapid

inactivation of c-Mos and a subsequent degradation of this protein by the ubiquitin-

dependent pathway, preventing the establishment of a new CSF arrest at the first

mitotic cell cycle of the embryo (Castro et al., 2001). Thus cyclin B–Cdk1 and the

c-Mos/MAPK/Rsk pathway act as a loop to install and to release the CSF arrest

(Figure 13.4).

Recently, a new Ca2þ -dependent pathway required for CSF release has been

described. This pathway involves the Ca2þ /calmodulin-dependent phosphatase calci-

neurin. The results, described simultaneously by two different laboratories, report that

calcineurin is transiently activated immediately after the addition of Ca2þ to unfertil-

ized Xenopus eggs, and that it is required for a metaphase II exit; however, different

targets of this phosphatase on CSF exit were proposed by these two groups (Mochida

and Hunt, 2007; Nishiyama et al., 2007a). Nishiyama et al. showed that the addition of

a phosphatase-dead form of calcineurin completely blocks cyclin B degradation and

metaphase II exit after calcium addition. Interestingly, they also showed that the

inhibition of calcineurin in activated CSF extracts by calcium addition reduced Erp1

binding tobtrcp and, thus, decreased Erp1 degradation and cyclin B–Cdk1 inactivation.
Their results also indicated that calcineurin could dephosphorylate Erp1 protein and,

in this way, promote Erp1 binding to btrcp, suggesting that calcineurin could target

Erp1 on CSF release (Nishiyama et al., 2007a). On the contrary, the results obtained

by Mochida et al. indicate that the inhibition of this phosphatase by the specific

inhibitor, cyclosporin, only delayed cyclin B degradation; whereas, Erp1 destruction

was identical to nonsupplemented control extracts. Moreover, they showed a major

effect of the inhibition of this phosphatase on the kinetics of the global dephosphoryla-

tion of mitotic phosphoproteins. Finally, they propose that the target of calcineurin on

CSF exit is the APC–Cdc20 complex, since, when they treated APC immunoprecipi-

tates fromCSF extractswith recombinant calcineurin, theyobserved the reversion of the

mitotic mobility shift of a structural subunit of the APC, APC3, and of its activator,

Cdc20. Thus, despite the fact that different results were obtained by these two groups on

the mechanism controlled by calcineurin in CSF exit (probably due to the different

methods used to inhibit this phosphatase), the data reported by both groups converge in
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the fact that calcineurin is required to induce a correct exit of metaphase II after egg

activation.

In summary, the reported data suggest that upon fertilization, the fusion of the male

sperm pronucleous with the oocyte will induce an increase of the intracellular calcium

levels, which will activate both the CaMKII and the phosphatase calcineurin. CaMKII

activation will induce Erp1 phosphorylation, which will promote a second phosphory-

lation of this protein by the Plx1 kinase at the DSGX3S motif. Erp1, phosphorylated in

this way, will bind btrcp and will consequently be ubiquitinated by the SCFbtrcp

ubiquitin ligase and degraded by the proteasome.On the other hand, the activation of the

phosphatase calcineurin will induce, through the dephosphorylation of either the Erp1

protein or the APC, the activation of this ubiquitin ligase, the degradation of cyclin B

and the exit of metaphase II arrest.

Figure 13.4 MPF and the c-Mos pathway act as a loop to install and to release the CSF. In immature
oocytes, cyclin B–Cdk1 is present as a pre-MPF complex with its Cdk1 subunit phosphorylated at the
threonine 14 and tyrosine 15 inhibitory residues. At GVBD, c-Mos protein is neosynthesized and the
amplification loop is activated. The exact mechanism triggering the first activation of this loop is not
known; however, once cyclin B–Cdk1 is partially active, it induces the c-Mos/MEK/MAPK/Rsk pathway.
Rsk then promotes Myt1 phosphorylation inhibiting this kinase and, in this way, triggering Cdk1
dephosphorylation of inhibitory residues and total activation of cyclin B–Cdk1. Upon fertilization,
the activation of CaMKII will induce Erp1 phosphorylation andwill promote the ubiquitination and the
degradation of this protein. This will raise the inhibition of the APCCdc20 ubiquitin ligase by Erp1 and
will promote cyclin B (cycB) degradation. Finally, as a consequence of cyclin B proteolysis and MPF
inactivation, c-Mos will not be further phosphorylated in S3 and will be rapidly ubiquitinated and
degraded
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13.4 Conclusions

Since the first report describing the CSF activity, significant progress on the under-

standing of themechanisms implicated in this pathway has beenmade. The discovery of

a role of the c-Mos/MAPK/Rsk pathway in the establishment of this activitywas the first

step in this research. This was followed by the identification, more than 10 years later,

of theAPC inhibitor Erp1, whose inhibitory activity ismodulated by the c-Mos/MAPK/

Rsk pathway, linking CSF arrest and cyclin B stabilization by APC inhibition. Finally,

the characterization of the CaMKII-Plx1-dependent degradation of Erp1, as well as the

characterization of a newcalcineurin-dependent pathway on egg activation, has allowed

us to understand the molecular mechanisms triggering CSF release. However, many

questions remain to be answered. For example, if the APC inhibitor activity of Erp1 is

maintained by Rsk-dependent phosphorylation of this protein, how could we explain

the different results obtained by several laboratories that reported a requirement of the

c-Mos/MAPK/Rsk pathway for CSF establishment but not for its maintenance (Bhatt

and Ferrell, 1999; Gross et al., 1999; Dumont et al., 2005)? What is the target of

calcineurin on CSF release? Is Erp1 exclusively inhibited by proteolysis upon egg

activation? Or, could it also be inhibited by dephosphorylation? Is there a CaMKII-

independent pathway of Erp1 degradation? What is the role of Erp1 during the first

embryonic cell cycles? Why is Erp1 synthesized again after fertilization?

Further studies must be performed in order to answer these questions.
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14.1 Introduction

After meiotic reinitiation from the primary arrest at prophase of meiosis I (pro-I), the

cell cycle of mature eggs arrests again at a particular stage of meiosis until fertilization,

except in species where fertilization releases the primary arrest. The second arrest, or

‘post-meiotic reinitiation arrest’, enablesmature eggs to prevent parthenogenesis and to

begin development as a zygote only after fertilization, thus coordinating meiotic

maturation and fertilization. The stage of the second arrest depends on the species:

typically,metaphase ofmeiosis I (meta-I) in insects and ascidians,metaphase ofmeiosis

II (meta-II) in most vertebrates, or G1 phase (pronuclear stage) after completion of

meiosis II in echinoderms (Adiyodi and Adiyodi, 1983; Masui, 1985; Sagata, 1996;

Kishimoto, 2003).

Amongst these, themeta-II arrest in frog eggs has beenmost extensively studied. The

meta-II arrest is also called ‘CSFarrest’, as CSF stands for ‘cytostatic factor’, whichwas

a hypothetical activity thought to causemeta-II arrest (Masui andMarkert, 1971). Based

on studies for over 30 years, we now can explain at least the principal molecular

mechanism of CSF arrest. In addition, although the original CSF was described only in

relation to meta-II arrest, recent elucidation of molecular components responsible for

various second arrests now allows extension of the idea of CSF to the other second

arrests. Here, we review first the original ‘meta-II CSF’ and then the other ‘cytostatic

arrests’. Based on these, we will propose a comprehensive view of CSF signalling.
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14.2 Frog meta-II arrest by CSF

14.2.1 Origin of the CSF

In the early twentieth century, the importance of the second arrest had already been

realized, but only in terms of cell biological observations. One of the hypotheses was

that the lack of an organelle for cell division, such as the centrosome, caused the arrest

(Boveri, 1907). Another was that a lack of communication between the egg nucleus and

the egg cytoplasm caused the arrest until fertilization (Lillie, 1912). In addition, stable

cortex of unfertilized egg was also thought to cause the arrest (Loeb, 1913). From the

1930s to the 1960s, several candidates such as carbon dioxide, the polysaccharide

heparin, polynucleotides and metabolic inhibitors were proposed as cell-division

inhibitors, which accumulate during oogenesis (Masui, 1985). However, they did not

seem to be the endogenous inhibitor, because the cell cycle of oocytes could be inhibited

easily by nonspecific toxicity (Masui, 2000).

In 1971, YoshioMasui and ClementMarkert first described an activity in unfertilized

mature eggs of the leopard frog Rana pipiens, that caused meta-II arrest (Masui and

Markert, 1971). In this paper, they demonstrated that blastomeres of two-cell embryos

frequently stopped cleaving when they were injected with cytoplasm of unfertilized

meta-II eggs (Figure 14.1a). In the arrested blastomere, the mitotic spindle showed the

same features as the meta-II arrested spindle (Masui, 1985). By contrast, when

cytoplasm from a zygote was injected, cleavage was not inhibited. From these results,

they concluded that some transferable cytoplasmic factor in unfertilized eggs was

responsible for meta-II arrest. This hypothetical factor was named ‘cytostatic factor

(CSF)’, and they proposed five criteria which CSF should satisfy: (1) Appear during

oocyte maturation. (2) Disappear during fertilization (egg activation). (3) Be de-

stroyed under the same physicochemical conditions as those that cause egg activation.

(4) Provide the arrested zygotewith the same properties as those of the unfertilized egg.

(5) Inhibit mitosis of the zygote reversibly (Masui, 2000). In this cytoplasmic transfer

experiment, Masui and Markert originally expected that MPF (maturation-promoting

factor) activity in meta-II eggs might ‘accelerate’ mitosis when injected into zygotes,

becauseMPF induced resumption ofmeiosis in immature oocytes. Thus, an unexpected

observation led to the discovery of CSF.

14.2.2 Discovery of the Mos/MAPK pathway: the first breakthrough
of CSF history

Since the discovery of CSF in 1971, researchers have struggled to purify CSFmolecules

from unfertilized egg. However, purification of CSF seemed to be difficult because CSF

activity, which causes cleavage arrest in zygotes when the cytoplasm is injected into

blastomeres (criteria 5), was readily decreased by pricking of the egg cortex. Masui

and his associates succeeded in preparing egg extracts without losing the activity of

CSF, and revealed that its activity was decreased by addition of Ca2þ to, or by removal

of Mg2þ from, the extracts, and enhanced by phosphatase inhibitors and ATP
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(Masui, 1974;Meyerhof andMasui, 1977; Shibuya andMasui, 1988). In 1989, CSFwas

partially purified as a protease-sensitive but RNase-resistant molecule with a sedimen-

tation coefficient of 3S (Shibuya and Masui, 1989). These findings indicated that the

CSF is a small protein activated by its Mg2þ -dependent phosphorylation, but inacti-
vated by Ca2þ ions.

In 1989, from studies done in a different context, Noriyuki Sagata and his colleagues

identified Mos, the c-mos proto-oncogene product, as a component of CSF (Sagata

et al., 1989). The c-mos proto-oncogene was originally isolated as the cellular

homologue of the v-mos oncogene of Moloney murine sarcoma virus (Oskarsson

et al., 1980). Because the mRNA of c-mos was found in vertebrate gonadal tissues

(Propst and Vande Woude, 1985; Goldman et al., 1987; Mutter and Wolgemuth, 1987;

Propst et al., 1987; Schmidt et al., 1988), the function of Mos in oogenesis was

vigorously investigated from the view of cellular transformation. However, Mos

actually had a cytostatic function. Mos is a serine/threonine protein kinase and

expressed specifically during oocyte maturation (Figure 14.1b). Mos not only satisfies

Figure 14.1 CSF and meiotic and cleavage cycles in Xenopus eggs. (a) Experiment of cytoplasmic
transfer leading to CSF discovery. When cytoplasm of unfertilized eggs is injected into one blastomere
of a two-cell embryo, the cell cycle in the recipient blastomere is arrested at metaphase. From this
experiment, existence of cytostatic factor (CSF) in unfertilized eggs was proposed. (b) Meiosis
progression of Xenopus oocytes and changes in Cdk1 activity, Mos, and Erp1 levels. The cell cycle of
fully grown immature oocytes arrests at prophase of meiosis I (pro-I). Meiosis is resumed by hormonal
stimulation and it is arrested again at metaphase of meiosis II (meta-II), which is released by
fertilization. Although Mos and Erp1 accumulate during progression of meiosis, both are present only
in meiosis II. GV ¼ germinal vesicle; GVBD ¼ germinal vesicle breakdown
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the five criteria of CSF, but is also required for the CSF activity of the unfertilized meta-

II egg’s cytoplasm to induce mitotic arrest in blastomeres, since Mos-deprived or

suppressed cytoplasm did not induce metaphase arrest in a cytoplasmic transfer

experiment (Sagata et al., 1989). This was the first breakthrough of CSF history.

Following this landmark discovery, downstream molecules were identified one after

another. It was found that Mos directly phosphorylates and activates MEK1 (MAPK/

ERKkinase 1),which is the immediate upstreamactivator ofMAPK (mitogen-activated

protein kinase), and, in turn, MAPK is activated in Xenopus oocytes (Nebreda and

Hunt, 1993; Posada et al., 1993; Shibuya and Ruderman, 1993). Furthermore, the

introduction of constitutively activeMEKor a thiophosphorylated, constitutively active

form of MAPK (Haccard et al., 1993) into Xenopus embryos or cell-free cycling

extracts (Abrieu et al., 1996, 1997; Bitangcol et al., 1998; Murakami and Vande

Woude, 1998; Walter, Guadagno and Ferrell, 1997) causes a metaphase arrest. And

finally, in 1999, the 90 kDa ribosomal protein S6 kinase (p90Rsk, RSK), which is one of

theMAPK-activated proteins, was found to have CSF activity (Bhatt and Ferrell, 1999;

Gross et al., 1999). Thus, theMos/MEK/MAPK/Rsk cascadewas revealed to comprise

CSF in Xenopus oocytes.

Although theMos/MAPK/Rskpathwaywas established as a key catalytic component

of CSF, its target was unknown and nobodywas able to explain how this pathway causes

meta-II arrest. To understand this issue, we had towait for the next breakthrough, which

came from an unexpected direction.

14.2.3 Discovery of Erp1: an authentic inhibitor of APC/C

From theview of cell cycle control,meta-II arrest oftenmight be considered to be a state

similar to mitotic arrest in somatic cells by a so-called ‘spindle assembly checkpoint’

(Musacchio and Salmon, 2007). Indeed the basis of cell cycle regulation is common to

both mitotic and meiotic arrests, where destruction of cyclin B is inhibited and Cdk1

activity is maintained at a high level. Since findings that the anaphase-promoting

complex/cyclosome (APC/C) is responsible for poly-ubiquitination and destruction of

cyclin B (King et al., 1995; Sudakin et al., 1995), APC/C has been thought to be

suppressed also in meta-II arrest. Based on evidence that the APC/C coactivator Cdc20

is suppressed by the spindle assembly checkpoint protein Mad2 (Hwang et al., 1998;

Kim et al., 1998), some of the known inhibitory proteins of APC/C–Cdc20 in spindle

assembly checkpoint arrest, such as Mad1, Mad2, Bub1, and Mps1, were proposed to

function in meta-II arrest (Schwab et al., 2001; Tunquist et al., 2002, 2003; Liu and

Maller, 2005). However, because spindle assembly checkpoint arrest is essentially

different from meta-II arrest in its dependency on Mos or sensitivity to Ca2þ , these
checkpoint proteins are unlikely to act inMos-dependentmeta-II arrest, as some reports

suggested in both Xenopus and mouse (Tsurumi et al., 2004; Liu and Maller, 2005;

Grimison et al., 2006).

Another inhibitor of APC/C, Emi1 (Early mitotic inhibitor 1), which inhibits

APC/C from G1/S to mitotic prophase in somatic cells, was also proposed to be an

essential component of CSF (Reimann and Jackson, 2002). However, other evidence

strongly suggested thatEmi1couldnot be involved inmeta-II arrest (Ohsumi et al., 2004):
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(i) Emi1 protein is absent in unfertilized meta-II eggs of Xenopus due to its instability;

(ii) Emi1 induces metaphase arrest independently of MAPK activity; and (iii) the Emi1-

induced metaphase arrest cannot be released by Ca2þ (see also Chapter 13).

The confusion over identifying the APC/C inhibitor was ended by the discovery of

Erp1. In 2005, Thomas Mayer and colleagues reported that Erp1 (Emi1-related protein

1, also called Emi2), a novel APC/C inhibiting protein, is crucial for meta-II arrest in

Xenopus eggs (Schmidt et al., 2005). They identified Erp1 through two-hybrid

screening to seek a direct target of Plk1 (Polo-like kinase 1), which is required for

CSF exit (Descombes and Nigg, 1998) (see Chapter 13). They showed that (i) Erp1

begins to accumulate significantly after interkinesis, an interphase-like stage between

meiosis I and II and where Cdk1 activity is transiently decreased (Figure 14.1b); (ii) its

amount reaches a maximum level at meta-II; (iii) Erp1 is degraded immediately after

fertilization; (iv) immunodepletion of Erp1 frommeta-II arrested egg extract causes cell

cycle exit to interphase without Ca2þ ; and (v) Erp1 can inhibit APC/C activity directly

in vitro (Schmidt et al., 2005). These pieces of evidence indicated that Erp1 is the long-

sought APC/C inhibitor for meta-II arrest. This finding was the second breakthrough in

CSF history.

Erp1 has several characteristic domains (Figure 14.2). An F-box in the C-terminal

half is required for interaction of Erp1 with Skp1 in yeast two-hybrid analysis (P.I.

Duncan and E.A. Nigg, unpublished), but might not contribute to APC/C inhibitory

activity of Erp1 (A. Schmidt, N.R. Raugh and T.U.Mayer, unpublished). There is also a

D-box (destruction box; see Section 14.2.4), and a Zn2þ -binding region (ZBR), inwhich
the Cys583 residue is essential for APC/C inhibition (Schmidt et al., 2005). Mayer and

colleagues also elegantly demonstrated how Erp1 is degraded by a Ca2þ -dependent
process (Rauh et al., 2005; see also Chapter 13). Briefly, direct phosphorylation at

Figure 14.2 Comparison of Xenopus Emi1 and Erp1/Emi2 proteins. Both Emi1 and Erp1 contain the
degron sequence (DSGX2-3S) required for Ca

2þ -dependent degradation in their N-terminus, and D-box,
ZBR, and F-box in C-terminus. Cys583 in ZBR is essential for Erp1 to inhibit APC/C. The central TSS
region, which is highly conserved in vertebrates and phosphorylated by Rsk, is unique to Erp1. Erp1
further contains the central degron sequence (DSAX2S) which contributes to Ca2þ -independent
instability
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Thr195 of Erp1 by CaMKII (Ca2þ /CaM-dependent protein kinase II) generates a Plk1

binding site on Erp1 and, in turn, Plk1 binds to Erp1. Plk1 phosphorylates a ‘phospho-

degron sequence’ in the N-terminus of Erp1, which is recognized by ubiquitin ligase

SCFbTrCP, and, then, Erp1 is degraded by proteasome (Rauh et al., 2005; see alsoChapter

13). Although the C-terminal half of Erp1, including the F-box and ZBR (the functional

core for APC/C inhibition), shows 39% homology with Emi1, the N-terminal half (the

Ca2þ -dependent regulatory domain for Erp1 destruction) is completely unique to Erp1

(Schmidt et al., 2005; Figure 14.2). This unique feature of the N-terminal sequence

impressed on us that Erp1 is an authentic core factor for meta-II arrest.

14.2.4 How is CSF arrest established?: cooperation of Mos and Erp1

Detailed description of changes in Erp1 levels revealed that Erp1 is degraded immedi-

ately after fertilization, accumulates until the first M phase to a level comparable to that

in unfertilized eggs, and survives until midblastula (Inoue et al., 2007; Nishiyama,

Ohsumi and Kishimoto, 2007a; Figure 14.1b). If Erp1 alone could cause metaphase

arrest, the comparable amount of Erp1 as present in unfertilized eggs should also induce

metaphase arrest during the embryonic cell cycles. From this consideration, it was

postulated that a regulator should be required to confine Erp1 function to unfertilized

meta-II eggs. In this context,Mos protein already begins to accumulate beforemeiosis I,

where Erp1 has not yet accumulated (Inoue et al., 2007; Nishiyama, Ohsumi and

Kishimoto, 2007a; Ohe et al., 2007); it disappears shortly after fertilization and,

thereafter, never reaccumulates (Figure 14.1b). Comparison of changes in both Mos

and Erp1 levels showed us a correspondence – only when both Mos and Erp1 are

present, metaphase arrest is induced. Based on the idea that the Mos/MAPK/Rsk

pathway, an essential component of CSF, might function as the regulator, the relation-

ship between Erp1 and the Mos/MAPK/Rsk pathway was tested.

Because the electrophoretic mobility of Erp1 changed in parallel with Mos/MAPK

activity, three amino acids Thr336, Ser342, and Ser344 (referred to as TSS hereafter) of

Erp1, which are conserved in many vertebrates (Figure 14.2), were identified as

phosphorylation residues that are responsible for the mobility shift. More importantly,

Rsk, which functions directly downstream of MAPK, phosphorylated TSS directly

in vitro (Nishiyama, Ohsumi and Kishimoto, 2007a). When endogenous Erp1 was

substituted by non-phosphorylatablemutant of TSS (Erp1-3A), the oocytes did not arrest

at meta-II and degenerated like Erp1-deprived oocytes, indicating that phosphorylation

of TSS byRsk is required formeta-II arrest (Nishiyama,Ohsumi andKishimoto, 2007a).

Because a four to five-times higher concentration of Erp1-3A than wild-type caused

meta-II arrest, phosphorylation seems to enhance the activityofErp1 rather thangenerate

it. Although phosphorylation of TSS also stabilizes Erp1 through suppression of the

degron in the central part, a nondegradablemutant ofErp1-3A still fails to inducemeta-II

arrest (Nishiyama, Ohsumi and Kishimoto, 2007a). Thus, phosphorylation of Erp1 by

Rsk not only enhances the activity of Erp1 but also stabilizes it, while the activity might

be regulated independently of the stability. At the same time, it was also reported that

phosphorylation of Ser335 and Ser336 of Erp1 by Rsk is essential for meta-II arrest and

stability of Erp1 (Inoue et al., 2007). These two residues were found as a consensus site
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for Rsk phosphorylation. Although Ser335 is less conserved in some vertebrates, it is

clear that phosphorylation of these four residues, Ser335þTSS (referred to as the TSS

region hereafter: Figure 14.2), in the centre of Epr1, is essential for its stability and

meta-II arresting activity in Xenopus eggs.

The next questions are how phosphorylation of Erp1 enhances its activity and, more

importantly, how Erp1 inhibits APC/C. Both Emi1 and Erp1 have D-box and ZBR

domains (Figure 14.2). The D-box is the APC/C recognition sequence (Arg-x-x-Leu),

which is present in APC/C substrates and necessary for binding to APC/C or its

coactivators (Yamano et al., 2004; Kraft et al., 2005; Peters, 2006). Emi1 is known to

inhibit APC/C by direct binding to APC/C through its D-box and acting as a

pseudosubstrate of APC/C (Miller et al., 2006). Interestingly, when the ZBR function

of Emi1 is deleted, Emi1 is ubiquitinated, presumably by APC/C, and loses its function

as a pseudosubstrate (Miller et al., 2006). Because the C-terminus of Erp1 containing

the D-box and ZBR is similar to that of Emi1, it might be possible that both proteins

inhibit APC/C in the samemanner. Indeed, aD-boxmutant of Erp1 fails to inducemeta-

II arrest, and it shows only weak binding to APC/C (Nishiyama, Ohsumi and

Kishimoto, 2007a). It is noteworthy that a ZBR mutant, which also completely fails

to inducemeta-II arrest like theD-boxmutant, associateswithAPC/C to the same extent

as wild-type (Nishiyama, Ohsumi and Kishimoto, 2007a), as is also reported for Emi1

(Miller et al., 2006). It is likely, therefore, that Erp1’s ability to inhibit APC/C depends

on both D-box-mediated binding to APC/C and on ZBR-mediated inhibition, each of

which is inter-independent. Since Erp1 carrying non-phosphorylatable TSS shows

reduction of binding to APC/C, and it is further decreased by a D-box mutation to the

same extent as Erp1 with D-box mutation alone, phosphorylation of TSS seems to

facilitate at least the D-box-mediated binding to APC/C (Nishiyama, Ohsumi and

Kishimoto, 2007a). In addition, phosphorylation of TSS might also play a role in

enhancing ZBR function, which still remains largely unknown. The question of how

ZBR inhibits APC/C is a future challenge.

14.2.5 Maintenance of meta-II arrest: dynamic
equilibrium of Cdk1 activity

Mature eggs of Xenopus laevis can be halted at meta-II for a long period: up to several

days. This arrest is often thought to be a static or quiet state because fertilized eggs look

more dynamic than unfertilized eggs. Actually, because, during meta-II arrest, degra-

dation of cyclin B is inhibited and Cdk1 activity is maintained at a high level, APC/C

activity is apparently inhibited completely. However, recent studies show that meta-II

arrest is not quiet at all but rather a dynamic state, where synthesis and degradation of

cyclin B are balanced (Yamamoto et al., 2005; Wu et al., 2007).

It has been suggested that synthesis of cyclin B continues in meta-II arrested eggs

(Kubiak et al., 1993; Thibier et al., 1997), as well as egg extracts (Yamamoto

et al., 2005). Surprisingly, the protein synthesis rate in meta-II arrested egg extracts

is approximately 60% of that in interphase extracts. Nevertheless, the total level of

cyclin B amount or Cdc2 activity does not change in meta-II arrested egg extracts,

suggesting that a considerable amount of cyclin B degradation, equal to the amount of

14.2 FROG META-II ARREST BY CSF 363



new synthesis, takes place during meta-II arrest. Indeed, when exogenous cyclin B was

added to meta-II arrested egg extracts, Cdk1 activity was increased proportionally with

the concentration of cyclin B added; subsequently, the Cdk1 activity dropped to the

initial level through cyclin B degradation, and the level of Ckd1 activitywasmaintained

thereafter (Yamamoto et al., 2005). The degradation of cyclin B induced by elevated

Cdk1 activity depends on APC/C–Cdc20, indicating that a negative feedback system

mediated by APC/C–Cdc20 keeps Cdk1 activity constant at the meta-II level in the

presence of continuous cyclin B synthesis (Yamamoto et al., 2005). The next question

then is what is the sensor of the feedback system?

Recent studies suggest that Erp1 could be the sensor. Sally Kornbluth and colleagues

found that Erp1 was dissociated from APC/C when exogenous cyclin B was added to

meta-II arrested egg extracts (Wu et al., 2007). Phosphorylation of Erp1 at two

threonine residues on its C-terminus (Thr545 and Thr551) decreases its binding ability

to APC/C. They also showed that, in vitro, the protein phosphatase 2A (PP2A) could

bind directly to Erp1 and dephosphorylate the C-terminus fragment of Erp1 including

Thr545 and Thr551 (Wu et al., 2007). These results provide a model for the feedback

system thatmaintainsCdk1 activity inmeta-II arrest. PP2Aprevents phosphorylation of

Thr545 and Thr551, and keeps Erp1 associated with APC/C. Once Cdk1 activity

exceeds a threshold and becomes predominant over phosphatase activity, Thr545 and

Thr551 are phosphorylated, leading to dissociation of Erp1 from APC/C and, in turn,

APC/C is transiently activated (Figure 14.3).

Erp1
Active

Cdk1
cycB

PP2A

Meta-II
level

Cdk1

Cdk1

Cdk1

High Cdk1 activity

Low Cdk1 activity

Erp1
Less active

cyclin B
degradation

APC/C–dependent cyclin B
synthesis

Establishment Maintenance

Mos/MAPK/Rsk

cycB

cycB

Figure 14.3 Mos/MAPK pathway and Erp1 cooperate for establishment and maintenance of meta-II
arrest. Erp1 is phosphorylated at TSS region by Rsk dependently of Mos/MAPK activity. The
phosphorylation increases both APC/C-inhibiting activity and stability of Erp1, thereby meta-II
arrest is established and maintained. During meta-II arrest, once Cdk1 activity exceeds a threshold
(meta-II level) due to continuous synthesis of cyclin B (cycB), Thr545 and Thr551 of Erp1 are
phosphorylated by Cdk1. This phosphorylation causes dissociation of Erp1 from APC/C, inducing
transient activation of APC/C, followed by cyclin B degradation. As a result, Cdk1 activity is dropped
below meta-II level; Thr545 and Thr551 are dephosphorylated by PP2A, resulting in recovery of Erp1
activity. The binding of Erp1 to PP2A depends on Mos-dependent phosphorylation of Erp1
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The Mos/MAPK pathway also seems to play an important role in this feedback

system, becauseMos-dependent phosphorylation of Erp1 at the TSS region is required

for binding of Erp1 to PP2A, that is to say, for binding of Erp1 to APC/C (Wu

et al., 2007). Furthermore, during meiosis I, where the ratio of Mos/MAPK activity to

Cdk1 activity is less than that in meiosis II, Erp1 protein is highly unstable due to

Cdk1-mediated phosphorylation at 4 N-terminus sites (Ser213/Thr239/Thr252/

Thr267) (Tang et al., 2008). As is evident from these results, Mos/MAPK activity

is required tomaintain the level of cyclin B dynamically duringmeta-II arrest. Indeed,

when Mos is depleted from meta-II arrested egg extracts, cyclin B is gradually

degraded and finally the cell cycle shifts to interphase (Yamamoto et al., 2005).

Therefore, the feedback system regulated by Erp1 clearly depends on Mos/MAPK

activity (Figure 14.3).

Thus, one of the most important features of CSF arrest is its dynamic stability. It

might seem to be inadequate for a secure arrest because APC/C could be activated

readily.However, ifwe think about release of the arrest, prompt activation ofAPC/Cand

degradation of cyclin B are prerequisite for precise activation of zygotes, which should

not be arrested anymore. CSFmight be an ingenious system not only to achieve meta-II

arrest, but also to ensure the subsequent activation of fertilized zygotes.

14.3 Meta-II arrest in mouse

Mos is also required for meta-II arrest in mouse oocytes. Oocytes frommice lacking the

c-mos gene (mos�/�) were found to lack activeMAPK.Although it has not been clearly

demonstrated whether these oocytes undergo meiosis II normally, 70% of them were

activated spontaneously (Colledge et al., 1994; Hashimoto et al., 1994; Verlhac

et al., 1996). In these mos�/� oocytes, meta-II arrest is restored by activation ofMAPK

(Verlhac et al., 2000). However, in mouse oocytes, Rsk is unlikely to play an essential

role for meta-II arrest, because oocytes from Rsk1, 2, and 3 triple-knockout mice arrest

the cell cycle at meta-II normally, and constitutively active Rsk does not rescue the

meta-II arrest of oocytes from mos�/� strain (Dumont et al., 2005). As alluded to

previously, some other target of MAPK, like aMISS or DOC1R, is required for spindle

assembly during meta-II arrest in mouse (Lefebvre et al., 2002; Terret et al., 2003), and

spindle assembly is necessary for release from meta-II arrest (Winston et al., 1995). It

seems likely that, downstream of MAPK, molecules other than Rsk somehow mediate

the meta-II arrest activity in mouse oocytes.

Nevertheless, Erp1 is required formeta-II arrest inmouse oocytes aswell. Erp1 is also

found in mouse, and depletion of Erp1 in situ by RNA interference causes precocious

meiotic exit in mature oocytes (Shoji et al., 2006). Because Erp1 is found in protein

sequence databases of many vertebrates, and its TSS region is highly conserved

(Figure 14.2), the mechanism of Erp1-dependent meta-II arrest seems to be common

invertebrates. Because theTSS region does not seem to have a consensus site forMAPK

phosphorylation, an alternative kinase to Rsk activated byMAPKmight be responsible

for Erp1 activation, or MAPKmight regulate Erp1 through a region distinct from TSS.

In any case, a major question that remains to be addressed is how Erp1 is regulated in

mouse oocytes.
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14.4 Pronuclear stage arrest in starfish

14.4.1 Dual-lock for G1 arrest

Interestingly, the Mos/MAPK pathway has also been shown to be responsible for the

second arrest in unfertilized eggs of some invertebrates, which are arrested at a stage

other thanmeta-II (see below). Among these, most extensively studied is the starfish, in

which, unless fertilization occurs after ovulation (see below),mature eggs are arrested at

the pronuclear stage after completion of meiosis II (Kishimoto, 2003). Particularly in

the starfish Asterina pectinifera (renamed Patiria pectinifera in the 2007 NCBI

Taxonomy Browser), unfertilized mature eggs are arrested at the G1 phase of the

pronuclear stage (Kishimoto, 1998; see below). Fertilization releases the G1 arrest to

initiate S phase, with no requirement of new protein synthesis.

Prevention of entry into S phase

During meiotic maturation in oocytes of A. pectinifera, Mos is initially synthesized

around metaphase of meiosis I, dependently on cyclin B–Cdc2 activation (Tachibana

et al., 2000), and induces activation of MAPK (Tachibana et al., 1997, 2000) and Rsk

(Mori et al., 2006). Unless fertilization occurs,Mos protein and activities ofMAPK and

Rsk remain elevated until G1 arrest after completion of meiosis II. Fertilization causes

immediate degradation of Mos protein, resulting in inactivation of MAPK and Rsk.

Suppression of either MAPK (Tachibana et al., 1997) or Rsk (Mori et al., 2006) in

unfertilized G1 eggs is necessary and sufficient for release fromG1 arrest and entry into

S phase. Thus, theMos/MAPK/Rsk pathway causes the starfishG1 arrest, in whichMos

functions as an MAPK kinase kinase, and Rsk functions as a mediator immediately

downstream of MAPK.

Prevention of entry into M phase

Although release from theG1 arrest by fertilization leads to S phase and the followingM

phase that results in embryonic cell cycling, there is an issue particular to theG1 arrest in

eggs. In somatic cells, the orderly progression of the cell cycle is ensured by checkpoint

controls (Hartwell and Weinert, 1989). For example, the DNA replication checkpoint

allows entry into M phase only after completion of S phase, by monitoring progression

of S phase. Unlike the ordinary somatic cell cycle, however, a functional cell cycle

checkpoint is lacking in the early embryonic cell cycle of some organisms including

starfish (Yamada et al., 1985). Indeed, evenwhenDNA replication is inhibited, the early

embryonic cell cycle can progress with M phase cycling without S phase (Nagano

et al., 1981; Hara et al., 2009). Thus, to block the start of the embryonic cell cycle at G1

phase in unfertilized starfish eggs, entry intoMphasemust be suppressed independently

of prevention of S phase.
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Entry into M phase in fertilized starfish eggs is regulated both by cyclin A–Cdk1

and cyclin B–Cdk1 (Okano-Uchida et al., 1998). In G1-arrested eggs, protein levels of

cyclin A and cyclin B remain low, and fertilization triggers their accumulation.

Although each cyclin associates with Cdk1, cyclin B–Cdk1 remains inactive due to

inhibitory phosphorylation on Cdk1 byWee1 andMyt1. By contrast, cyclin A–Cdk1 is

activated due solely to the association of both proteins. The active cyclin A–Cdk1

inactivates Wee1 and Myt1 via Plk1, resulting in activation of cyclin B–Cdk1 and

entry into M phase (Okano-Uchida et al., 2003; Tachibana et al., 2008). Thus,

accumulation of cyclin A and cyclin B is indispensable for starting the embryonic M

phase.

Consistently, in unfertilized G1 eggs of the starfish, suppression of Rsk alone is not

sufficient for cell cycle progression into M phase, due to lack in accumulation of cyclin

A and cyclin B, even though S phase occurs (Hara et al., 2009). Instead, even in the

presence of active Rsk, suppression of MAPK alone causes accumulation of cyclins

A and B, resulting in entry into M phase without S phase. Thus, MAPK prevents entry

into M phase through a pathway that is not mediated by Rsk but that leads to repression

of synthesis of cyclin A and cyclin B proteins. Synthesis of cyclins A and B proteins is

repressed in a manner independent of elongation of the poly(A) tail (Hara et al., 2009);

in contrast, their synthesis during oocytematuration is likely to be regulated in a poly(A)

tail elongation-dependent manner (Standart et al., 1987; Lapasset et al., 2008).

Together, to maintain G1 arrest in unfertilized starfish eggs, there is a ‘dual-lock’

mechanism (Hara et al., 2009) in which two separate pathways are operating down-

stream of the Mos/MAPK pathway: one is a Rsk-dependent pathway that leads to

prevention of entry into S phase, and the other is a Rsk-independent pathway that leads

to prevention of entry into M phase (Figure 14.4). Such a dual-lock downstream of

MAPK is necessary for G1 arrest.

So far, this is the first demonstration that theMos/MAPK cascade separates into Rsk-

dependent and Rsk-independent pathways, thereby arresting the cell cycle prior to

fertilization. Although the physiological substrates of Rsk andMAPK in the respective

pathways remain unclear, an effector in the Rsk pathway should be implicated in the

DNA replication machinery (Kearsey and Cotterill, 2003). On the other hand, an

effector in theMAPKpathway should be implicated in the protein synthesis machinery,

possibly regulating 50 cap-dependent translation (Vardy and Orr-Weaver, 2007b).

A future challenge is to elucidate the components in the respective pathways down-

stream of Rsk and MAPK.

14.4.2 G2 arrest

Although unfertilized mature starfish eggs arrest at the pronuclear stage after comple-

tion of meiosis II, the cell cycle phase differs depending on the starfish species

(Kishimoto, 1998). In contrast to the above-mentioned G1 arrest in Japanese Asterina

pectinifera and American Asterina miniata (Sadler and Ruderman, 1998; also renamed

Patiria miniata), the pronuclear arrest occurs at G2 phase after DNA replication in

European Marthasterias glacialis and Astropecten aranciacus (Picard et al., 1996;
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Fisher et al., 1998). Nevertheless, both G1 and G2 phase arrests depend on MAPK

(Kishimoto, 1998, 2004). As for the MAPK-dependent G2 arrest, artificial elevation of

MAPK activity can cause G2 arrest in the first embryonic cycle of Xenopus (Walter,

Guadagno and Ferrell, 1997; Bitangcol et al., 1998). In this arrest, accumulation of

cyclin A and cyclin B occurs, butMAPK directly phosphorylates and activatesWee1 to

inhibit Cdk1 (Murakami, Copeland and Vande Woude, 1999; Walter, Guadagno and

Ferrell, 2000). In contrast, in European starfish eggs arrested at G2 phase, cyclin B

accumulation and inhibitory phosphorylation of Cdk1 are observed, but cyclin A,

though not examined directly, does not appear to accumulate, because no significant H1

kinase activity is detectable (Fisher et al., 1998). These findings indicate that the G2

arrest in European starfish eggs is different from that induced byMAPK inXenopus egg

extracts, but rather reminiscent of that seen in Japanese starfish eggs in which Rsk is

suppressed but MAPK remains active. It is most likely that in G2-arrested eggs of the

European starfish, a single-lock downstream of MAPK, that is the Rsk-independent

pathway alone, maintains cell cycle arrest prior to fertilization. Considering that Rsk is

essential for progression into meiosis II (Mori et al., 2006; see below), G2-arrested
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Figure 14.4 Dual-lock for G1 arrest in unfertilized mature starfish eggs. Unless fertilization occurs,
mature eggs of the starfish, Asterina pectinifera, arrest at G1 phase of the pronuclear stage. To execute
the G1 arrest, two separate pathways function downstream of the Mos/MAPK pathway. One is an Rsk-
mediated pathway that leads to prevention of entry into S phase through inhibition of initiation of
DNA replication. The other is an Rsk-independent pathway that prevents entry into M phase through
suppression of protein synthesis of cyclin A and cyclin B. Such a dual-lock downstream of MAPK is
necessary for G1 arrest, because the lack of a DNA replication checkpoint allows entry into M phase in
the absence of S phase

368 CH 14 CYTOSTATIC ARREST: POST-OVULATION ARREST UNTIL FERTILIZATION



starfish eggs might be lacking not in Rsk activity but in Rsk target(s) that lead to

prevention of DNA replication.

14.5 Evolution of meiotic arrest

14.5.1 Diverse stages of post-meiotic reinitiation arrest: defining
of cytostatic arrest

Frog (Xenopus laevis), mouse and starfish (Asterina pectinifera) are the top three

species in which cytostatic arrest prior to fertilization has been extensively studied.

Looking among metazoans more generally (Adiyodi and Adiyodi, 1983; Masui, 1985;

Figure 14.5), however, other aspects of cytostatic arrest are emerging. In some species of

metazoans, fully grown oocytes which remain arrested at pro-I are ovulated, and

fertilization releases the pro-I arrest. Inmost other species, the pro-I arrest is released by

ovulation or by a maturation-inducing hormone, but the cell cycle arrests again after

meiotic reinitiation, unless fertilization occurs. Such a postmeiotic reinitiation arrest is

an almost universal phenomenon throughout Metazoa, but the arrest stage differs

depending on the species: meta-I, meta-II, and pronuclear stage (G1 or G2 phase) after

completion of meiosis II.

Meta-I arrest is seen in more than half of the phyla, including the large phyla of

Arthropoda and Mollusca, and, hence, meta-I is the most common stage of arrest. G1

arrest occurs in some species of the phyla of Ctenophora, Cnidaria and Echinodermata.

Meta-II arrest is seen only in some of phylum Chordata, including vertebrates and

amphioxus but not ascidians. In fact, even within the same phylum, the stage of arrest is

not always the same. For example, Arthropoda andMollusca contain specieswith either

pro-I or meta-I arrest. Thus, the stage of the second arrest has diverged in the course of

evolution, even though all of these arrests are released by fertilization. It is intriguing

nevertheless to consider whether there is a common molecular principle among the

various second arrests.

Prior to this consideration, however, we should note that what is meant by ‘post-

meiotic reinitiation arrest’ (or ‘the second arrest’) is not so simple. It occurs even

before ovulation (i.e. inside of the ovary) in some species, and its stage is not always the

stage of fertilization (i.e. sperm entry), implying that post-meiotic reinitiation arrest

may not be always equal to cytostatic arrest. To clear up the confusion, we try to classify

various pre-meiotic and post-meiotic reinitiation arrests into several types in Table 14.1.

The primary classification is based on whether pro-I arrest is either maintained (type A)

or released (types B and C) until ovulation. The secondary classification is based on

whether post-meiotic reinitiation arrest occurs either only after ovulation (type B) or

both before and after ovulation (type C). Subtypes are detailed as follows:

Type A: Pro-I oocytes are ovulated
Type A1: Pro-I-arrested oocytes are ovulated, and pro-I arrest is maintained until

fertilization. Pro-I oocytes are fertilized. (e.g. surf clam, echiuroid)

Type A2: Pro-I arrest is released at/by ovulation, and meta-I arrest occurs in

unfertilized oocytes. Fertilization occurs until meta-I. (e.g. polychaete, ascidian)
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Figure 14.5 Diverse stages of sperm entry or cell cycle arrest in unfertilized eggs of metazoans. The
stages of sperm entry (fertilization) or the stages of cell cycle arrest in unfertilized eggs after meiotic
reinitiation are indicated in relation to each phylum of Metazoa, along with fungi and plant for
reference. More than two stages in the same phylum are shown in order of higher frequency, so far
reported. However, the stage of sperm entry and the stage of cell cycle arrest in unfertilized eggs are
not likely to be precisely distinguished in some previous reports, despite the fact that both are not
always the same. The information was obtained from Adiyodi and Adiyodi (1983) and Masui (1985).
Phylogram is shown according to Dunn et al. (2008), except that the positions of Porifera and
Ctenophora are switched
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Type B: Pro-I arrest is released and no further arrest occurs before ovulation

Type B1: Pro-I arrest is released in the ovary (by MSP in C. elegans). After

ovulation, no arrest occurs in unfertilized oocytes. Fertilization occurs around

meta-I, but no fertilization results in parthenogenesis. (e.g. nematode)

TypeB2: Pro-I arrest is released in the ovary (by luteinizing hormone (LH)). After

ovulation, meta-II arrest occurs in unfertilized oocytes. Fertilization occurs at

germinal vesicle (GV) stage. (e.g. dog, fox)

Type B3: Pro-I arrest is released in the ovary (by LH in mouse or by progesterone

in frog). After ovulation, meta-II arrest occurs in unfertilized oocytes. Meta-II

oocytes are fertilized. (e.g. mouse, frog)

Type B4: Pro-I arrest is released in the ovary. After ovulation, G1 arrest occurs in
unfertilized oocytes. G1 oocytes are fertilized. (e.g. jellyfish)

Type C: Pro-I arrest is released but further arrest occurs before ovulation

Type C1: After release from pro-I arrest, further arrest occurs at meta-I in the

ovary. After ovulation, meta-I arrest is maintained in unfertilized oocytes. Meta-I

oocytes are fertilized. (e.g. sawfly)

Table 14.1 Stages of meiotic arrest in metazoan oocytes

Stage of oocytes

Type Genus Trigger of

meiotic

reinitiation

Pre-meiotic

reinitiation

arrest

Post-meiotic

reinitiation

arrest

Sperm

entry

After

ovulation

(unfertilized)

Before

ovulation

After

ovulation

(unfertilized)

A1 Surf clam Fertilization GV — — GV

A1 Echiuroid Fertilization GV — — GV

A2 Polychaete Ovulation — No Meta-I Prometa-I

to meta-I

A2 Ascidian Ovulation — No Meta-I Meta-I

B1 Nematode MSP

(C. elegans)

— No No

(parthenogenesis)

Around

meta-I

B2 Dog LH — No Meta-II GV

B3 Mouse LH — No Meta-II Meta-II

B3 Frog Progesterone — No Meta-II Meta-II

B4 Jellyfish Light

(peptide?)

— No G1 G1

C1 Sawfly ? — Meta-I Meta-I Meta-I

C2 Starfish 1-methyladenine — Meta-I G1 (or G2)a Meta-I to

G1 (G2)

C3 Fruit fly ? — Meta-I G2 Meta-I

C4 Sea urchin (1-methyladenine?) — G1 G1 G1

aG1 arrest in Japanese Asterina pectinifera and American Asterina miniata, but G2 arrest in European

Marthasterias glacialis and Astropecten aranciacus.

Source: the information on various stages was obtained basically fromAdiyodi and Adiyodi (1983),Masui (1985),

and Sagata (1996), with slight modification.
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Type C2: After release from pro-I arrest (by 1-methyladenine in starfish), further

arrest occurs at meta-I in the ovary. Meta-I arrest is released at/by ovulation, and

unfertilized oocytes arrest at G1 (or G2; see Section 14.4.2). Fertilization occurs

during meta-I to G1 (or G2). (e.g. starfish)

Type C3: After release from pro-I arrest, further arrest occurs at meta-I in the

ovary. Meta-I arrest is released at/by ovulation, and unfertilized oocytes arrest at

G2. Fertilization occurs at meta-I. (e.g. fruit fly)

Type C4: Meiosis is completed in the ovary. After ovulation, G1 arrest is

maintained in unfertilized oocytes. G1 oocytes are fertilized. (e.g. sea urchin)

Among the above patterns, themost typical would be the cases ofmouse (B3), frog (B3)

and sea urchin (C4), in which stages of the second arrest, sperm entry and cytostatic

arrest are the same. By contrast, atypical would be the cases of starfish (C2) and fruit fly

(C3), inwhich, aftermeiotic reinitiation, the cell cycle arrests once again atmeta-I in the

ovary, restarts from meta-I at/by ovulation (Harada, Oita and Chiba (2003) for starfish;

Page and Orr-Weaver (1997) for fruit fly), and finally arrests at G1 or G2 unless

fertilization occurs (see below, Section 14.5.3). Looking at this case, the cytostatic arrest

should be precisely defined as a stage in which oocytes are arrested after ovulation

unless fertilization occurs. Themeta-I arrest of these species is actually the second arrest

or post-meiotic reinitiation arrest, but should not be considered as the cytostatic arrest,

because its occurrence in the ovary precludes the opportunity of fertilization (see also

below, Section 14.5.2). Even though sperm entry occurs after release frommeta-I arrest

until pronuclear stage arrest, this should be simply regarded as an inconsistency

between the stages of sperm entry and cytostatic arrest. Another atypical example

would be nematode (B1) which lacks in cytostatic arrest, but this lack is in good

agreement with lack of mos in this species (see below, Section 14.5.4).

14.5.2 Meta-I arrest

Among the metazoans, meta-I is the stage at which sperm entry occurs most frequently

(Figure 14.5). In a precise sense, however, it remains unclear whether the stage of sperm

entry is actually the stage of cytostatic arrest (i.e. the stage at which unfertilized oocytes

remain arrested after ovulation), because both stages have not been well distinguished

in some of the previous literature. To consider molecular mechanisms involved in

meta-I arrest, based on Table 14.1, we will classify the meta-I arrest into two types:

post-ovulation meta-I arrest and pre-ovulation meta-I arrest.

Post-ovulation arrest at meta-I

Among many metazoans, regulatory mechanisms for the post-ovulation meta-I arrest

have been studied in only a limited numbers of species. In ascidians and in a

hymenopteran insect, the sawfly, oocytes arrest at meta-I after ovulation unless

fertilization occurs. In ascidians, MAPK is likely to be involved in meta-I arrest

(McDougall and Levasseur, 1998; Russo et al., 1998; Sensui, unpublished) andmos is

identified in its genome (Russo et al., 2009). In the sawfly, a maternally expressed Mos

372 CH 14 CYTOSTATIC ARREST: POST-OVULATION ARREST UNTIL FERTILIZATION



has been characterized and probably acts upstream of MAPK-mediated meta-I arrest

(Yamamoto et al., 2008). Thus, theMos/MAPKpathway ismost likely to be involved in

the post-ovulation meta-I arrest.

The molecular mechanisms underlying meta-I and meta-II arrests might be similar,

because both arrests occur at the same cell cycle stage: metaphase. However, Erp1,

which is the main effector for meta-II arrest, has so far not been found in genome

databases of species that undergo meta-I arrest (Russo et al., 2009). The post-ovulation

meta-I arrest might be independent of Erp1, but dependent on Mos/MAPK.

Preovulation arrest at meta-I

In the dipteran insectDrosophila (Page andOrr-Weaver, 1997) and the starfishAsterina

pectinifera (Harada, Oita and Chiba, 2003), after release from pro-I arrest, oocytes

arrest again at meta-I inside the ovary (Table 14.1). Such a pre-ovulationmeta-I arrest is

released at ovulation. In starfish, MAPK is not yet activated at meta-I when oocytes

remain inside the ovary (although MAPK is already active at meta-I when isolated

oocytes undergo maturation in vitro (Tachibana et al., 1997)), and hence, meta-I arrest

does not depend on MAPK activity (Usui, Hirohashi and Chiba, 2008), contrary to a

previous report (Harada, Oita and Chiba, 2003). InDrosophila as well, mutant females

in which the mos gene is deleted are fertile and their oocytes are normally arrested at

meta-I (Ivanovska et al., 2004). It is thus most likely that pre-ovulation meta-I arrest

is independent of MAPK. As sawfly oocytes arrest at meta-I both pre-ovulation and

post-ovulation (Yamamoto et al., 2008), it is intriguingwhether the pre-ovulation arrest

as well as the post-ovulation arrest require MAPK.

In summary, meta-I arrest depends on Mos/MAPK when it occurs outside the ovary,

but does not when it occurs inside the ovary. If rare cases of intraovarian fertilization are

excluded, cytostatic arrest can be considered as an arrest that is seen in oocytes outside

the ovary, because cytostatic arrest is an arrest seen in a situation that allows fertiliza-

tion, but where fertilization has not yet occurred. We can thus conclude that cytostatic

meta-I arrest also requires Mos/MAPK, even though the pre-ovulation meta-I arrest

does not. The pre-ovulation meta-I arrest may be a vestige of the meta-I arrest that is

seen in most deuterostome animals, including hemichordates and ascidians, an evolu-

tionarily early chordate, while it is intriguing as to how the pre-ovulationmeta-I arrest is

induced in the absence of MAPK.

14.5.3 G1 or G2 arrest other than in starfish

InAsterina starfish, unfertilizedmature eggs arrest at G1, regardless of whether isolated

immature oocytes undergo maturation in vitro or meta-I oocytes are released from the

ovary (Table 14.1; see above, Section 14.4.1). Similarly to the Asterina starfish, unless

fertilization occurs, mature eggs of sea urchin and the marine hydrozoan jellyfish

(phylum Cnidaria) remain arrested at G1 of the pronuclear stage after spawning

(ovulation). In their arrest as well, MAPK is necessary and sufficient for preventing

release from the G1 arrest (Kumano et al. (2001) for sea urchin; Kondo, Tachibana and
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Deguchi (2006) for the jellyfishCladonema pacificum). Particularly in jellyfish,MAPK

negatively regulates all of the three major postfertilization events; that is, not only the

start of the embryonic cell cycle but also the cessation of sperm attraction and

the expression of surface adhesive materials (Kondo, Tachibana and Deguchi, 2006).

In the G1 arrest of sea urchin and jellyfish as well, Mos is most likely to function

upstream of MAPK, because Mos orthologues have been recently identified in the sea

urchin Strongylocentrotus purpuratus genome and cnidarian Clytia hemisphaerica

EST (expressed sequence tag) database (Amiel et al., 2009; see below, Section 14.5.4).

Indeed,ClytiaMos is required for G1 arrest (Amiel et al., 2009). Thus, theMos/MAPK

pathway ismost likely to be conserved forG1 arrest aswell. It is intriguing as towhether

Rsk functions downstream of MAPK in these species.

In Drosophila, meta-I oocytes are normally fertilized just after ovulation. However,

whether or not the oocyte is fertilized, meta-I arrest is released at ovulation; following

meiosis II, all four meiotic products in the egg go through a transient interphase state,

and then the chromosomes of all the products condense. Given that BrdU can be

observed incorporated into these chromosomes, it is likely that S phase occurs during

the interphase transition (T.L. Orr-Weaver, personal communication; Fenger

et al., 2000; Table 14.1). Such a G2 arrest in unfertilizedDrosophila eggs is apparently

equivalent to that in starfish eggs with the ‘single-lock’ downstream of MAPK (see

Section 14.4.2). Interestingly, although the Mos/MAPK pathway is dispensable for

meta-I and G2 arrests, MAPK is still active in unfertilized eggs and is inactivated in

fertilized eggs (Ivanovska et al., 2004). These behaviours of the MAPK in Drosophila

eggs suggest that Mos/MAPK might be vestigial for cytostatic arrest (see also

Section 14.5.4). In the actual Drosophila G2 eggs, however, the PNG (PAN GU)

kinase complex positively regulates entry into M phase through promoting cyclin B

synthesis (Vardy and Orr-Weaver, 2007a).

Taken together, we can conclude that Mos/MAPK is generally conserved in all

of cytostatic arrests at meta-I, meta-II and G1 so far examined.

14.5.4 Conservation of Mos in metazoans

In the early studies, Mos was thought to have a major role in regulating meta-II arrest

only in eggs of vertebrates such as frogs and mice. Hence, it was supposed that Mos

should be present only in vertebrates. Later studies, however, revealed that MAPK

regulates the cytostatic arrest at G1 in invertebrate starfish eggs as well, even though the

arrest stage is not meta-II (Tachibana et al., 1997). This prompted us to identify the

upstreamactivator for starfishMAPK, andfinallywe isolated starfishA. pectiniferaMos

as the first one in invertebrates (Tachibana et al., 2000). Thereafter,DrosophilaMoswas

identified (Ivanovska et al., 2004), followed by identification of various mos ortholo-

gues using genomes or EST databases (Amiel et al., 2009).

Phylogenetic survey revealed that Mos genes are conserved in most of the metazoa

(Amiel et al., 2009). Among the metazoa, mos genes were found in Cnidaria,

Ctenophora, Placozoa, Annelida, Arthropoda (the fruit fly Drosophila melanogaster

and the sawfly Athalia rosae), Mollusca, Echinodermata and Chordata. Exceptions in

the metazoa in which mos genes were not found are Porifera (sponges) and Nematoda
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(Caenorhabditis elegans; see above, Section 14.5.1). So far, no mos gene has been

found outside themetazoa, that is, in Choanoflagellata and Eumycota (fungi), including

the yeast Saccharomyces cerevisiae andAspergillus niger. Their orthology suggests that

the mos gene may have originated in a common metazoan ancestor and then been

secondarily lost in the sponges and the nematodes. Another feature is that multiplemos

genes were found in cnidaria, while only a single intact mos gene was found in

bilaterians, despite well-documented whole-gene duplications.

The above phylogenetic analysis, indicating thatMos is conserved but is restricted in

themetazoa, implies thatMos should be seen not as a core regulator ofmeiosis, which is

amuch older process, but of a particularity ofmeiosis inmetazoans (Amiel et al., 2009).

In accordance with this notion, the cytostatic arrest until fertilization is not a phenome-

non that is commonly seen in meiosis in all of the eukaryotes including yeasts, but is

restricted to metazoan oocyte meiosis. Thus, a general role for Mos appears to be

regulation of the cytostatic arrest in metazoan oocytes (see below, Section 14.7).

Consistently, Drosophila mos, which is not essential for meiosis (see Section 14.5.3;

Ivanovska et al., 2004), is highly divergent compared with other metazoan mos genes.

And oocytes of Caenorhabditis, which are lacking in mos, do not undergo cytostatic

arrest (see above, Section 14.5.1). Lack of themos gene in Amphimedon queenslandica

(sponge) may also relate to the complicated process of intraovarian fertilization in

growing oocytes of sponges (Masui, 1985), which precludes the opportunity for

cytostatic arrest.

14.6 Reconsideration of CSF

14.6.1 Extended CSF: core element, transducer, effector and target

Since the discovery of CSF byYoshioMasui in 1971, our knowledge of amphibian CSF

has been largely clarified through two great discoveries: Mos and Erp1. Furthermore,

extensive studies on the post-meiotic reinitiation arrest (the second arrest) in various

metazoans have expanded the ‘CSF-like’ activity into arrests other thanmeta-II. At this

point, we can ask again ‘What is CSF?’ In reconsidering CSF, one way would be to

restrict the concept of CSF to meta-II arrest, based on its original definition by Masui.

Another way would be to extend the idea of CSF to cytostatic arrest at various stages,

which occurs aftermeiotic reinitiation and ovulation, but before fertilization, depending

on the species. Below, we will discuss each of these two views.

If we restrict ‘CSF’ to the original meta-II arrest, a possible consideration is as

follows. In the original experiment of cytoplasmic transfer using amphibians, by which

Masui found CSF (Figure 14.1a), CSF was thought not to be present in the recipient

blastomere of a two-cell embryo, based on his CSF criteria. However, we now know

that a comparable amount of Erp1 is present in recipient blastomeres as in unfertilized

eggs. This indicates that the substance of CSF in unfertilized eggs, which caused

metaphase arrest in the recipient blastomere, was Mos, not Erp1. Thus, Mos is a bona

fide molecule of CSF. In this context, we can ask whether Erp1 is CSF or not.

Interestingly, in mouse, if cytoplasm of unfertilized eggs (Shoji et al., 2006), or active

MEK or MAPK (Kashima, Kano and Naito, 2007), is injected into one- or two-cell
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embryos, their cleavage is not inhibited. One possibility is that, in the case of mouse,

unlike Xenopus, because Erp1 has already disappeared in the two-cell embryo (Shoji

et al., 2006), Mos might not be able to induce metaphase arrest in blastomeres in the

absence of Erp1. This case also clearly indicates that the ability of Mos to induce

metaphase arrest in the recipient blastomere largely depends on the presence of Erp1 in

the blastomere. In other words, Mos, that is to say CSF in the original definition, is

insufficient for meta-II arrest. To establish and maintain meta-II arrest, theMos/MAPK

pathway has to facilitate the stability and activity of Erp1. Moreover, Erp1 is also

regulated by other kinases and phosphatases, such as Cdk1, PP2A (Wu et al., 2007) and

even calcineurin (Nishiyama et al., 2007b). Thus, an alternative to the classical

definition of CSF, which does not sufficiently encompass the molecules contributing

to meta-II arrest, would be a new term, ‘Cytostatic system (CSS)’, for the whole

machinery including cooperation ofMos/MAPK, Erp1, and other regulatorymolecules

involving in successful meta-II arrest.

An alternative way to reconsider CSF is not to restrict the term CSF to the original

meta-II arrest. Indeed, even if CSF remains in the original meta-II arrest, some

inconsistencies are emerging, for example, between frog and mouse. Instead, consid-

ering the expansion of the role of Mos/MAPK for various post-meiotic reinitiation

arrests in metazoans, it would be more appropriate to redefine CSF, simply based on its

original main concept: CSF causes ‘cytostatic arrest’, that is, the post-meiotic reinitia-

tion arrest unless fertilization occurs after ovulation. CSF can be thus considered as a

common cytostatic arrest factor, irrespective of the particular stage of arrest.

How then can we reconcile CSF into a comprehensive view?Accumulating evidence

strongly indicates that the Mos/MAPK pathway is a core module of CSF, which causes

diverse cytostatic arrests at meta-I, meta-II and G1. The evidence further indicates that

pathways downstream of MAPK are variable depending on the arrest stage and animal

species. These variations can be distinguished by introducing the distinctions of

‘transducer, effector and target’ into each element of the pathway downstream of

MAPK (Figure 14.6). Typically, in meta-II arrest, the transducer is Rsk, the effector is

Erp1, and the target is APC/C inXenopus, while the transducer is unknown inmouse. In

starfish G1 arrest, for preventing entry into S phase, the transducer is Rsk, the effector is

unknown, and the target should be a component of initiation machinery for DNA

replication; for preventing entry into M phase, both the transducer and the effector are

unknown, and the target should be a component of the translation initiation machinery.

Thus, if we redefine Mos/MAPK (or MAPK) alone as CSF, the variety in cytostatic

arrests could be reconciled by a particular transducer, effector or target downstream of

CSF. We may distinguish each CSF as ‘meta-I CSF’ (e.g. for ascidians and sawfly),

‘meta-II CSF’ (e.g. for frog and mouse), or ‘G1 CSF’ (e.g. for starfish, sea urchin and

jellyfish). It is intriguing to consider how the ‘rewiring’ downstream of CSF/MAPK has

been introduced during metazoan evolution.

14.6.2 Release from the cytostatic arrest

In the physiological condition, fertilization generally induces an increase in intracellu-

lar free Ca2þ , followed by degradation of Mos to shut down its downstream pathway
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(see Chapter 13). Mos is reported to be destroyed through the ubiquitin-proteasome

machinery (Watanabe et al., 1991;Nishizawa et al., 1993; Castro et al., 2001), although

its E3 ligase remains unidentified. In parallel, CSF arrest is released, finally leading to

embryonic cell cycle progression.More precisely, however, there is some inconsistency

between degradation of Mos and exit from cytostatic arrest. In frog eggs, exit from

cytostatic arrest depends on a Ca2þ increase, and occurs before (or even in the absence

of) Mos degradation. By contrast, in starfish eggs, exit from cytostatic arrest never

occurs until degradation of Mos even after an increase in free Ca2þ (Tachibana

et al., 1997, 2000; Mori et al., 2006). Thus, at exit from cytostatic arrest, the Ca2þ

signal is dominant over Mos in frog, and vice versa in starfish. In eggs of jellyfish

(Kondo, Tachibana and Deguchi, 2006) and sea urchin (Kumano et al., 2001) as well,

G1 arrest is not released until MAPK is inactivated even after Ca2þ release. Such a

different nature of cytostatic arrest between meta-II and G1 might be due to particular

regulation of the effector molecules downstream of the Mos/MAPK pathway.

CSF
signalling

Mos

MAPK

?

APC/C (?)

?

Mos

MAPK

Rsk

APC/C

Erp1

?

Meta-I CSF Meta-II CSF G1 CSF

Mos

MAPK

Rsk

?

?

?

(Xenopus) (Mouse)

(Sawfly)

(Starfish)

CSF
core

Transducer

Effector

Target

Meta-I arrest Meta-II arrest G1 arrest

DNA replication
machinery

M-Cyclin
translation
machinery

Sawfly
Ascidian

Xenopus
Mouse

Starfish
Jellyfish

Sea urchin

Cytostatic arrest

Figure 14.6 CSF signalling for cytostatic arrest in metazoans. CSF was originally defined as an
activity that causes meta-II arrest in frog eggs. Based on the expansion of the role of its core
component, the Mos/MAPK pathway, for various cytostatic arrests other than meta-II arrest, here we
propose a conceptual extension in the definition of CSF. CSF can be considered as a common cytostatic
arrest factor, irrespective of the particular stage of arrest, in metazoan eggs which are not fertilized
after meiotic reinitiation and ovulation. The core of CSF is universal Mos/MAPK, downstream of which
there are variable transducer, effector and target, leading to cytostatic arrest at a particular stage. The
rewiring downstream of Mos/MAPK produces the variety in arrest stages, either meta-I, meta-II or G1.
Thus we may distinguish ‘meta-I CSF’, ‘meta-II CSF’ or ‘G1 CSF’. M-Cyclin represents cyclin A and
cyclin B
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Another issue that should be noted is the lag between fertilization and Mos

degradation. In G1-arrested eggs of starfish, sea urchin and jellyfish, Mos degradation

or MAPK inactivation occurs immediately (within 15min) after fertilization. By

contrast, it takes more than 1 h in frog and 6 h in mouse. These differences in the

lag suggest that the system for Mos degradation might not be the same among these

animals. Interestingly, the lag is variable depending on the timing of insemination in

starfish oocytes. These oocytes can be fertilized anytime through the GVBD (germinal

vesicle breakdown) stage to G1 arrest, and an increase in intracellular Ca2þ occurs

immediately after insemination (although the amount of Ca2þ release varies greatly

depending on the meiotic stage of insemination). However, MAPK inactivation (hence,

Mos degradation) does not start until completion of meiosis when meta-I oocytes are

inseminated, while it occurs immediately when G1 eggs are inseminated (Tachibana

et al., 1997, 2000; Fisher et al., 1998). Thus, insemination likely directs the signal for

Mos degradation, but the signal can be ‘stored as a memory’ in oocytes until the time of

its execution.What determines the timing ofMos degradation in oocytes of starfish, frog

and mouse is unknown.

14.7 Concluding remarks

CSF was originally found as an activity that causes meta-II arrest in frog eggs. Further

studies revealed that the core element of frog CSF is Mos/MAPK signalling, and that

Mos/MAPK also shows CSF-like cytostatic activity in diverse metazoan oocytes which

exhibit post-ovulation arrest at meta-I or G1, as well as meta-II, unless fertilization

occurs. In fact,Mos is an ancestral kinase that has been expressed in oocytes throughout

metazoan evolution, and MAPK is also highly conserved in eukaryotes. Here we

propose to redefine CSF as a cytostatic activity that causes all post-ovulation arrests

until fertilization, each of which is executed by a core element of Mos/MAPK and

variable downstream transducer, effector and target elements that direct the specificity

of the stage of the arrest.

It should be noted, however, that the role ofMos/MAPK is not restricted to cytostatic

activity. Even when post-ovulation arrest does not occur after release from pro-I or

meta-I arrest, MAPK remains active or is further activated during the meiosis I to II

transition (for Spisula, Shibuya et al. (1992); for Urechis, Gould and Stephano (1999);

for ascidian, Sensui and Tachibana, unpublished). Indeed, Mos/MAPK is essential for

the transition from meiosis I to II, which lacks intervening S phase (Sagata, 1996;

Kishimoto, 2003). Furthermore,Mos/MAPKcontributes to the formation of themeiotic

spindle leading to unequal cell division (polar body extrusion) (Hirao and Eppig, 1997;

Gould and Stephano, 1999; Tachibana et al., 2000; Brunet and Maro, 2005) and

also inactivation of maternal centrioles during oocyte maturation (Tamura and

Nemoto, 2001; Shirato et al., 2006).

Together, these multiple roles of Mos/MAPK serve to prevent parthenogenesis, by

coordinating meiotic maturation and fertilization through cytostatic arrest, meiosis I to

II transition and other meiotic events. Mos/MAPK is indeed in the centre of metazoan

female meiosis.
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Note added in proof

In the G1CSF signalling of the starfishAsterina pectinifera (see Figure 14.6), the target

downstream of the Mos-MAPK-Rsk pathway was shown to be Cdc45, a component of

the pre-initiation complex for DNA replication that is capable of origin-unwinding and

of promoting assembly of replication forks at replication origin (Tachibana et al., 2010).
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15.1 Ovarian follicles as developmental units

The two principal functions of mammalian ovaries – gametogenesis and hormone

production – emerge from the unitary character of follicles. None of the three specific

cell types (oocyte, granulosa and theca) can maintain a normal phenotype or develop

autonomously unless they interact with their follicular partners. Oocytes cannot grow

without an envelope of granulosa cells to support their growth (Canipari et al., 1984),

but they do orchestrate follicle development and influence granulosa cell metabolism

(Vanderhyden, 1996; Eppig, Wigglesworth and Pendola, 2002; Sugiura et al., 2007),

while the granulosa cells are, in turn, required for differentiation of theca cells (Honda

et al., 2007). The ability of small follicles to grow to maturity and ovulate in vitro has

provided compelling evidence of the role of theca cells and the sufficiency of the three

cell types for fulfilling both follicular functions. Theca cells are needed for development

to the Graafian stage (Spears et al., 1994; Liu, He and Rosenwaks, 2002), and they also

have a complementary role in oestrogen biosynthesis by providing steroidalmetabolites

for aromatization in the granulosa cell compartment (McNatty and Sawers, 1975;

Fortune and Armstrong, 1978; Armstrong, Goff and Dorrington, 1979).

The physiological implication of interdependency between follicular cell types is that

the ovary ceases to function altogether in the absence of any one of them. In primates the

final menses is an external manifestation of the simultaneous exhaustion of oocytes and
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their associated endocrine cells. Semantically, ‘oocyte’ and ‘follicle’ are used inter-

changeably here in the context of the ovarian reserve. Primordial follicles represent the

major oocyte reserve in the ovary for maintaining menstrual or oestrous cycles, being

the most abundant follicle stage at all ages and remaining developmentally quiescent

until they are recruited for growth towards Graafian maturity or their common fate,

atresia. The potential span of reproductive life therefore depends on the numbers and

dynamics of these small follicles, and recent controversies about follicular renewal after

birth are germane to the biology of ovarian ageing and menopause.

15.2 Follicular reserve in young ovaries

The follicle population is already established at the time of birth in human ovaries and

comprises some 1–2� 106 follicles (Baker, 1963; Forabosco and Sforza, 2007). Birth is

not a major developmental transition in this organ since folliculogenesis can begin

before, around or shortly after birth, depending on the species (Mossman and

Duke, 1973). A few antral follicles are present at birth in humans; they become more

abundant during childhood as serum gonadotrophin levels rise towards the age of

puberty, but they eventually become atretic (Himelstein-Braw et al., 1976; Peters,

Byskov andGrinsted, 1978). The cortex andmedulla of the ovary are not well defined at

perinatal ages, although there are three discrete zones in humans, reflecting a develop-

mental progression with the most mature follicles at the interior. There is an outer zone

virtually devoid of follicles, an intermediate zone densely packed with primordial

follicles, and an inner zone of mainly primary follicles, characterized by a growing

oocyte with a single layer of cuboidal granulosa cells, and a fewmore advanced follicle

stages. The factors responsible for creating and maintaining this gradient are unknown,

though specific niches are likely to existwithin the stroma for regulating the survival and

fate of resident follicles.

Newborn mouse ovaries by contrast contain only �2� 104 small oocytes, mostly at

prefollicular pachytene or diplotene stages (Borum, 1967), and more-or-less evenly

distributed between the paired organs (contrary to the left-sided bias in birds). The

immaturity of perinatal ovaries in this altricial species reflects a short gestation period of

barely three weeks. The primordial germ cells that migrated to colonize the gonadal

ridges over a week earlier, at mid-gestation, formed clusters of oogonia united by

intercellular bridges, called ‘nests’ or ‘cysts’. These structures have been conserved

during evolution (Pepling, de Cuevas and Spradling, 1999), though not strictly analo-

gous to the cysts inDrosophila ovaries because mammalian germ cells never transform

to nurse cells.

However, large numbers of germ cells undergo apoptosis when the nests break down

and follicles emerge shortly after birth (Ratts et al., 1995; McGee et al., 1998), but it is

unclear whether cells with defective genotypes are being selectively eliminated or if a

random process is operating to control the size of the nascent follicle population.

Targeted disruption of bcl2 reduces germ cell survival (Ratts et al., 1995), whereas

ectopic expression of the same gene increases the number of germ cells (Flaws

et al., 2001). Moreover, in the absence of the proapoptotic gene, bax, oocyte survival

increases threefold (Perez et al., 1999), and without caspase-2, a component of the cell
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death pathway, there is a comparable effect (Bergeron et al., 1998). Genetic deletion of

the Cdk inhibitor 1B (p27kip1�/�) likewise doubles the oocyte endowment at birth, as

well as having downstream effects on follicle dynamics (Rajareddy et al., 2007). These

data imply that the oocyte population size is not tightly regulated.

Primordial follicles first emerge in the ovigerous cords (Byskov et al., 1977;

Byskov, 1986; Hirshfield, 1991) and, at least in species with a proximal mesonephros,

the pregranulosa cells may be derived from the rete ovarii (Byskov, 1975). These

follicles in mouse ovaries consist of an oocyte surrounded by a single layer of

�6 squamous, pregranulosa cells; in humans they are twice the diameter (35mm)

and have �30 cells, also changing in morphology, size and cell number with age

(Westergaard, Byskov and Andersen, 2007). Follicle growth begins as soon as the

population is established, but the first recruits reach multilaminar stages and become

gonadotrophin dependent long before puberty when the hormonal milieu can support

maturation, andhence they undergo atresia. Proportionatelymore follicles are lost before

puberty than afterwards, reflecting the high rate of recruitment from a large reserve. In

adult ovaries, most follicles only become atretic after starting to grow, although in CBA

mice, and possibly other strains, small follicles continue to disappear at a high rate,

causing sterility as early as �12–14 months of age (Jones and Krohn, 1961a; Faddy,

Gosden and Edwards, 1983).

Apoptosis is not the only mechanism responsible for eliminating germ cells in

newborn and infant ovaries. Some oogonial or prophase I oocytes are found in the

surface epithelium, actively propelling themselves into the peritoneal cavity, or the

periovarial sac in rodents, where they presumably die. This migration occurs during

infancy in mice but is mainly prenatal in human ovaries, reflecting differences between

species in timetables for folliculogenesis (Motta and Makabe, 1986).

In general, follicles contain a single oocyte, but binovular and polyovular follicles

exist, sometimes abundantly, and have been recorded since Von Baer’s seminal

paper (1827) describing the mammalian ovum. These variants have been historically

attributed to dividing oocytes, despite obvious conceptual difficulties with a meiotic

cell, or to concrescence, even though they occur at all follicle stages. Most probably,

they formed when a nest of prefollicular oocytes failed to separate completely but

became enclosed in a common envelope of pregranulosa cells. Their frequency varies

greatly between individual women or breeds of animals, independently of age

(Gougeon, 1981), and there are dramatic differences between species, in the following

order of relative abundance: rabbits< rhesus monkeys< humans< cats< dogs (Telfer

and Gosden, 1987). Uniovular follicles are always the most common type, and the

frequency of polyovular follicles varies inverselywith their number of oocytes (up to ten

or even more). Despite the high frequency in some animals, such as puppies (68%)

(Payan-Carreira and Pires, 2008), polyovular follicles probably affect the ovulation rate

only slightly, if at all, even in naturally superovulating species, such as tenrecs, elephant

shrews and the plains viscacha (Weir, 1971). One reason is that the growth of oocytes in

a cluster is often desynchronized, which probably impairs developmental competence.

Follicles with the largest number of oocytes have disappeared almost completely by

mid-life, at least in dogs, and the overall frequency of polyovular follicles has

diminished with age from 14% at 1–2 years to 5% at 7–11 years of age (Telfer and

Gosden, 1987).
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15.3 Initiation of primordial follicle growth

Recruitment of follicles to the primary follicle stage is the fundamental and irreversible

transition that fixes a limit on fecundity as well as the onset of ovarian senescence

(Figure 15.1). The first signs of oocyte activation are increased cytoplasmic, nuclear and

nucleolar volumes, upregulated RNA synthesis (Lintern-Moore and Moore, 1979) and

secretion of zona pellucida components. Granulosa cells change from a squamous to

cuboidal morphology at the same time, and begin mitosis (Hirshfield, 1991). A major

increase in gene expression occurs at this time, especially affecting growth and immune

factors and hormones, their receptors and corresponding signalling pathways (Park

et al., 2005; Dharma, Modi and Nandedkar, 2009), although carbohydrate metabolism

is unchanged per unit volume (Harris et al., 2009).

Although deletion of eitherFoxo3 orPTEN has no effect on prenatal oogenesis, after

birth global activation of growth is triggered, with many oocytes enlarging without

corresponding changes in their granulosa cells (Castrillon et al., 2003; John et al., 2007;

Reddy et al., 2008). In consequence, the ovaries become prematurely sterile, demon-

strating the key importance of regulated follicle recruitment and the PI-3-kinase

signalling pathway for a normal reproductive lifespan. These findings may have direct

Figure 15.1 Juvenile mouse ovary showing abundant primordial follicles close to the surface
epithelium, whereas the growing stages are deeper in the stroma. The oocyte cytoplasm is stained for
Vasa and nuclei counterstained with methylene blue. Scale bar¼ 50mm. A full colour version of this
figure appears in the colour plate section.
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relevance to human follicles which also express PTEN and phosphorylated Akt (Goto

et al., 2007). Considering the limited follicle reserve and the risks of explosive follicle

growth, illustrated by ovarian hyperstimulation syndrome in women with polycystic

ovaries (Brinsden et al., 1995), follicle recruitment is likely to be under robust control,

and to be evolutionarily conserved (Skinner, 2005). When fragments of ovarian tissue

are cultured, follicle recruitment is spontaneously upregulated in all species investi-

gated so far. This finding suggests the existence of an inhibitory factor(s), and the

experimental phenomenon has been used to test candidate molecules.

Members of the TGF-b superfamily are evidently key players in follicle recruitment.

Anti-M€ullerian hormone (AMH), which is specifically expressed in granulosa cells of

growing and small antral follicles, is a strong candidate inhibitor since gene deletion

increases the recruitment of growing follicles (excess follicles subsequently undergoing

atresia), whereas AMH supplementation of culture medium correspondingly inhibits

follicle growth (Durlinger et al., 1999, 2002; Visser et al., 2007). The AMH molecule

may play a paracrine role in human ovaries because it can suppress follicle recruitment

in vitro without affecting survival (Carlsson et al., 2006).

Bone morphogenetic proteins (BMPs) exert multiple effects during oogenesis and

follicle development. BMP-4 from theca-stroma cells promotes both recruitment and

survival (Nilsson and Skinner, 2003), whereas BMP-15, specifically expressed by

oocytes, is involved in a local regulatory feedback loop with Kit ligand (KL) from

granulosa cells (Su et al., 2004). The growing follicle fraction is dramatically increased

by incubating ovarian tissuewithKL,whose cognate receptor (c-Kit) is on the surface of

the oocyte (Parrott and Skinner, 1999). The pattern of KL expression is strongly

suggestive of a physiological role, not only for growth initiation but at later stages

(Manova et al., 1990, 1993; Huang et al., 1993). Growth differentiation factor-9, like its

homologue BMP-15, is expressed by the oocyte but is not required for growth

commencement, although necessary for progression beyond the primary follicle stage

(Dong et al., 1996). TGF-b-related molecules are unlikely to act alone since follicle

recruitment, at least under culture conditions, is increased by leukaemia inhibiting

factor (LIF) and keratinocyte growth factor (KGF), as well as by insulin and bFGF

(basic fibroblast growth factor). Neither IGF-1 (insulin-like growth factor 1) nor EGF

(epidermal growth factor) has any significant effect (Skinner, 2005).

Taken together, these data suggest that follicle initiation is regulated bymany factors,

both negatively and positively, and involves the PI-3-kinase signalling pathway in

oocytes and paracrine secretion from neighbouring somatic cells. No single factor

appears to have overwhelming control, instead a balance probably exists between

inhibitory and stimulatory ‘tone’, with local, perhaps stochastic, variations responsible

for the unpredictable order of follicle recruitment.

Practical benefits for animal production and reproductive medicine could emerge

from further discoveries in this field if it becomes possible to control follicular fate,

especially if recruitment can be inhibited in women at risk of premature ovarian failure.

According to onemodel of the human ovary,�37 follicles are recruited from the reserve

population every day between the ages of 24 and 25 years, far exceeding the need for one

ovulable follicle per month to sustain menstrual cycles. Since most of the surplus

follicles undergoing atresia are believed to have potentially competent oocytes, more

parsimonious utilization of the follicle reserve could extend fertility and postpone the
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menopause, even in women at late reproductive ages, since there are still three follicles

starting to grow per day at 45–46 years of age (Faddy and Gosden, 1995).

15.4 Germline stem cells in postnatal ovaries

The German anatomist, Heinrich Wilhelm Gottfried vonWaldeyer-Hartz (‘Waldeyer’)

originally proposed that the number of oocytes formed in the ovary is fixed by the timeof

birth or shortly afterwards (Waldeyer, 1870). Although his hypothesis was challenged

by authorities in the next century (Allen, 1923; Pincus, 1936;Vermande-vanEck, 1956),

the controversy seemed to be settled in his favour in 1950 by Zuckerman’s seminal

review at the Laurentian Hormone Conference in New Hampshire. Zuckerman

assembled a large body of data from ovarian morphology, experimental surgery and

follicle counting in rat ovaries showing that the reserve declines inexorably with age

(Zuckerman, 1951). As the hypothesis predicted, no variation in primordial follicle

numbers occurred during the oestrous cycle: neither were any early stages of meiotic

prophase present in adult ovaries, nor was there evidence of follicle regeneration after

removing or destroying tissue. His arguments and confirmatory studies that followed

were so compelling thatWaldeyer’s hypothesis became an entrenched dogmaof ovarian

biology. The only corollary, and a minor one, was from reports of oogonia persisting in

adult prosimian ovaries, yet even this was not in serious conflict because none of the

germ cells entered meiosis (Telfer, 2004).

Some recent challenges to the hypothesis were therefore unexpected. In one paper,

there was evidence of follicular renewal from germline stem cells resident in adult

mouse ovaries (Johnson et al., 2004), and, in the second from the same laboratory, an

even more revolutionary conclusion was drawn, namely that oocytes forming de novo

after birth are derived from extraovarian precursors (Johnson et al., 2005). Although

these claims have not found wide acceptance, they deserve examination.

Johnson et al. questionedWaldeyer’s hypothesis based on a similar rationale to critics

ofmore than 50 years earlier. They doubted whether a follicle population of fixed size is

sufficiently large to account for a full reproductive lifespan of up to a year in mice or 35

years in humans, especially given the high incidence of follicular atresia. They inferred

that new oocytes must be forming continuously, and estimated by a rather circular

argument that an additional 77 are formed per day.

Assumptions about the continuous decline in follicle numbers have not only been

questioned by Johnson et al. (2004) but by Kerr et al. (2006), who claimed to have

obtained ‘qualified support for an as yet unknown mechanism of follicle renewal’. No

significant differences were found in mean numbers of follicles between 7 and 100 days

of age in mouse ovaries, but a lack of statistical significance does not necessarily mean

that the null hypothesis of no change is true. Interval estimation is more informative

about ‘effect sizes’ than significance testing, and simple regression analysis of the same

data gave 95% confidence intervals for the daily change inmean numbers of (�6.5, 7.6)

for primordial follicles and (�10.4, 5.5) for total follicles (Faddy and Gosden, 2007)

(Figure 15.2). In other words, these data are consistent with either a fall or no change or

an increase in follicle numbers, and are therefore uninformative about ageing, for which

a larger sample would be required for a more accurate determination.
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The oogonia (germline stem cells) responsible for new oocytes were attributed at first

by Johnson et al. (2004) to cells observed in the ovarian surface epithelium although, as

mentioned above, they are generally regarded as exiting the ovary and disappear by

puberty. Nevertheless, based on expression of certain mRNAs, presumptively specific

for early meiosis (e.g. Scp3), and more compelling evidence of chimaerism in follicles

after fusing pairs of ovaries, a prima facie case seemed to exist for neoformation of

follicles. However, alternative experimental interpretations were quickly offered by

other groups (Gosden, 2004; Telfer et al., 2005; Byskov et al., 2006). Johnson et al. also

presented data indicating follicular regeneration after acute ovotoxicity (Johnson

et al., 2005), contrary to numerous studies that had not been previously challenged,

showing that irradiation or chemically induced sterilization of the ovary is irreversible

(e.g. Peters andBorum, 1961; Peters and Levy, 1964;Krarup, 1970; Haas, Christian and

Hoyer, 2007).

Most astonishingly, they concluded that oocytes are being ‘seeded’ from circulating

cells derived from the bone marrow (Johnson et al., 2005). This radical hypothesis

emerged from expression of molecular markers of germ cells in the marrow and

peripheral blood,with cyclical variations that indicated a feedback loop for replenishing

follicles lost by atresia. The most convincing studies involved bone marrow transplants

to hosts that had been sterilized or semi-sterilized by irradiation and alkylating agents.

Donor cells expressing green fluorescent protein (GFP) appeared to restore follicles in

host animals, most convincingly in those presumed to be completely sterilized by

deletion of the Atm gene (Johnson et al., 2005). Yet, despite these findings they were

unable to generate any offspring expressing GFP (Lee et al., 2007). Nor have other
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groups been able to demonstrate formation of oocytes originating from transplanted

GFP-labelled bone marrow or ovaries, or using parabiosis between a transgenic and

wild-type partner (Eggan et al., 2006; Begum, Papaioannou and Gosden, 2008). Not

surprisingly, therefore, a young woman with residual ovarian function who, despite

potentially sterilizing effects of Fanconi anaemia and chemotherapy from an allogeneic

transplant, became pregnant with a child who was genetically related to herself rather

than to her bone marrow donor (Veitia et al., 2007).

Bukovsky et al. have also challenged the conventional wisdom of the Waldeyer

hypothesis, specifically for human ovaries, but they concluded that a different mecha-

nismwas operating comparedwithmice. The scope for studying human ovaries ismuch

more limited, being mainly immunohistochemistry and tissue culture, but they never-

theless claimed oocytes and granulosa cells were being generated from bipotential stem

cells of mesenchymal origin in adult organs (Bukovsky et al., 2004, 2008). These

studies addressed the need for granulosa cell precursors in folliculogenesis, a crucial

point that had been overlooked in the murine studies, even though it can be tested by

transplanting primordial germ cells or small, naked oocytes. Bukovsky, Svetlikova and

Caudle (2005) reported oocyte-like cells formed in vitro, and Virant-Klun et al. (2008)

found cells resembling pluripotent ES cells (embryonic stem cells) from cultured

scrapings of the surface epithelium of sterile human ovaries, some of which grew to the

size of oocytes. The provenance of these ‘oocyte-like’ cells requires further investiga-

tion, but the evidence to date for neoformation of oocytes in human ovaries is

unconvincing, and is contradicted by some molecular screens using specific molecular

markers of oogonia and early meiosis (Liu et al., 2007).

Waldeyer’s hypothesis still provides the best interpretation for the bulk of published

experimental and observational data. It also offers a plausible explanation for the

dynamics of the follicle population during ageing, and predicts that fecundity is

irreversibly lost after exposure to ovotoxins. On the other hand, controversy has been

beneficial in stimulating efforts to experimentally validate the dogma using modern

technologies. Had the existence of ovarian regeneration been confirmed, concepts about

ovarian senescence, menopause and oocyte ageing would have been turned upside

down, and new opportunities might have emerged for generating fresh oocytes for

clinical treatment and research. Perhaps reluctantly, we find no convincing basis for

accepting such an optimistic view of ovarian physiology.

15.5 Human ovarian ageing

The total number of oocytes in human ovaries falls from onemillion at birth to a quarter

of a million by the age of menarche (Figure 15.3), but age-specific numbers for

individual women vary up to an order of magnitude (Block, 1952; Charleston

et al., 2007), which is probably a major factor determining the variable onset of

menopause (Goswami and Conway, 2005). Lifestyle and environmental factors, apart

from certain types of chemotherapy and irradiation, have a minor impact (Van Noord

et al., 1997) compared to the heritability of menopausal age, according to familial

studies and data from twins (Snieder, MacGregor and Spector, 1998; de Bruin

et al., 2001). Likewise, mouse ovaries demonstrate significant variation between strains
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in the initial endowment and the rate at which follicles are being lost (Jones and

Krohn, 1961a; Faddy, Gosden and Edwards, 1983).

Considering the wide spectrum of life-history strategies and longevity in mammals,

follicle numbers are expected to vary greatly between species for a comparable stage of

development, such as puberty. Larger animals live longer and have a follicle endowment

of correspondingmagnitude, the numbers being scaled allometrically according to adult

bodymass (27 700M0.47, whereM is in kg) (Gosden andTelfer, 1987).However, the rate

at which follicles disappear with age is potentially at least as influential for timing

follicle exhaustion as the initial numbers. Unfortunately, few data are available from

which the dynamics can be estimated, the most reliable being from rodents and

primates, including humans. In general, follicle loss occurs at a relatively constant

rate across the adult lifespan, the half-life of the follicle population in mice being�100

days and in humans 7 years, tentatively suggesting a scaling relationship enabling

species to eke out their limited reserve according to life expectancy.

The humanovary differs not only in respect of uniovular cycles compared tomice, but

because the follicles disappear faster during the two decades preceding the menopause,

causing the reserve to be virtually exhausted by about 50 years of age compared to about

70 years if the rate had remained unchanged (Figure 15.3). This acceleration appears to

be a biological phenomenon rather than due to counting or selection bias (Hansen

et al., 2008) and is reflected in the numbers of sonographically detectable antral follicles

(Scheffer et al., 1999). The physiological basis for accelerated ovarian ageing is,

however, unknown. Serum FSH (follicle-stimulating hormone) levels start rising,

variably, at approximately the same time (te Velde and Pearson, 2002), but they are

unlikely to be responsible for this phenomenon because the FSH receptor is not
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expressed by primordial follicles (Oktay, Briggs and Gosden, 1997) and, furthermore,

patients receiving repeated superstimulation with gonadotrophins for in vitro fertiliza-

tion therapy do not appear to have an earlier menopause (Elder et al., 2008).

We have modelled human ovarian ageing using differential equations for follicle

counts of sectioned organs 19–50 years old based on three stages of growth: primordial,

primary and subsequent follicle stages (Faddy and Gosden, 1995, 2000). The best fit to

the data was obtained when the net rates of exponential loss varied, consistent with

accelerated decline at each stage and similar to total follicle numbers. Rather perversely,

the accelerated loss of primordial follicles was accompanied by proportionately fewer

being recruited to the next stage. The occurrence of atresia at the primordial stage is

virtually impossible to record from immunohistochemistry for apoptosis because

follicle turnover is sluggish, but modelling suggests an absence of atresia at this stage

in young,well-endowed ovaries (Faddy andGosden, 1995), although contrary data exist

(Gougeon, Ecochard and Thalabard, 1994).

The question of whether the follicle reserve is depleted only by recruitment or

additionally by atresia is important for considering any strategy that might extend the

functional lifespan of the ovary. Slowing the rate of recruitment is a more plausible and

potentially safer option than inhibiting apoptosis. This appears to be the mechanism by

which hypophysectomy or feeding mice on alternate days significantly slowed the

disappearance of follicles (Jones andKrohn, 1961b;Nelson, Gosden and Felicio, 1985),

potentially extending the fertile lifespan of dietary-restricted animals restored to a

normal diet (Selesniemi, Lee and Tilly, 2008). The effects of dietary restriction are

evidently independent of hypogonadotrophism, and possibly involve the sirtuins which

have a known role in lifespan extension in invertebrates. Their interactions with the

insulin/IGF-1 signalling pathway indicate a possibly fruitful avenue for investigation in

mammals (Wenzel, 2006).

The menopause is conventionally defined retrospectively by 12 months of amenor-

rhoea, and hence the precise number of follicles remaining at the last menses is

unknown.However, if the follicle decay curve is extrapolated to themedianmenopausal

age of 51 years, �103 follicles are predicted (Faddy et al., 1992), consistent with

sporadic reports of follicles in postmenopausal ovaries. It is unclear why maturation of

this residue fails, although the elevated gonadotrophins or accumulated cellular age

changes could be responsible, or perhaps in combination. At any rate, there is a close,

and probably causal, temporal association between follicle exhaustion and the meno-

pause in humans (Richardson, Senikas and Nelson, 1987; Faddy et al., 1992), and

probably chimpanzees also (Jones et al., 2007). In rodents, hypothalamic–pituitary

function plays a more important role in timing the cessation of ovulation (Felicio

et al., 1983). Primary ovarian ageing in humans is also in harmony with a model based

on follicle dynamics and assumptions about the threshold number for sustaining cycles,

because there was close concordance between the predicted and recorded distributions

of menopausal age (Faddy and Gosden, 1996). It now seems almost unassailable that

ovarian ageing is due to formation of a limited follicle population during prenatal ages

followed by a program of continuous recruitment for ovulation and atresia, leading to

inevitable exhaustion and menopause in surviving individuals. Behind the apparent

simplicity of this model, theoretical opportunities exist to experimentally modulate

fecundity, with implications for reproductive medicine.
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16.1 Introduction

The success of various developmental mechanisms is measured by an organism’s

reproductive capabilities. Yet, once the germline has been determined and the gametes

have developed, many parameters still affect the probability of two gametes success-

fully interacting. These include geographic isolation, timing of gamete release and

reproductive anatomy (Wong andWessel, 2006; Vieira andMiller, 2006). Macroscopic

contributions such as habitat ecology, nutrient availability and mating behaviour also

indirectly influence molecular participants (reviewed in Wong and Wessel, 2006;

Marshall, Steinberg and Evans, 2004; O’Rand, 1988). Since successful fertilization

ultimately depends on the productive interaction of two gametes, an understanding of

how these haploid cells come together is of particular interest. Two complementary

approaches are currently being used to understand the process of gamete binding on the

molecular level: a reductive perspective that aims to identify the least common

collection of proteins necessary to achieve fertilization (Wong and Wessel, 2006), and

a divergence perspective that aims to understand how molecules evolve to establish

barriers to interspecies hybridization (Vieira and Miller, 2006). These two approaches

have intersected many times through the identification of common candidates, suggest-

ing that both purifying and diversifying selection affect how fertilization evolves within

a species.

In animals, female and male gametes experience different selective pressures that

balance diversity and adaptation with fitness (Gavrilets, 2000; Parker and Partridge,

1998). Females usually produce the larger gamete, requiring major nutritional and
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temporal commitment from the individual. During oogenesis, oocyte precursors retain

most of the cytoplasm during asymmetric divisions, and further expand their size

through de novo synthesis and import of nutrients made by somatic cells. A female’s

energy expenditure per egg can be extremely high, sometimes serving also as a bank for

nutritional storage that can be recycled if the female confronts dietary constraints.

Further, only one-quarter of the haploid cells produced from a primary oocyte become

fertilization competent, thereby increasing the investment on a per-cell basis. Sperm,

on the other hand, cost each male less on a per-cell basis. Each meiotic division yields

four sperm per primary spermatocyte, and the majority of cytoplasm and organelles is

recycled in the testis prior to release of each mature gamete. The total yield of viable

sperm is orders of magnitude greater than oocytes, which could negatively impact

male fitness since the overall cost per fertilization is higher in males (Parker and

Partridge, 1998). The quantitative imbalance does, however, allow for sperm diversity,

which favours males in a ‘sexual arms race’ amongst the competing adaptation of

gametes (Gavrilets, 2000; Parker and Partridge, 1998). Conversely, female success in

such a race is linked to minimizing the frequency of change, to conserve resources

while continuing to adapt to survive (Gavrilets, 2000). This struggle between the

sexes is strongly linked to adaptive evolution, and fosters diversity of reproductive

proteins amongst all organisms (Clark, Aagaard and Swanson, 2006; Swanson and

Vacquier, 2002).

Most of the changes that drive the sexual arms race are thought to involve proteins

found at the cell surface, since these are the sites of gamete recognition. This model is

consistent with the observation that extracellular proteins in general are evolving faster

than their intracellular counterparts (Julenius and Pedersen, 2006; Luz and

Vingron, 2006). The origin of sperm–egg interactions is proposed to derive from

ancient cell–cell recognition mechanisms (O’Rand, 1988), because the process fulfils

similar requirements, such as low-affinity binding and the more complex assessment of

compatibility that results in high-affinity associations; indeed, like immune response

factors, reproductive proteins are classified as the most diverse gene set amongst

animals (Swanson and Vacquier, 2002). The molecules involved in two phases of

gamete binding are of particular interest since they represent the final barrier against

interspecific fertilization, an event that is usually a reproductive dead end (Vieira and

Miller, 2006; Parker and Partridge, 1998). Modifications to these cell surface proteins

can dramatically affect the compatibility of sperm and egg, and with enough alteration

may result in the reproductive isolation necessary for speciation (Vieira and Miller,

2006; Parker and Partridge, 1998; Palumbi and Metz, 1991). Maintenance of a new

species depends onminimal alteration of the new surface proteinswithin the population,

while they continue to diverge from their orthologues in sister species. This constant

pull between neutralization and diversification generally results in positive selection on

the proteins involved in the process (Swanson and Vacquier, 2002). Such adaptive

evolution is recognized through identification of many, low-frequency polymorphic

alleles at a genetic locus relative to a neutrallymaintained locus, and/or as a ratio among

orthologues of nonsynonymous-to-synonymous amino-acid changes greater than

1 (dN/dS> 1) (Clark, Aagaard and Swanson, 2006; Yang and Bielawski, 2000).

Although fertilization is an essential event in the lifecycle of all sexually reproducing

organisms, few molecules have been found that function in specific animal gamete
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binding (Swanson and Vacquier, 2002). Such limited insight is likely due to the

specialized events that gametes experience in their lifetime. First, gamete recognition

molecules are only transiently present on the cell surface. The sperm, for example,

exposes most egg-binding molecules only after activation; for example, the sperm has

exocytosed its secretory vesicle, thereby completing the acrosome reaction (reviewed in

Wong and Wessel, 2006; T€opfer-Petersen et al., 1990; Tulsiani et al., 1998). Secretion
of the acrosomal vesicle is relatively destructive to the cell, and is sufficient to

completely alter the sperm’s surface protein profile (Tulsiani et al., 1998; Bleil

et al., 1988; Usui, 1987; Dan, Ohori and Kushida, 1964), thereby altering affinity of

the individual sperm for its complementary gamete. Importantly, the female receptors

that recognized the sperm surface are often rendered nonfunctional following fertiliza-

tion (Bauskin et al., 1999; Moller et al., 1990; Rossignol et al., 1984; Carroll and

Epel, 1975; Carroll and Epel, 1975). This prevents further fusion events by additional

sperm (e.g. polyspermy), but also means the protein is harder to track. Second, gametes

are amongst the select group of cells in the body that normally fusewith each other. The

molecular mechanisms used by fusion-competent cells rarely overlap (reviewed in

Chen and Olson, 2005), implying that the cell–cell recognition machinery and fusion

catalysts are composed of a complex, complementary set of proteins, lipids, and

potentially glycosylated residues that together can mediate cell–cell fusion.

One criterion used to look for protein-coding genes involved in gamete recognition is

their evolution under positive selection (Clark, Aagaard and Swanson, 2006; Swanson

and Vacquier, 2002; Gavrilets, 2000). Here, we review the function and coevolution of

some protein pairs used by mollusc, echinoderm and eutherian gametes with respect to

gamete binding and fertilization within animals. Collectively, we find that all pairings

exhibit limited regions of sequence diversity within the primary sequence, but the

overall structure or fold is conserved in amanner that could optimize the function of this

protein pair.

16.2 Lysin: VERL

Aquatic gastropods, such as abalone and marine snails, reproduce by spawning. Their

gametes are released into the water where they mix with complementary gametes as

a result of signalling between adults to maximize gamete interaction. The primary

barriers to interspecific hybrids include geography and/or nonoverlapping gravid

seasons (Swanson and Vacquier, 2002; Parker and Partridge, 1998; O’Rand, 1988),

but variations in climate can trigger overlapping spawning of species that may coexist.

This tenuous situation has selected for a rigorous system to minimize interspecific

fertilization events (reviewed inVacquier andLee, 1993).Most events cited here pertain

to abalone, but some of the molecular players appear to be conserved in other molluscs

(Springer and Crespi, 2007; Hellberg and Vacquier, 1999).

The cascade of fertilization events is initiated following gamete release. Eggs are

spawned with an extracellular matrix, called the vitelline envelope, and with a coat of

glycoproteins called the jelly layer (Figure 16.1). In the case of the abalone Haliotis

rufescens, the chemoattractant L-tryptophan is released from the egg and establishes a

gradient detected by sperm (Riffell, Krug and Zimmer, 2002, 2004). As a motile sperm
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Figure 16.1 (a) Schematic of the major gamete interaction in three classes of animals. Details of
egg cortex at the site of sperm binding are shown. Chemoattractant layer (yellow) covers the egg
extracellular matrix (blue). The major sperm proteins (red) thought to contribute to the species-
specific events are found first in the acrosome, but following exocytosis are relocated to the sperm
surface. Basic images are modified from Wong and Wessel (2006). (b) Primary sequence maps of
coevolving gamete-binding proteins from each class of animals. Domains specific to each orthologue
are detailed in the legends. Most diverse residues (green) are clustered in select regions. Accession
numbers include: [lysin] Haliotis rufescens (AAA29 196), H. tuberculata (AAB59 168), H. corrugata
(P19 448), H. australis (AAA21 517), Tegula funebralis (AAD28 265), T. brunnea (AAD28 264); [VERL]
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approacheswithin 100microns of a conspecific egg, its behaviour changes from random

kinetic to directed motility. The sperm passes through the looser jelly layer, and upon

contacting the vitelline envelope, releases its acrosomal vesicle (Mozingo, Vacquier

and Chandler, 1995), the main secretory organelle found in the head of the sperm

(Usui, 1987). Coordinatewith exocytosis comes the assembly of a cylindrical extension

from the apical tip of the reacted sperm head (Usui, 1987), a structure that speeds the

penetration of the sperm through the vitelline envelope. When the sperm contacts the

egg plasma membrane, fusion can occur and fertilization is complete.

The cylindrical extension from the sperm head is a conduit for the protein lysin to

access its receptor in the egg vitelline envelope (Figure 16.1). Abalone lysin is a 16 000

Mr protein stored in the sperm acrosome until vesicle exocytosis, when it then coats the

surface of the sperm extension (Usui, 1987). This increased surface area provides

maximal exposure of the vitelline envelope proteins to the population of lysin

molecules, facilitating the nonenzymatic disassembly of this egg structure (Lewis,

Talbot and Vacquier, 1982). The crystal structure of lysin suggests that it homodi-

merizes along a hydrophobic patch exposed on the surface of a monomer (Kresge,

Vacquier and Stout, 2000a; Shaw et al., 1995), while the interaction of these dimerswith

the sperm membrane may occur via patches of positive charge found along the protein

surface (Kresge, Vacquier and Stout, 2000a; Shaw et al., 1995). In the presence of the

vitelline envelope, however, the association of lysin with the sperm’s cylindrical

extension is lost in favour of its egg receptor (Shaw et al., 1995), the vitelline envelope

receptor for lysin (VERL). VERL is a 400 000 Mr glycoprotein with about the same

mass in carbohydrates decorating its surface (Galindo et al., 2002; Swanson and

Vacquier, 1997). Higher-affinity binding sites on VERL cause the lysin homodimers

to separate, leaving active monomers to associate with its egg receptor along the

hydrophobic patch (Shaw et al., 1995). This lysin receptor contains a transmembrane

domain, a ZP domain (common tomany egg extracellular proteins (Jovine et al., 2002),

including its namesake the mammalian zona pellucida (see below)), and a concatena-

tion of similar sequences designated VERL repeats (Galindo et al., 2002). Each VERL

repeat can bind two lysin monomers (Galindo et al., 2002), which may derive from the

same or different homodimers (Kresge, Vacquier and Stout, 2000a; Shaw et al., 1995).

All the VERL repeats are encoded within a single exon (Figure 16.1; Galindo

et al., 2002) and most intramolecular repeats utilized by a species exhibit a high

percentage of sequence identity consistent with the concerted evolution of these

domains (Galindo et al., 2002; Swanson and Vacquier, 1998).

The overall homogenization of VERL repeats implies that neutral or purifying

selection influences the evolution of this egg protein; yet both lysin and VERL are

Haliotis rufescens (AAL50 827); [bindin] Strongylocentrotus purpuratus (AAA30 038), S. franciscanus
(AAA30 037), Arbacia punctulata (CAA38 094), Lytechinus variegatus (AAA29 997), Heliocidaris
tuberculata (AAQ09 975); [EBR1] S. purpuratus (AAR03 494), S. franciscanus (AAP44 488); [zonad-
hesin] Homo sapiens (AAC78 790), Mus musculus (AAC26 680), Sus scrofa (Q28 983), Oryctolagus
cuniculus (P57999); [ZPA]H. sapiens (AAA61335),M.musculus (P20 239), S. scrofa (P42099),O. cuniculus
(P48 829), Bos taurus (Q9BH10), Canus familiaris (P47 983), and Gallus gallus (NP_001 034 187).
Bar represents 100 residues. A full colour version of this figure appears in the colour plate section.
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diversifying (Swanson and Vacquier, 2002). In both primary sequence and structure,

lysin is generally conserved (Figure 16.1); only in small regions of solvent-exposed

surface near the dimerization cleft does sequence diversity occur in abalone (Yang,

Swanson and Vacquier, 2000; Kresge, Vacquier and Stout, 2000a, 2000b; Lee, Ota and

Vacquier, 1995; Shaw et al., 1995) and in marine snails (Hellberg and Vacquier, 1999).

Within abalone, this variation is still restricted by amino-acid properties, favouring

basic and highly charged residues over neutral or acidic ones (Vacquier, Carner and

Stout, 1990). These constraints might be associated with how lysin interacts with

VERL, and the diversity in lysin has been proposed to represent drift rather than true

positive selection (Swanson,Aquadro andVacquier, 2001a). This alternative hypothesis

derives from the observation that, overall, VERL is under neutral evolution; only the last

two VERL repeats exhibit diversity amongst these repeats and amongst species

(Galindo et al., 2002; Swanson, Aquadro andVacquier, 2001a). Given these constraints

on the VERL protein sequence, maintenance of lysin variance within a population

appears to have minimal benefits. Yet lysin continually changes, and some sympatric

subpopulations of Haliotis tuberculata have even retained two lysin paralogues that

differ from one another in a hypervariable region observed across species (Clark

et al., 2007). An allopatric subpopulation, however, only retained a single, fixed lysin

allele (Clark et al., 2007), suggesting that the geographic overlap and differentiation

of alleles in the sympatric populations is a method of distinguishing individuals from

a subpopulation. This might also represent early steps in reproductive isolation, which

eventuallymay end in speciation. Based on the apparent coevolution ofVERL, it will be

useful to test if the divergent VERL repeats are also changing among individuals from

these sympatric H. tuberculata subpopulations.

Despite subtle species-dependent variations in the coevolving lysin–VERL pair, the

effects these changes have on function are clear. While the most efficient dissolution

of the vitelline envelope is mediated by conspecific lysin, interspecific activity has

been observed in some directional crosses between Haliotis corrugata lysin onto

H. rufescens eggs (Vacquier, Carner and Stout, 1990). Based on the high degree of

conservation between VERL orthologues, and the homogenization of VERL repeats

within a species (Galindo et al., 2002; Swanson, Aquadro andVacquier, 2001a), it is not

surprising that the vitelline envelope can be dissolved by a heterospecific lysin if there is

moderate binding affinity between the structurally conserved lysin and the VERL

repeats. The primary barrier would appear to be how effectively the heterospecific

lysin binds the two most divergent VERL repeats (Galindo et al., 2002; Swanson,

Aquadro and Vacquier, 2001a). Surprisingly, a reciprocal cross of H. rufescens lysin to

H. corrugata eggs fails to produce the dissolution phenotype (Vacquier, Carner and

Stout, 1990). How these pockets of sequence diversity influence binding selectivity

remains a mystery.

16.3 Bindin: EBR1

Echinoderms such as sea urchins also spawn freely into the ocean, so intergamete

specificity and timing of release are under similar constraints as molluscs. Gamete

courtship also involves chemoattraction of motile sperm to individual eggs, but the
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source of this attractant is a layer of jelly coating the outer surface of each spawned egg

(Hirohashi and Vacquier, 2002). Species-specific peptides that most effectively trigger

the acrosome reaction in echinoderm sperm are found in and released from the egg jelly

coat (Hirohashi andVacquier, 2002; Suzuki et al., 1988;Ward et al., 1985; Hansbrough

and Garbers, 1981). The acrosome reaction in sea urchins results in the extension of an

acrosomal process (Figure 16.1) assembled from polymerizing actin anchored at the tip

of the nucleus (Dan et al., 1964).

An essential consequence of acrosome exocytosis is the release of bindin, a small

molecule that mediates cell agglutination (Vacquier and Moy, 1977; Glabe and

Vacquier, 1977). Bindin is conserved throughout echinoderms, but its presence is

also restricted to this class of animals (Zigler and Lessios, 2003; Biermann, 1998;

Minor et al., 1991). The proteins are translated in a pro-form, which is subsequently

cleaved in half to produce the active bindin molecule (Minor et al., 1991). The central

sequence of bindin is highly conserved, enriched in nonpolar and acidic residues

scattered amongst eight positionally locked cysteine residues (Biermann, 1998; Metz

and Palumbi, 1996; Minor et al., 1991). Within the core sequence is a hydrophobic

peptide of about 18 residues that is freed following proteolysis of the pro-form (Zigler

and Lessios, 2003). In the presence of zinc ions, this B18 peptide morphs from an

unordered to a helical structure (Glaser et al., 1999; Ulrich et al., 1998); this is altered

again to a beta-sheet organization in the presence of phospholipid membranes (Barre

et al., 2003). This plasticity in peptide configuration is consistent with the two catalytic

functions of bindin in egg agglutination (Vacquier and Moy, 1977) and in liposome

fusion (Ulrich et al., 1998). The agglutination of eggs by bindin may occur through its

association with the egg bindin receptor (EBR), a�300 000Mr glycoprotein composed

of about 30% protein and 70% carbohydrates (Foltz, Partin and Lennarz, 1993;

Ohlendieck et al., 1993; Ruiz-Bravo et al., 1986). EBR contains a metalloprotease

domain, a cysteine-rich domain, and a series of thrombospondin 1 domains

(Adams, 1997) paired with CUB domains (Bork and Beckmann, 1993) clustered at

the carboxyl terminus (Kamei and Glabe, 2003). Surprisingly, no obvious transmem-

brane domain is present within the EBR open reading frame (Kamei and Glabe, 2003),

suggesting that it is retained on the egg surface or within the vitelline layer by a

tethering protein.

The interaction of bindin with EBR is species selective (Vacquier and Moy, 1977;

Glabe and Vacquier, 1977). Unlike lysin and VERL (see above), both participating sea

urchin proteins exhibit extensive regions of diversity. Two regions exhibit hypervariable

sequence in bindin (Figure 16.1): a small patch located just amino-terminal of the

conserved hydrophobic core (Zigler and Lessios, 2003; Zigler et al., 2003; Biermann,

1998) and a larger region at the carboxy terminus encoding short repeats whose

variability and repetitiveness is thought to predispose bindin to divergence amongst

species within the same genus (Zigler et al., 2003; Zigler and Lessios, 2003; Biermann,

1998; Metz and Palumbi, 1996; Minor et al., 1991). Both the sequence and the total

number of carboxyl repeats account for differences in the mass of bindin observed

between species (Minor et al., 1991). The cognate receptor EBR contains surprising

sequence diversity, with alternative domains (Kamei and Glabe, 2003) and different

carbohydrates used in sister species (Hirohashi and Lennarz, 2001; Rossignol

et al., 1984). Strongylocentrotus purpuratusEBR, for example, contains hyalin repeats
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in place of the last 10 thrombospondin 1/CUB repeats found in S. fransiscanus (Kamei

and Glabe, 2003).

The functional consequences of these large variable regions in both bindin and EBR

are evident in gamete choice assays. Interspecific hybrids are minimal in sea urchins

(Palumbi, 1999; Palumbi andMetz, 1991;Minor et al., 1991).While this may be due to

differences in spawning periods, cellular and biochemical evidence suggests that

behaviour alone is insufficient to maintain species barriers. Bindin, for example,

agglutinates eggs in a species-selective fashion (Vacquier and Moy, 1977; Glabe and

Vacquier, 1977), while eggs are preferentially fertilized by sperm from males with the

same bindin allele as the female (Palumbi, 1999). Together, thesemolecular preferences

suggest that EBR and bindin loci are coevolving within a population, and that their loci

may be selected by similar mechanisms.

16.4 Zonadhesin: ZP

Mammalian fertilization occurs internally, so both mating and anatomical behaviour

are thought to be the main barriers against interspecific fertilization (reviewed inWong

and Wessel, 2006; Shur, Rodeheffer and Ensslin, 2004; Wassarman, 1999). Ejaculated

sperm enter the uterus and travel into the oviduct, where they meet an ovulated oocyte.

During their travels through the uterus, small percentages of sperm continuously

undergo capacitation, the final stage of sperm maturation that reorganizes cell surface

proteins and primes the sperm for fertilization (Wassarman, 1999; Tulsiani et al., 1998).

Since the lifespan of a capacitated sperm is short as a result of low nutritional stores,

waves of capacitation in the sperm population means that a freshly activated cohort of

sperm are present for much longer periods in the reproductive tract than any one sperm.

These primed sperm first contact a layer of granulosa cells still surrounding the oocyte.

After passing through the hyaluronin-rich extracellular matrix of these somatic cells,

the primed sperm contact the zona pellucida, an extracellular glycoprotein matrix

surrounding the oocyte. Binding to the outer surface of the zona pellucida triggers the

sperm acrosome reaction (Figure 16.1), releasing many different proteins and enzymes

thought to participate in subsequent stages of mammalian fertilization (Tulsiani

et al., 1998). Some of the acrosome content proteins destabilize the zona pellucida,

allowing the motile sperm to penetrate the extracellular matrix (Tulsiani et al., 1998;

T€opfer-Petersen et al., 1990).

Exocytosis of the mammalian acrosome exposes many different proteins near the

zona pellucida (Tulsiani et al., 1998). Acrosin is a serine protease that binds to a

constituent of the zona pellucida (Howes et al., 2001; Jansen et al., 1998; Urch and

Patel, 1991). This soluble protease was originally hypothesized to digest a path through

the zona pellucida (Honda, Siruntawineti and Baba, 2002; Tulsiani et al., 1998), but the

absence of any ultrastructural evidence for this tunnelling (Bedford, 1998) suggests that

it could play an alternative role such as dispersing other acrosome proteins (Yamagata

et al., 1998; Takano, Yanagimachi and Urch, 1993). Zonadhesin, on the other

hand, remains associated with the postacrosomal membrane (Bi et al., 2003; Lea,

Sivashanmugam and O’Rand, 2001). This integral transmembrane protein contains

MAM domains, a mucin motif, von Willebrand factor D-type domains, an EGF-like
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domain, and a basic carboxy-terminus (Lea, Sivashanmugam and O’Rand, 2001; Gao

and Garbers, 1998; Hardy and Garbers, 1995). It is expressed and processed during

spermatogenesis, and is protected on the luminal surface of the outer matrix until

acrosome exocytosis (Bi et al., 2003; Lea, Sivashanmugam and O’Rand, 2001). Like

lysin and bindin (see above), the fraction of zonadhesin remaining with the sperm head

can bind to the zona pellucida (Hardy and Garbers, 1995). The receptor for zonadhesin

is not known, however.

The zona pellucida is composed primarily of three major proteins, all named after

their respective parent matrix. Each zona pellucida (ZP) protein shares a cysteine-

containing module that folds into a beta-sheet configuration able to polymerize with

other ZP domains to form extracellular protofilaments (Wassarman, 2008; Jovine

et al., 2002; Sinowatz, Kolle and T€opfer-Petersen, 2001; Bork and Sander, 1992;).

Of the three major zona pellucida proteins – ZPA, ZPB and ZPC (Spargo and

Hope, 2003) – ZPA is believed to be the major component that acrosome-reacted

sperm binds to (Kerr et al., 2002; Howes et al., 2001; Tsubamoto et al., 1999; Bleil

et al., 1988). Both protein sequence (Tsubamoto et al., 1999) and conjugated carbohy-

drates (Rankin et al., 2003; Doren et al., 1999) contribute to the sperm binding function

of ZPA. This could occur through the mucin domain of zonadhesin (Hardy and

Garbers, 1995), although there are many additional candidates with lectin-like proper-

ties found at the surface of the acrosome-reacted sperm (reviewed in Mengerink

and Vacquier, 2001), including relocated b1,3-galactosyltransferase (Larson and

Miller, 1997; Lopez and Shur, 1987) and acrosome-derived acrosin (Howes

et al., 2001) and b-N-acetyl glucosaminidase (Miller, Gong and Shur, 1993).

Despite their functional conservation amongst mammals, the primary sequence of

sperm acrosin and zonadhesin, and of egg ZPA are diverging (Berlin, Qu and Ellegren,

2008). Acrosin is expressed in males of hemichordates (Kodama et al., 2001) and

chordates ranging from ancient fish (Dabrowski, Glogowski and Ciereszko, 2004;

Ciereszko et al., 2000; Ciereszko, Dabrowski andOchkur, 1996; Ciereszko et al., 1994)

to placental animals (Raterman and Springer, 2008; Berlin, Qu and Ellegren, 2008;

Howes et al., 2001; Jansen et al., 1998; Richardson and O’Rand, 1996; Urch and

Patel, 1991). Its participation in species-selective interactions is predicted by the

sequence diversity found in pockets outside of the catalytic core (Berlin, Qu and

Ellegren, 2008). A similar pattern is observedwithmammalian zonadhesin (Herlyn and

Zischler, 2005; Lea, SivashanmugamandO’Rand, 2001;Gao andGarbers, 1998;Hardy

and Garbers, 1995). At the molecular level, zonadhesin exhibits variability in quantity

of repetitivemotifs and in sequencewithin thesemotifs (Herlyn andZischler, 2005; Lea,

Sivashanmugam and O’Rand, 2001; Gao and Garbers, 1998) – a trend also observed in

sea urchin bindin (see above). The most variability is described in the MAM and von

Willebrand factor D-like domains (Figure 16.1): murine zonadhesin contains an

additional MAM domain and an extended concatamer of partial von Willebrand factor

D-likedomainsnot present in othermammalianorthologues (HerlynandZischler, 2005;

Lea, SivashanmugamandO’Rand, 2001;Hardy andGarbers, 1995); the sequence of the

shared primate MAM domains is diverging (Herlyn and Zischler, 2005); and, further,

each of the partial von Willebrand factor D-like domains specific to the mouse

orthologue is under positive selection (Herlyn and Zischler, 2006). Finally, the species

cross-reactivity of antibodies generated against the zona pellucida alludes to the
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conservation of the ZP proteins (Moller et al., 1990). Yet, there are still regions of

sequence divergence within this family (Berlin, Qu and Ellegren, 2008; Swanson

et al., 2001b), suggesting that ZPA participates in species-selective events during

gamete binding.

Evidence for the participation of the acrosin, zonadhesin and/or ZPA as coevolving

pairs remains weak, however. Mutations to the evolutionarily conserved acrosin result

in reduced binding affinity to homospecific zona pellucidae (Jansen et al., 1998;

Richardson and O’Rand, 1996), enforcing the possibility that the positive selection

of this enzyme is important for species-selective gamete interactions. But, acrosin is

clearly not essential for mediating these gamete interactions since acrosin-null male

mice are still fertile (Nayernia et al., 2002; Adham, Nayernia and Engel, 1997; Baba

et al., 1994). Zonadhesin similarly exhibits higher affinity for homospecific zona

pellucidae (Hardy and Garbers, 1995), but the absence of data regarding the fertility of

zonadhesin-null animals leaves the significance of its divergence untested. ZPA, on the

other hand, is required in the zona pellucida for murine fertilization (Rankin

et al., 2001). The fertility defect can be rescued by proper expression of a frog (Doren

et al., 1999) or human (Rankin et al., 2003) orthologue in the ZPA-null mice, consistent

with a high level of functional conservation amongst the ZPA orthologues. Yet, the

incorporation of heterospecific ZPA into a mouse zona pellucida does not alter the

oocyte’s selectivity for sperm: murine sperm are still preferred, implying that differ-

ences accrued due to homospecific post-translational processing, such as glycosylation,

trump relatively minor changes in the primary protein sequence (Rankin et al., 2003).

16.5 Glycosylation in speciation

Carbohydrate moieties associated with gamete binding proteins are likely candidates

for mediating the selectivity of gamete interactions (reviewed in Wong and

Wessel, 2006; Mengerink and Vacquier, 2001; Shalgi and Raz, 1997; Vacquier and

Lee, 1993). Just as co-associating proteins on the cell surface may have been co-opted

for species-selective gamete interactions, carbohydrate recognition can serve as a

barrier to gamete interactions in the samemanner that proteinsmediate self-recognition

(Ohtsubo andMarth, 2006). All of the diversifying receptors for sperm described above

are heavily glycosylated with various combinations of basic sugar monomers: abalone

VERL contains branch glycans with fucose, glucose, mannose, galactosamine and

glucosamine (Swanson and Vacquier, 1997); EBR is conjugated to sulfated carbohy-

drates rich inmannose, galactosamine, fucose and uronic acid (Ohlendieck et al., 1993;

Foltz and Lennarz, 1990; DeAngelis and Glabe, 1987; Ruiz-Bravo et al., 1986;

Rossignol et al., 1984; Glabe et al., 1982); and ZPA is decorated with sialylated

chains enriched in mannose, fucose and b-galactosyl glycans (Tulsiani, 2000; Easton
et al., 2000). Thus, the ability of an individual sperm to discriminate subtle differences

in carbohydrate chemistry could be essential for its success. Consistent with this

hypothesis is the observation that sperm proteins complementary to the female sperm

receptor may at least partly bind to glycans: no published evidence for abalone lysin

binding to carbohydrates exists, althoughmussel lysins contain aC-type lectin foldwith

species-divergent residues that regulate sugar specificity (Springer and Crespi, 2007;
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Takagi et al., 1994); bindin association to EBR is competed by fucoidin, a sulfated

polymer of fucose (DeAngelis and Glabe, 1987; Glabe et al., 1982); and zonadhesin

contains a mucin domain, presumably allowing it to bind carbohydrates (Lea,

Sivashanmugam andO’Rand, 2001;Gao andGarbers, 1998; Hardy andGarbers, 1995).

Indeed, replacement of the genes encoding the zona pellucida in mice with the genes

encoding the human zona pellucida still result in preferential binding and activation of

mouse sperm (Rankin et al., 2003). Thus, conspecific sperm binding may be directed

more by post-translationalmodifications than protein sequence. It would also argue that

diversification in sperm binding is a consequence of variable carbohydrates displayed

on the oocyte or egg surface, which may occur through differential expression of

glycosyltransferases or available sugar modifications.

Given the natural variance of products synthesized during post-translational glyco-

sylation (Ohtsubo and Marth, 2006; Rudd and Dwek, 1997), it should be expected that

a single egg would carry a range of branched glycans on a single protein. If the

complementary sperm proteins preferentially bind to carbohydrates decorating the egg

receptors, and the affinities for different glycans are regulated by differences in surface

charge, then diversity in male protein sequence should compensate for the range of

glycosylation patterns displayed on the female gamete. Examples of this change at the

amino acid level are evident in the regional positive selection observed in acrosome-

derived lysin (Springer and Crespi, 2007; Kresge, Vacquier and Stout, 2000a, 2000b;

Yang, Swanson and Vacquier, 2000; Hellberg and Vacquier, 1999; Lee, Ota and

Vacquier, 1995), bindin (Zigler et al., 2003; Zigler and Lessios, 2003; Biermann, 1998;

Metz andPalumbi, 1996;Minor et al., 1991) and zonadhesin (Herlyn andZischler, 2005,

2006; Lea, Sivashanmugam andO’Rand, 2001;Gao andGarbers, 1998). The functional

consequences of these changes to glycan affinities, however, are not clear.

If both peptide sequence diversity and glycan synthesis control gamete binding, then

subtle changes in the dominant adhesion proteins may favour adaptive evolution and

even speciation.Mutation of a single amino acid, for example, could dramatically affect

the affinity of either male or female protein. Within orthologues, glycosylated serine

and threonine residues of extracellular proteins are less likely to be conserved than

nonglycosylated residues due to their position on the protein surface (Julenius

et al., 2005). Regardless of the relationship between this diversity in glycosylated

residues and the rapid evolution of extracellular protein sequences (Julenius and

Pedersen, 2006; Luz and Vingron, 2006), the implication for gamete recognition

protein evolution is clear: a mutated residue can be the source of extreme epitope

variation that may drive speciation. If a key glycosylation site is lost on the female

glycoprotein, then the carbohydrate that the majority of sperm require to confer

selective binding is lost. This mutant female glycoprotein would then favour only

those sperm that are able to identify a different region of the unadulterated version,

or sperm that prefer the charged protein surface in the same position. A reciprocal

scenario may be described for mutations on the male side, leading to changes in female

glycoprotein configurations – hence, a sexual arms race (Clark, Aagaard and Swanson,

2006; Parker and Partridge, 1998).

An additional factor with significant impact, but never identified in this coevolution-

ary race, is variation in gamete-specific glycosyltransferases in the Golgi (Ohtsubo and

Marth, 2006; de Graffenried and Bertozzi, 2004; Rudd and Dwek, 1997). A change in

16.5 GLYCOSYLATION IN SPECIATION 415



specificity of one enzyme could dramatically affect the final female glycoprotein,

rendering the receptor foreign to the usual sperm population; only those sperm with a

complementary mutation will then be able to fertilize that aberrant oocyte or egg.

If the complementary sperm protein was also modified by the same enzyme, then

allele preferences observed in some animals (Palumbi, 1999; Vacquier, Carner and

Stout, 1990) could reflect an increasing role for carbohydrate–carbohydrate affinities

between gametes, as already documented during fertilization of rainbow trout (Kodama

et al., 2001).

16.6 Coevolution of interacting gamete
proteins vs. speciation

The stringency of protein–protein interactions is governed by the conformation of each

participant upon their association. This ‘induced fit’ model (Koshland, 1958) assumes

that the conformational changes induced by the proteins binding each other increases

their mutual affinity. If this protein pair proved to be suitable for an essential interaction

or recognition function, then the individual proteins would be expected to coevolve,

perhaps under neutral or purifying selection to maintain or to enhance their affinities

(Luz and Vingron, 2006). Over time, however, individual pairs drift apart if there is no

selection to maintain them (Swanson and Vacquier, 2002). Minor changes associated

with drift can wreak havoc on the coevolution of protein pairs when subtle changes to

surface residues, repeat lengths, and/or glycosylation regulate binding affinities. The

more rapid diversification of extracellular proteins compared to proteins residing inside

the cell (Julenius and Pedersen, 2006; Luz and Vingron, 2006) only accelerates the

incompatibility of gamete recognition proteins. It is through such subtle change that

speciation can rapidly occur: the slightest modification to an individual’s gamete

binding protein could fundamentally alter the population it is fit to mate with (Swanson

and Vacquier, 2002). Finding a compatible mate, however, is the first step towards

reproductive isolation since only these founding individuals would possess the alleles

necessary for the coevolution of this alternative protein pair.
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totipotent zygote: degradation
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17.1 Introduction

In metazoans dramatic changes take place upon fertilization. The dormant oocyte is

transformed into a fast-developing embryo, able to differentiate and generate the

various cell types of the adult organism. Once fertilized, the oocyte – typically arrested

at an intermediate stage of meiosis – resumes meiosis, thereby producing a haploid

pronucleus. Subsequently, maternal and paternal pronuclei fuse, resulting in the

formation of a diploid embryo, which then undergoes rapid cell cycle divisions,

producing a large number of cells in a short period of time. Cell proliferation at this

early stage is concomitant with the establishment of embryonic cell fate patterning.

Importantly, the oocyte-to-embryo transition and early embryonic events rely largely on

maternal products (mRNA and protein) loaded onto the oocyte, as zygotic gene

expression typically does not start until after a few rounds of cell division, depending

on the species. Once thematernal RNAs and proteins are no longer needed theymust be

promptly eliminated from the embryo in a regulated manner.

A considerable amount of research conducted in various model organisms, and

particularly in the nematode Caenorhabditis elegans, has revealed the critical impor-

tance of the ubiquitin-proteolytic system (UPS) in the selective degradation ofmaternal

proteins. In this chapter we will review these major findings taking C. elegans as the

paradigm, and comparing it with other relevant model organisms.

Oogenesis: The Universal Process Marie-H�el�ene Verlhac and Anne Villeneuve
� 2010 John Wiley & Sons, Ltd



17.2 Ubiquitin-proteolytic system

The most common mechanism for regulated protein degradation, among eukaryotes, is

the ubiquitin-proteolytic system in which proteins are targeted for rapid proteolysis

upon conjugation to ubiquitin, a conserved 76-residue protein (Hershko et al., 1980;

Ciechanover et al., 1980). Covalent attachment of ubiquitin to lysine residues of the

substrate requires the coordination of three classes of enzymes: E1, E2, and E3

(Figure 17.1a). The ubiquitin-activating (E1) and the ubiquitin-conjugating (E2) en-

zymes are involved in activating and transferring ubiquitin to the substrate through

thioester bond formation (Ciechanover et al., 1981; Haas et al., 1982; Pickart and

Rose, 1985; Hershko et al., 1983). The E3 ubiquitin ligases serve a dual function: they

recruit the ubiquitin-loadedE2 enzyme and position it in close proximity to the substrate,

thereby promoting substrate polyubiquitinylation and subsequent degradation by the 26S

proteasome (reviewed in Hershko and Ciechanover, 1992; Pickart and Cohen, 2004).

Selective recognition of the substrate is fundamental for proper function of the

ubiquitin/proteasome system. Indeed, rather than a promiscuous system for protein

degradation, substrate recognition by the ubiquitin pathway must be highly selective

and tightly regulated. Substrate specificity is determined by the E3 ligases. There are

twomain categories of E3 ligases: the HECT (homologous to E6-APC-terminus) types

and the RING (Really Interesting New Gene) types. In contrast to HECT-type E3
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Figure 17.1 Ubiquitination and protein degradation. (a) Ubiquitin is sequentially conjugated onto
the E1 activating enzyme, then onto E2 transfer enzyme, and finally E3 ligase brings the E2 close to the
target protein, enabling its ubiquitination. Reiteration of these processes leads to the assembly of a
polyubiquitin chain, and polyubiquitinated proteins are subsequently degraded by the 26S protea-
some. (b) Basic structure of the SCF complex, the archetype of the CRL E3 type ligases. (c) A possible
structure for the APC complex (adapted from Peters, 2006). A full colour version of this figure appears
in the colour plate section.
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enzymes, which contain an active cysteine residue and form an obligate thioester bond

with ubiquitin prior to transfer to the substrate, RING-type E3s serve as a docking site

for the ubiquitin-activated E2, which provides catalytic activity. The RING domainwas

first linked to the ubiquitin-proteolytic system through its discovery in subunits of two

cell cycle-regulated E3 enzymes: APC/C (anaphase-promoting complex/cyclosome)

(Zachariae et al., 1998;Yu et al., 1998) and SCF (Skp1 –Cullin–F-box) (Yu et al., 1998;

Ohta et al., 1999; Tan et al., 1999; Skowyra et al., 1999; Seol et al., 1999; Tyers and

Jorgensen, 2000).

APC/C is a highly conserved RING-type E3 ligase of 13 subunits, involved in cell

cycle progression, both in mitosis and meiosis (Castro et al., 2005; van Leuken,

Clijsters andWolthuis, 2008). APC/C recognizes its substrates through Cdc20/Fzy and

Cdh1/Hct1/Fzr, two evolutionarily conserved subunits containing WD40 propeller

domains (Yu, 2007; Thornton and Toczyski, 2006; Figure 17.1b).

The SCF core complex is composed of a small BTB (Bric �a Brac, Tramtrack, Broad

complex)-fold containing protein called Skp1, the scaffold protein Cul1/Cdc53

(generically called a cullin) and the RING domain protein Rbx1 (also known as Roc1

or Hrt1), which provides the docking site for the ubiquitin-loaded E2 enzyme. Skp1

interacts with the�40-residue F-box motif that defines the F-box protein family. F-box

proteins recognize their substrates via protein interaction domains, such as WD40, or

Leucine Rich Repeat (LRR) domains (Patton, Willems and Tyers, 1998; Skowyra

et al., 1997; Figure 17.1c). The SCF complex, simultaneously discovered in budding

yeast and inC. elegans, through genetic studies on cell division, is the foundingmember

of the most prominent family of ubiquitin ligases: the cullin-RING E3 ligases (CRL)

(reviewed in Petroski andDeshaies, 2005). The eukaryotic genomes encode at least five

cullins, termed Cul1 through 5 and, as with Cul1 in the SCF complex, each of these

cullins assembles multisubunit E3 ubiquitin ligases containing the same catalytic core,

but distinct substrate-recognition modules that are specific to each cullin. In CRL2

(Cul2-based) and CRL5 complexes, the BTB protein, elongin C, bridges the interaction

between the cullins and substrate-recruitment factors, called BC-VHL box for CRL2

and BC-SOCS box for CRL5 complexes. In CRL3 complexes, a single polypeptide,

containing a BTB domain and a substrate interaction motif, functions as a substrate-

recognition module, merging the functions of the Skp1/F-box and elongin C/BC box

heterodimers (Pintard, Willems and Peter, 2004). Finally, the large DDB1 protein,

which does not contain a BTB domain but three seven-bladed b-propellers, recruits
specificity factors containing WD40 repeats termed DCAF (Ddb1, and CUL4 associ-

ated factors) (Jin et al., 2006; Angers et al., 2006).

All CRLs are regulated by similar mechanisms. In particular, the covalent addition of

the ubiquitin-like proteinNedd8 to the cullin subunit stimulatesCRLactivity in vivo and

in vitro (Figure 17.1c). Nedd8 conjugation (also called neddylation) to the cullin

induces a drastic conformational change of its C-terminal part, which exposes theRING

domain of Rbx1, and allows it to adopt a variable conformation, thus stimulating

substrate ubiquitination (Duda et al., 2008; Saha and Deshaies, 2008).

CRLs regulate a multitude of cellular and biological processes by targeting specific

proteins for degradation (reviewed in Petroski and Deshaies, 2005). In particular, CRL

complexes have emerged in recent years as key components of the oocyte-to-embryo

transition by coordinating the spatiotemporal degradation of various maternal factors.
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17.3 Oocyte-to-embryo transition and early embryonic
development in C. elegans

C. elegans oogenesis takes place in the syncytial gonad of the hermaphrodite adult. At

the distal end of the gonad a subset of nuclei proliferates continuously. As these nuclei

move proximally they enter meiosis. Cellularization takes place at the proximal end of

the female gonad, where an oocyte arrested in prophase of meiosis I is ovulated (Hirsh,

Oppenheim and Klass, 1976). The oocyte then passes through the spermatheca, where

fertilization occurs (reviewed in Greenstein, 2005). Due to the constraint of the adult

hermaphrodite anatomy, sperm usually enters the oocyte at the opposite side of the

maternal nucleus (Goldstein and Hird, 1996). Sperm entry triggers both the resumption

of the oocyte meiosis and the establishment of the embryonic anterior–posterior (a–p)

axis (Ward and Carrel, 1979; Goldstein and Hird, 1996). As the oocyte completes

meiosis I, the haploid maternal pronucleus forms, and both male and female

pronuclei decondense their DNA and enter S phase (Edgar and McGhee, 1988). DNA

replication is achieved before the maternal pronucleus migrates towards the paternal

pronucleus, in amicrotubule-dependentmanner (Edgar andMcGhee, 1988; Strome and

Wood, 1983). Pronuclei then meet near the posterior end of the embryo, move to the

centre, fuse, and the nucleocentrosomal complex undergoes a 90� rotation. After

nuclear envelope breakdown, the mitotic spindle aligns along the a–p axis of the

embryo (Albertson, 1984). Due to unequal pulling forces acting on both centrosomes

during metaphase, the mitotic spindle is displaced towards the posterior end of the

embryo (Grill et al., 2001). The cytokinetic furrow then bisects the spindle, leading to an

asymmetric cell division. The resulting anterior AB and posterior P1 blastomeres are

unequal both in size and developmental potential. Whereas AB generates most of the

somatic cells, P1 gives rise to the precursors of the germline and the remaining somatic

cells (Sulston et al., 1983). Asymmetric cell division is thus critical for proper cell fate

specification.

Embryonic polarity contrasts with the anisotropy of the oocyte, and sperm entry is

the initial event breaking the oocyte symmetry and eventually leading to the

establishment of the a–p axis of the embryo. The cornerstone of a–p axis establish-

ment is the asymmetric distribution of the evolutionarily conserved PAR (partitioning

defective) proteins. PAR-3/PAR-6/aPKC form a complex localized at the anterior

cortex and PAR-1 and PAR-2 localize at the opposite in the posterior cortex; the PAR’s

polarization in turn controls all the subsequent embryonic asymmetries, such as the

asymmetric spindle positioning, the asynchronous cell cycle and the segregation of

cell fate determinants (Kemphues et al., 1988; Kirby, Kusch and Kemphues, 1990;

Levitan et al., 1994; Etemad-Moghadam, Guo and Kemphues, 1995; Guo and

Kemphues, 1995; Boyd et al., 1996; Watts et al., 1996; Tabuse et al., 1998; Hung

and Kemphues, 1999; reviewed in Gonczy, 2008). Proper embryonic development

requires accurate coordination of these events, in a narrow time window. Importantly,

early development relies on maternal products provided by the mother in the oocyte

(reviewed in Stitzel and Seydoux, 2007). The ubiquitin-proteolytic system has

recently emerged as a critical pathway remodelling the oocyte and transforming it

into a totipotent embryo.
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17.4 Degradation of maternal proteins and progression
through meiosis

At fertilization, the oocyte is arrested in prophase of meiosis I (Ward and Carrel, 1979).

Completion of meiosis is therefore the first developmental task to accomplish on the

oocyte-to-embryo transition. Sperm entry triggers the resumption of meiosis, such that

the oocyte proceeds to anaphase I, extrudes the first (diploid) and the second (haploid)

polar bodies, and completes meiosis II (reviewed in Greenstein, 2005).

Twoubiquitin ligases regulatemeiotic progression:APC/C and aCRL2-basedE3 ligase.

APC/C’s role in cell cycle progression is widely conserved, particularly its function

in the separation of sister chromatids, in both mitosis and meiosis. Strong loss of

function, in the context of RNA interference (RNAi) or mutations in genes coding for

APC/C subunits, causes meiotic arrest in metaphase I, as well as other meiosis defects,

or abnormalities during germline proliferation (Davis et al., 2002; Furuta et al., 2000;

Golden et al., 2000; Rappleye et al., 2002; Shakes et al., 2003; Kitagawa et al., 2002).

Interestingly, upon partial loss of function in some APC/C mutants, defects can be

observed in both meiosis I andmeiosis II, indicating that APC/C plays a role not only in

the first, but rather in both meiotic divisions. At the molecular level, one of APC/C’s

best-documented functions is to target the protein securin for degradation, triggering a

cascade of events leading to chromosome segregation. Securin is an inhibitor of the

separase protease, which in turn promotes chromosome segregation by cleaving Scc1, a

subunit of the cohesin complex that holds chromosomes together at metaphase. By

promoting securin degradation, APC/C releases separase from its inhibition, allowing

cohesin cleavage, and thus chromosome segregation (Figure 17.2). Consistent with this

Figure 17.2 Main protein degradation events in the C. elegans oocyte-to-embryo transition.
Triggering of degradation of specific proteins by E3 ligases is crucial for the main steps to take
place. APC and CRL-2ZYG-11 ubiquitinate securin and cyclin B, respectively, targeting them for
degradation, thus enabling completion of meiosis. CRL-3MEL-26 targets MEI-1/Katanin for degradation
upon completion of meiosis, allowing the formation of a proper mitotic spindle. SCF targets OMA-1 for
degradation, ensuring the start of zygotic transcription. In the anterior of the embryo, as part of cell
fate patterning, CRL-2ZIF-1 targets PIE-1 (as well as POS-1 and MEX-1, not shown on the figure) for
degradation in a MEX-5/6-dependent manner, and EEL-1 targets SKN-1 for degradation. A full colour
version of this figure appears in the colour plate section.
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role, APC/Cmutants exhibit defects on chromosome segregation and spindle formation

in meiosis.

Like other E3 ligases, APC/C has multiple targets. However, other APC/C targets

are yet to be identified. Nonetheless, phenotypic analysis points to other roles for

APC/C besides chromosome segregation. Indeed, when CUL-2 function is compro-

mised, APC/Cmutant phenotypes are enhanced, suggesting that aCRL2 complexmay

be redundant with APC/C (Sonneville and Gonczy, 2004). However, no defects

in meiosis I are observed upon loss of CUL-2, indicating that redundancy between

APC/C and CUL-2 is only partial, and likely restricted to meiosis II.

CUL-2 is involved in meiotic exit, as well as in S phase progression during germline

proliferation (Feng et al., 1999). Loss of CUL-2 delays progression through meiosis II

and impairs meiosis exit. The same phenotypes are observed upon the loss of other

components of the CRL2 complex, that is, RBX-1 and ELC-1 (Liu, Vasudevan and

Kipreos, 2004). Interestingly, inactivation of another locus termed zyg-11 phenocopies

cul-2 inactivation on meiosis II, but not on germline proliferation (Liu, Vasudevan and

Kipreos, 2004; Sonneville and Gonczy, 2004). ZYG-11 contains a BC-box and binds

CRL2 components in vivo and in vitro (Vasudevan, Starostina and Kipreos, 2007), and

thus fulfils the criteria to act as substrate-recruitment factor of a CRL2 complex,

specifically involved in meiosis progression. Nonetheless, the critical targets of this

putative CRL2ZYG-11 ligase remain elusive. Cyclins B1 and B3 accumulate at higher

levels in both zyg-11(-) and cul-2(-) embryos, making them good candidates for

CRL2ZYG-11 targets (Liu, Vasudevan and Kipreos, 2004; Sonneville and Gonczy, 2004;

Figure 17.2). However, it has not been shown biochemically that cyclins B1/B3 are

direct targets of CRL2ZYG-11, and therefore they may not be the relevant targets of the

complex, and their regulation by CRL2ZYG-11 could be indirect.

Although more investigation is needed to identify the relevant targets of the

CRL2ZYG-11 complex, it is clear that ubiquitin-mediated degradation of specific targets

is essential to meiosis resumption and completion, the first step towards the oocyte-to-

embryo transition.

17.5 Meiosis-to-mitosis transition: redundant pathways
for timely degradation of the microtubule-severing
protein MEI-1/Katanin

In the early embryo, two very different spindle structures form in the same cytoplasm

within a 20min interval: the meiotic spindle and the mitotic spindle (Figure 17.2). In

sharp contrast to the acentrosomal meiotic spindle, the assembly of a functional mitotic

spindle requires the nucleation of long arrays of astral microtubules from the centro-

somes. These mitotic microtubules are crucial for asymmetric spindle positioning and

spindle elongation along the a–p axis of the embryo.

The heterodimer composed of MEI-1/MEI-2 subunits (also known as Katanin) is

required for the assembly of the meiotic spindle. Loss-of-function mutations in either

mei-1 ormei-2 impairmeiosis without affectingmitosis, revealing a specific function of
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Katanin in meiotic divisions (Clark-Maguire and Mains, 1994a, 1994b; McNally

et al., 2006; Srayko et al., 2000). Katanin is an evolutionarily conserved AAA-ATPase

that exhibits ATP-dependent microtubule-severing activity in vitro (Hartman

et al., 1998). Presumably Katanin severs the microtubule protofilament upon confor-

mational change induced byATP hydrolysis. The activity of theMEI-1/MEI-2 complex

has been shown to increase tubulin polymer numbers from a relatively inefficient

chromatin-based microtubule nucleation pathway (McNally et al., 2006; Srayko

et al., 2006).

MEI-1/2 proteins accumulate on the meiotic spindle, but MEI-1 rapidly disappears

after completion of meiosis and is undetectable in mitosis. Importantly, a specific

mutation that disrupts a PEST motif of MEI-1 causes active MEI-1/MEI-2 complex to

accumulate to high levels in mitosis (Clark-Maguire and Mains, 1994a, 1994b).

Likewise, mutations in a second locus, called mel-26, also result in high MEI-1 levels

in mitosis. In mel-26(-) mutant embryos, MEI-1 accumulates on centrosomes and

prevents the assembly of a functional mitotic spindle (Pintard et al., 2003; Dow and

Mains, 1998). These observations suggested a requirement of the UPS for MEI-1

degradation after meiosis.

Importantly, the first indication that a CRL complex was involved in MEI-1

degradation stems from the discovery of rfl-1, another locus required for MEI-1

degradation (Kurz et al., 2002). rfl-1 encodes a subunit of the E1 enzyme of the

neddylation pathway, which activates CRLs by conjugating the ubiquitin-like protein

Nedd8 on the cullin subunit (see above). Through RNAi-based screening of the five

cullins, CUL-3 was identified as the critical target of the neddylation machinery

responsible for MEI-1 degradation. Upon loss of rfl-1 gene function, non-neddylated

forms ofCUL-3 accumulate, causing phenotypes similar to those observed in cul-3(-) or

mel-26(-) embryos, due to the persistence of MEI-1/MEI-2 function in mitosis (Pintard

et al., 2003; Kurz et al., 2002).

Awealth of evidence then revealed thatMEL-26 functions as a substrate-recruitment

factor of this CRL3 complex, and actively recruits MEI-1, but not MEI-2. MEL-26

contains a canonical BTB domain required for binding of theN-terminal part of CUL-3,

and a MATH domain required for MEI-1 binding. Specific mutation of the MATH

domain prevents MEL-26 interaction with MEI-1 in vivo and in vitro. Likewise, the

product of the gain-of-function mutation of MEI-1, which blocks MEI-1 degradation

in vivo, failed to bind MEL-26 in vitro (Pintard et al., 2003). Finally, immunopurified

CRL3MEL-26 complex from HEK293T cells readily ubiquitinates MEI-1 in vitro

(Xu et al., 2003). Interestingly, lethality resulting fromMEI-1 accumulation in mitosis,

due to mei-1 gain-of-function mutation, can be rescued by tubulin mutations that are

partially resistant to MEI-1/MEI-2 severing (Lu, Srayko and Mains, 2004). Together

these observations clearly indicate that theCRL3MEL-26 complex is required to inactivate

Katanin viaMEI-1 degradation (Figure 17.2). However, a low percentage ofmel-26-null

mutant animals are viable at 15 �C, suggesting that other E3 ligases, or degradation-

independent mechanisms, may contribute to MEI-1 inactivation after meiosis.

Although the role of the CRL-3MEL-26 complex in MEI-1 degradation is well

established, the signal triggering MEI-1 degradation after completion of meiosis

remains to be identified. In many instances, phosphorylation of the substrate targets
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its recognition and consequent ubiquitination by the corresponding E3 ligase. Impor-

tantly, several groups have identified a C. elegans homologue of the minibrain-kinase,

called MBK-2, as a regulator of MEI-1 degradation (Pellettieri et al., 2003; Quintin

et al., 2003; Lu and Mains, 2007; Pang et al., 2004). The phenotypes resulting from

mbk-2 inactivation are complex, but include specific defects in spindle positioning, that

are rescued bymei-1 inactivation.Moreover, GFP::MEI-1 accumulates to high levels in

mitosis upon mbk-2 inactivation, and MBK-2 phosphorylates MEI-1 in vitro (Stitzel,

Pellettieri and Seydoux, 2006). Taken together, these observations suggest thatMBK-2-

dependent phosphorylation of MEI-1 might target its recognition by the CRL3MEL-26

complex (Stitzel, Pellettieri and Seydoux, 2006). However, a partial loss-of-function

mutation of mbk-2 enhances the penetrance of a mel-26 null allele, indicating that

mbk-2 andmel-26might not be in the same pathway, but rather in parallel and partially

redundant pathways converging onMEI-1 degradation (Lu andMains, 2007).While the

signal that triggers MEI-1 degradation at the end of meiosis is unknown, MEL-26 and

MEI-1 expressed in bacteria bind weakly to each other, and CUL-3 promotes MEI-1

ubiquitination in vitro, suggesting that CRL-3MEL-26 may be capable of recognizing

and ubiquitinating MEI-1 without occurrence of post-translational modifications

(Furukawa et al., 2003; Pintard et al., 2003). Actually, there seems to be a considerable

degree of redundancy inMEI-1 regulation.While theCUL-3MEL-26 complex is themain

E3 ligase controllingMEI-1 degradation, APC/C also contributes toMEI-1 elimination

after meiosis. Partial inactivation of APC/C function significantly decreased the low

percentage viability ofmel-26 null allele, and this effect correlates directly with MEI-1

accumulation (Lu and Mains, 2007).

An intriguing question remains: why isMEI-1 stable in meiosis but rapidly degraded

inmitosis?The answer to this question is currently unclear, however interplay of kinases

and phosphatases, and/or other binding partners not necessarily causing protein

modifications, may impinge on MEI-1 degradation. Alternatively, the protein levels

of MEL-26 – low in meiosis and increased in mitosis – may contribute to the regulation

of MEI-1 stability (Johnson et al., 2009).

The sharp contrast between a small meiotic spindle and a robust mitotic spindle

separated by a short period of time is common to most animals, and is particularly

evident among vertebrates. The Katanin complex is conserved in vertebrates – where it

is composed of p60 and p80 subunits, homologues of MEI-1 and MEI-2 respectively –

as is its function in severing microtubules (Hartman et al., 1998). However, to our

knowledge no study has yet been performed in other systems on whether the Katanin

complex is involved inmeiotic spindle formation, orwhether its degradation byCUL-3-

based CRLs is required during oocyte-to-embryo transition.

17.6 Embryonic transcriptional reactivation relies
on an SCF complex

Silencing of zygotic transcription during early embryonic development is a general trait

of metazoans, and correlates with rapid cell cycles (reviewed in Schier, 2007).

Transcription silencing persists until as early as the four-cell stage or as late as
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gastrulation, depending on the species. In any case, specific mechanisms must exist to

ensure zygotic transcription is kept silent during early stages of development. InC. elegans,

transcription is silenced until the four-cell stage in the somatic precursors, and until after the

100-cell stage in the germline precursors (Seydoux and Fire, 1994; Seydoux et al., 1996;

Blackwell and Walker, 2006). This transcriptional silencing in somatic cells depends, at

least in part, on the cytoplasmic sequestration of TAF-4, a subunit of the pol II transcrip-

tional complex, TFIID. TFIID is a multicomponent transcription factor, composed of the

TATA-binding protein (TBP) and TBP-associated factor (TAF), which recognizes and

binds the promoter DNAand establishes the transcription start site. TFIID is unstable in the

absence of TAF-4, and nuclear retention of TAF-4 requires TAF-12 binding via a histone

fold-like domain (Walker et al., 2001; Guven-Ozkan et al., 2008).

Although TAF-4 is found in the nucleus in oocytes and later embryos, it is excluded

from the nucleus in one- and two-celled embryos (Walker et al., 2001), suggesting that

transcription silencing in the early embryo might rely on its subcellular localization

(Figure 17.3). TAF-4 was recently identified as an OMA-1-interactor in a yeast two-

hybrid screen (Guven-Ozkan et al., 2008). OMA-1 (oocyte maturation) and OMA-2

are two very similar maternal proteins that are essential for oocyte maturation in the

Figure 17.3 Activation of zygotic transcription. In one- and two-cell stage embryos, OMA-1
sequesters TAF-4 in the cytoplasm, precluding its translocation to the nucleus, interaction with
TAF-12 and RNA Pol II, thus repressing transcription. Both OMA-1 and TAF-12 bind TAF-4 via its
histone fold, thus competing for binding through this domain. OMA-1 is phosphorylated by MBK-2,
priming it for further phosphorylation by GSK-3, and probably KIN-19 aswell. Phosphorylated OMA-1 is
ubiquitinated by a SCF complex and degraded, releasing repression of TAF-4. TAF-4 is then free to be
translocated to the nucleus, bind TAF-12 and RNA Pol II, leading to transcription activation in somatic
cells. Note that although TAF-4/TAF-12 are present in the nucleus of germline precursors, transcrip-
tion is repressed by PIE-1 (not represented in the figure). A full colour version of this figure appears in
the colour plate section.
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female gonad. Besides containing a zinc finger domain, they contain a histone fold.

Interestingly, upon reduction of OMA-1/2 levels, transcription is no longer repressed

in one- and two-cell embryos, suggesting that OMA-1/2 interaction with TAF-4 may

be crucial for transcriptional silencing (Guven-Ozkan et al., 2008). OMA-1 interacts

with TAF-4 via its histone-fold domain, like TAF-12 does, hence competing with

TAF-12 for TAF-4-binding by means of molecular mimicking (Guven-Ozkan

et al., 2008). Importantly, upon SCF-mediated degradation of OMA-1 in somatic

cells, TAF-4 is released, allowing for interaction with TAF-12 (Guven-Ozkan

et al., 2008). Therefore, OMA-1 represses transcription by sequestering TAF-4 in

the cytoplasm, while OMA-1 degradation enables activation of zygotic transcription

by releasing TAF-4 (Figure 17.3).

Consistent with this model, timely and rapid degradation of OMA-1/2 is necessary

for normal embryo development, as protein persistence after the first mitotic division

causes misexpression of crucial cell fate determinants, and consequent embryonic

lethality (Lin, 2003). The next question is then to understand temporal regulation of

OMA-1 degradation. The answer lies in the phosphorylation by kinases MBK-2 and

GSK-3, shown to be required for timely degradation of OMA-1 (Nishi and Lin, 2005;

Stitzel, Pellettieri and Seydoux, 2006). MBK-2 and GSK-3 phosphorylate sequentially

two specific threonine residues of OMA-1. First MBK-2 phosphorylates T239, trig-

gering a second phosphorylation mediated by GSK-3 on T339, after which OMA-1 is

targeted for degradation (Nishi and Lin, 2005). Additionally, MBK-2 can also phos-

phorylate OMA-1 on S302, in vitro (Shirayama et al., 2006; Figure 17.3). However,

these are not the only kinases involved: mutations in genes encoding KIN-19 –

homologue of a casein kinase 1 a, or CK1a – as well as cell cycle kinase CDK-1,

also cause a failure in OMA-1 degradation (Shirayama et al., 2006). Importantly,

reducing oma-1 activity partially suppresses the phenotypes caused by the mutations in

kin-19 and cdk-1, as well as in mbk-2 and gsk-3, confirming that OMA-1 down-

regulation is one important function of these kinases in vivo. It is unlikely, however, that

OMA-1 itself is the phosphorylation target of all five kinases. Rather it is plausible that,

in addition toMBK-2 andGSK-3,OMA-1 is a direct target ofKIN-19, but not of CDK-1

and CKS-1. Human CK1a, close homologue of KIN-19, displays some affinity for

OMA-1 in vitro, and this affinity is enhanced by pretreatment with MBK-2, suggesting

that KIN-19, like GSK-3, may phosphorylate OMA-1 primed by MBK-2 (Shirayama

et al., 2006). On the other hand, no evidence of OMA-1 phosphorylation byCDK-1was

found, indicating that they function indirectly by phosphorylating other proteins in the

pathway. The relevant targets of CDK-1 and CKS-1 impinging on OMA-1 regulation

are yet to be determined. Nonetheless, the identification of cdk-1(ne236 and ne2257)

and cks-1(ne549) mutant alleles as being required for OMA-1 degradation highlights

the link to cell cycle progression (Shirayama et al., 2006). Interestingly, these mutants

are not null alleles, they carry pointmutations leading to single amino acid substitutions

and do not display all the phenotypes detected in null alleles, but seem to be somewhat

specific to OMA-1 degradation. Therefore, these mutant alleles allow genetic separa-

tion of the roles of CDK-1 and CKS-1 in OMA-1 degradation from other requirements

in cell cycle progression. Wild-type CDK-1 and CKS-1 bind together to form a

complex, while CKS-1(Y10F) protein, the product of the cks-1(ne549) allele, fails to

bind CDK-1, indicating that the CDK-1/CSK-1 complex formation is required for
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OMA-1 degradation (Shirayama et al., 2006). As to CDK-1, both cdk-1(ne236) and

cdk-1(ne2257) affect a T loop, presumably involved in interaction with cyclins. Further

research is required to understand how these mutations affect CDK-1 function, as no

effect on the interaction with known binding partners was detected with the CDK-1

(I173F) mutant form. Nonetheless, it is worth noting that embryos depleted of cyclin

B3, but not cyclin A or cyclin B, also exhibit OMA-1 protein stabilization, suggesting

that cyclin B3 is the relevant cyclin for CDK-1/CKS-1 function, although the mecha-

nism remains elusive (Shirayama et al., 2006).

A complex pathway thus converges on OMA-1 phosphorylation to target this protein

for degradation. It becomes relevant then to understand the mechanism responsible for

recognition and degradation of phosphorylated OMA-1. Genetic evidence points to

CUL-1-based SCF E3 ligases. Depletion of CUL-1 by RNA interference in early

embryos causes persistence of OMA-1/2, repressing transcription in somatic cells

beyond the four-cell stage (Guven-Ozkan et al., 2008; Shirayama et al., 2006).

Likewise, Skp1 homologues SKR-1 and SKR-2 are also required for OMA-1 degrada-

tion (Shirayama et al., 2006), strengthening the hypothesis that a canonical SCF

complex, nucleated by CUL-1, is responsible for OMA-1 degradation (Figure 17.3).

Whereas the role of the SCF in OMA-1 degradation is well established, the identity

of the F-box protein specifically targeting OMA-1 degradation remains unknown.

However, one puzzling observation has no obvious explanation: loss of function of

zyg-11 also impairs timely degradation of OMA-1, while cul-2 has little or no effect

(Shirayama et al., 2006). ZYG-11 is known to be an adaptor protein for CRL2

complexes (see above), but seems to have a CUL-2-independent role in OMA-1/2

degradation.

17.7 Reprogramming a germ cell into a totipotent zygote:
role of the CRL2ZIF-1 complex in the degradation of the
germ plasm proteins

During the early stages of development, the oocyte, which is a germ cell, must acquire

the ability to produce both germ and somatic cell fates. Several lines of evidence, from

various species, indicate that localized degradation of germ-plasm proteins in the

somatic lineage contributes to the specification of the somatic cell identity. In

C. elegans, early embryonic development proceeds through a series of asymmetric

divisions, which in most cases give birth to a germline precursor cell and a somatic

precursor cell (reviewed in Gonczy and Rose, 2005). These asymmetric divisions cause

dramatic differences in protein and mRNA contents between sister cells, eventually

leading them to adopt strikingly different developmental fates. Establishment of the

asymmetric protein content relies to a large extent on selective protein degradation. At

least three CCCHfingers containing proteins POS-1,MEX-1 and PIE-1 are specifically

removed from the somatic cell by the UPS system, while persisting in the germline cell.

POS-1, MEX-1 and PIE-1 are putative RNA-binding proteins that accumulate in the

germ cell precursor. This specific localization is due not only to localized degradation,

but also results from their active segregation into the germline precursors upon
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asymmetric division (and in the case of POS-1, of itsmRNAaswell) (Mello et al., 1996;

Reese et al., 2000; Tabara et al., 1999; Guedes and Priess, 1997). Selective degradation

of these proteins is dependent on ZIF-1, a BC-box-containing protein. PIE-1’s first

CCCH zinc finger (ZF1), but not the second (ZF2), is sufficient to target protein

degradation in somatic cells, and the same is true for ZF1 of MEX-1 and POS-1

(DeRenzo,Reese andSeydoux, 2003). ZIF-1was identified in a yeast two-hybrid screen

as a binding partner of PIE-1’s ZF1, and was found to be required both for exclusion of

PIE-1, POS-1 and MEX-1 from somatic cells and for degradation of GFP fused to the

ZF1 of PIE-1 (DeRenzo, Reese and Seydoux, 2003). ZIF-1 forms a CRL complex with

elongin C, elongin B and CUL-2, and is likely the adaptor protein that binds the

substrates PIE-1, POS-1 and MEX-1, enabling their ubiquitination (Figure 17.2). This

CRL2ZIF-1 complex uses UBC-5 as E2 enzyme, given that inactivation of UBC-5,

ZIF-1, ELC-1 or CUL-2 blocks the selective degradation of the CCCH proteins in the

somatic precursor (DeRenzo, Reese and Seydoux, 2003). Two other very similar and

largely redundant CCCH proteins, MEX-5 and MEX-6, are also involved in somatic

degradation of PIE-1. PIE-1, POS-1 and MEX-1 are no longer degraded in the somatic

blastomeres upon loss of MEX-5/6 function, and conversely upon MEX-5 misexpres-

sion in the germline are no longer detected in germline precursors, indicating that

MEX-5/6 trigger degradation of those germline proteins (Schubert et al., 2000).

Moreover, MEX-5/6 function requires phosphorylation by MBK-2 and Polo kinases

PLK-1 and PLK-2. MBK-2 phosphorylates MEX-5 on T186, priming it for PLK-1/2

phosphorylation, and mutating T186 to A impairs severely, although not completely,

MEX-5 function in vivo (Nishi et al., 2008). Importantly, in this case, and unlike other

functions of MBK-2, the phosphorylated protein is not targeted for degradation by

the UPS. Phosphorylation by MBK-2 does not regulate MEX-5 localization either

(Pellettieri et al., 2003), rather it seems to be involved specifically in activatingMEX-5

function in PIE-1, POS-1 and MEX-1 degradation. In summary, the genetic data

indicate that MEX-5/6 are required for ZIF-1-mediated degradation of germline

proteins in somatic cells, although the molecular link between CRL2ZIF-1 and

MEX-5/6 has yet to be found (Figure 17.2). Intriguingly, MEX-5/6 contain two CCCH

fingers as well, and are degraded in somatic cells, but one round of cell division later

than PIE-1, POS-1 and MEX-1, once these have been degraded themselves. MEX-5/6

degradation, in contrast with the other CCCH proteins, is dependent on its second

CCCH zinc finger, rather than on the first one, but is dependent on CRL2ZIF-1 as well

(DeRenzo, Reese and Seydoux, 2003).

The CCCH proteins are specifically degraded in the anterior cell, AB, but are rock

stable in its sister cell, P1, raising the question of how the activity of the CRL2ZIF-1

complex is restricted to the somatic lineage. PAR-1 kinase plays a critical role in this

process. PAR-1 is itself localized asymmetrically to the posterior, starting at the early

one-cell stage embryo, and is required for multiple aspects of the zygote’s asymmetry.

Consistent with their role in somatic precursors, MEX-5 and MEX-6 are themselves

asymmetrically distributed, being enriched in the anterior cytoplasm (Schubert

et al., 2000). This asymmetry depends on PAR-1, as par-1 loss of function causes

MEX-5/6 to extend to the posterior (Schubert et al., 2000). Importantly, both PIE-1 and

GFP fused to the ZF-1 of PIE-1 are degraded in the posterior of par-1(-) embryos in a

mex-5/6-dependent manner, clearly indicating that loss of PIE-1 observed in par-1(-) is
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due to protein degradation relying onMEX-5/6 (DeRenzo and Seydoux, 2004; Schubert

et al., 2000). Additionally, it has been shown thatMEX-5 needs to be phosphorylated in

a critical C-terminal Ser residue, S458, in order to become asymmetric. This phos-

phorylation is dependent not only onPAR-1, but also onPAR-4, another kinase involved

in early asymmetry (Tenlen et al., 2008). Hence, CRL2ZIF-1 activity seems to be

restricted to somatic cells by localizingMEX-5/6 to the anterior cytoplasm in a process

relying on the activity of the asymmetry kinases PAR-1 and PAR-4 (Figure 17.2).

In parallel to PIE-1, other cell fate determinants become restricted to the posterior of

the embryo during early development, namely the transcription factors SKN-1 and the

homologue of Drosophila Caudal, PAL-1 (Bowerman et al., 1993; Bowerman, Eaton

andPriess, 1992;Hunter andKenyon, 1996).Unlike PIE-1, however, these transcription

factors are also present in somatic cells, suggesting that their asymmetry is achieved by

different means. Furthermore, SKN-1 and PAL-1 asymmetries require RNA-binding

proteins MEX-1 (for SKN-1), MEX-3 (for PAL-1) and SPN-4 (for both), suggesting

translation regulation is the main mechanism responsible for unequal distribution of

those determinants (Bowerman et al., 1993; Hunter and Kenyon, 1996; Gomes

et al., 2001; Huang et al., 2002). Nonetheless, protein degradation, in addition to

translational control, ensures unequal distribution of SKN-1 in the early embryo. The

HECT-type E3 ubiquitin ligase EEL-1 was found to participate in the asymmetry of

SKN-1 (Page et al., 2007). The eel-1 genewas identified as an enhancer of efl-1mutant,

in an RNAi-based screen. EFL-1 is the C. elegans homologue of vertebrate E2F, and

mutations in efl-1 indirectly affect the levels of SKN-1 (Page et al., 2001). eel-1(RNAi)

enhanced the phenotype of efl-1 hypomorphmutant (Page et al., 2007). TheN-terminus

of EEL-1 interacts with the C-terminus of SKN-1, and C-terminus of SKN-1 fused to

GFP is degraded in an EEL-1-dependent manner in vivo. Loss of EEL-1 partly impairs

the asymmetry of endogenous SKN-1, but not of other asymmetrically distributed

proteins (like MEX-5 or PIE-1), indicating that EEL-1 specifically degrades SKN-1

(Page et al., 2007). Therefore, in addition to CRL2ZIF-1, EEL-1, a HECT-type E3 ligase,

participates in a–p cell fate patterning by specifically regulating degradation of the

transcription factor SKN-1 (Figure 17.2).

17.8 Orchestrating maternal protein degradation:
role of the MBK-2/DYRK kinase

As mentioned above, MBK-2 kinase phosphorylates both MEI-1 and OMA-1, playing

an instrumental role in targeting these proteins for degradation. MBK-2 seems to be

central to the targeting of multiple proteins for degradation during early embryonic

events (Figure 17.4). Thembk-2genewas originally identified in anRNAi-based screen

as being required for asymmetry of PIE-1 protein (Pellettieri et al., 2003).mbk-2(RNAi)

embryos display PIE-1 distribution throughout the embryo, indicating that MBK-2 is

required for PIE-1 degradation in the anterior, presumptive somatic, portion of the

embryo. Analysis of the phenotype revealed, however, other phenotypes ofmbk-2 loss

of function, independent of PIE-1, namely microtubule-dependent phenotypes which

turned out to be due, at least in part, to MEI-1 regulation (see above). Nonetheless, still
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other phenotypes were observed that could not be explained by lack of MEI-1 or PIE-1

degradation, such as cytokinesis and failure to localize POS-1 protein or the germline-

specific P granules to the posterior of the embryo. Although MBK-2 seems to be

required for the final asymmetries of PIE-1, POS-1 and P granules, it is not required for

embryonic asymmetry per se, as unequal distribution of the PAR proteins, orMEX-5, is

not affected in mbk-2(-) embryos (Pellettieri et al., 2003). Furthermore, MBK-2 was

shown to be required for PIE-1 degradation in the anterior of the embryo (Pellettieri

et al., 2003). Taking these findings together, MBK-2 stands out as being a core element

in coordinating and temporally regulating degradation of specific protein targets during

oocyte-to-embryo transition (Figure 17.4). Accordingly, MBK-2 localization and

activity are highly dynamic during the early steps of embryonic development (Pellettieri

et al., 2003). During meiosis, MBK-2 is anchored to the cortex, thus precluding

phosphorylation ofMEI-1 and consequent degradation.MBK-2 is tethered at the cortex

by the protein EGG-3, which upon completion ofmeiosis is ubiquitinated by theAPC/C

E3 ligase and targeted for degradation, releasing MBK-2 (Stitzel, Cheng and

Seydoux, 2007). In the absence of EGG-3, degradation of MEI-1 occurs prematurely,

indicating that EGG-3 is required for the timely release of MBK-2 from the cortex,

enabling MEI-1 phosphorylation and degradation (see above).

17.9 Degradation of germline proteins in Drosophila

The establishment of soma–germline asymmetry downstream of the PAR proteins

seems to be conserved, particularly in Drosophila, and, like in C. elegans, involves

protein degradation by the UPS. The Oskar protein is an essential determinant of

germline fate. It is provided maternally in the oocyte in the form of mRNA, is locally

translated and accumulates in the posterior of the embryo (Rongo, Gavis and Leh-

mann, 1995; Kim-Ha, Kerr and Macdonald, 1995). Oskar is phosphorylated in a Par1

(homologue of C. elegans PAR-1)-dependent manner in vivo, and Par1 phosphorylates

Oskar in vitro (Riechmann et al., 2002). Importantly, Par1 localizes at the posterior of

the embryo, and phosphorylation of Oskar protects it from degradation. Upon Par1 loss

of function, Oskar levels are reduced in the posterior of the embryo, whereas Oskar

Figure 17.4 Cullin-based E3 ligases and phosphorylation. Four CRLs are involved in degradation of
maternal products: CRL-2ZYG-11 ubiquitinates cyclin B, CRL-3MEL-26 ubiquitinates MEI-1/Katanin, SCF
ubiquitinates OMA-1, and CRL-2ZIF-1 ubiquitinates PIE-1. MEI-1, PIE-1 and OMA-1 are phosphorylated
by MBK-2, enabling recognition by the respective E3 ligase. A full colour version of this figure appears
in the colour plate section.
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protein is stabilized in embryonic extracts upon Par1 overexpression, revealing that

Par1 phosphorylation protects Oskar from degradation (Riechmann et al., 2002). It

remains to be determined if, and which, E3 ligases are involved in Oskar degradation

(reviewed in DeRenzo and Seydoux, 2004).

Oskar recruits Vasa, another protein essential for germline fate, to the posterior of the

embryo (Hay, Jan and Jan, 1990). Vasa stability also seems to be locally regulated,

similarly toOskar, and evidence suggests the involvement of theUPS.Deubiquitinating

enzyme Fat facets protects Vasa from degradation, as upon fat facets loss of function

Vasa is polyubiquitinated and protein levels are reduced (Liu, Dansereau and Lasko,

2003). In addition, Fat facets and Vasa co-immunoprecipitate in vivo. Further support-

ing the involvement of the UPS, the SOCS-box protein Gustavus interacts with Vasa.

However, while one would expect a SOCS-box protein to act as substrate adaptor and

promote ubiquitination, Gustavus promotes stabilization of Vasa in the posterior of the

embryo (Styhler, Nakamura and Lasko, 2002). Paradoxically, Gustavus seems to

cooperate with Fat facets to localize Vasa and protect it from ubiquitination and

degradation (reviewed inDeRenzo and Seydoux, 2004). This apparent paradox could be

explained if Gustavus is actually working as a kind of dominant-negative – thus

preventing Vasa degradation, rather than promoting it – and not as a bona fide substrate

adaptor. It is worth pointing out that Gustavus has not been shown to be part of anyCRL,

despite possessing a SOCS-box. Gustavus could also be working indirectly, on the

degradation of an unknown target, in which case its interaction with Vasa would not be

relevant.

17.10 SCFb-TRCP-mediated CPEB degradation promotes
progression through meiosis in Xenopus

Translational control of maternal mRNAs is another critical level of regulation during

early development. mRNA-binding proteins – which usually recognize 30UTR (un-

translated region) elements and influence the recruitment of the small ribosomal subunit

to the 50 cap – play a central role in these mechanisms. One of the best-studied mRNA-

binding proteins is CPEB (cytoplasmic polyadenylation element binding protein),

which recognizes cytoplasmic polyadenylation elements (CPEs) on certain mRNA’s

30 UTR. CPEB is essential for oocyte maturation in Xenopus, where it has a dual

function since it represses cap-dependent translation in the oocyte but activates

translation, via cytoplasmic polyadenylation in meiotically maturing eggs (Hake and

Richter, 1994; Stebbins-Boaz et al., 1999; reviewed in Mendez and Richter, 2001).

During Xenopus oocyte maturation, different types of mRNA are regulated by CPEB,

and mRNA selection largely depends on changes in the CPEB/CPE ratio. Upon its

phosphorylation on residue Ser174, CPEB promotes translation of dormant mRNAs,

such as that encoding the MAP kinase, Mos, promoting the release from prophase I

arrest (Mendez et al., 2000a, 2000b). However, during meiosis I, a large fraction of

CPEB is actively degraded, dramatically changing the CPEB/CPE ratio (Reverte,

Ahearn andHake, 2001).Consequently, translation of another class ofmaternalmRNAs

is activated, including Erp1, cyclin A1, B1 and B2, which are required for entry into
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meiosis II (Stebbins-Boaz, Hake and Richter, 1996). Modulation of the CPEB/CPE

ratio is thus achieved through selective and timely degradation ofCPEB,which involves

the SCFb-TRCP E3 ligase. b-TRCP recognizes the degron T190SGFSS195 triply phos-

phorylated on Thr190, Ser191 and Ser195, triggering CPEB ubiquitination and

degradation by the UPS (Setoyama, Yamashita and Sagata, 2007). It is noteworthy

that the role of CPEB in oocyte maturation is highly conserved, and CPEB degradation

at this stage has been observed in several other vertebrates (Thom et al., 2003; Lapasset

et al., 2005; Uzbekova et al., 2008). Therefore, it is tempting to speculate that

degradation ofCPEBmight be a conservedmechanism to regulate the timely translation

of maternal mRNAs.

17.11 Degradation of maternal mRNAs

In addition to regulation at the level of the RNA-binding proteins, maternally provided

mRNAs may be themselves modified. These mRNAs can be kept dormant, translated

when activation is triggered, or degraded. By default most maternal mRNAs are

dormant until translation activation takes place. Activation usually starts with poly-

adenlyation, that is, the addition of multiple adenyl nucleotides to the 30 end of the

mRNA, tagging it for translation (reviewed in Seydoux, 1996).However, somematernal

mRNAs are degraded in a temporally and spatially regulated manner to ensure proper

patterns of protein expression. InC. elegans it has been shown that a subset of maternal

mRNAs persists in the germline, suggesting specific mechanisms for maternal mRNA

degradation in somatic cells (Seydoux and Fire, 1994). Additionally, in the early

embryo a number ofmaternal mRNAs are essential, particularly for cell fate patterning,

and have been shown to be differentially regulated across the embryo as a result of the

early asymmetries. This is the case of the transcription factors SKN-1 and PAL-1,

expressed only in posterior blastomeres starting at the four-cell stage, and GLP-1, the

Notch homologue transmembrane receptor, detected only in anterior blastomeres

(Bowerman et al., 1993; Hunter and Kenyon, 1996; Evans et al., 1994). Asymmetric

expression of SKN-1, PAL-1 and GLP-1 requires the function of the RNA-binding

proteins SPN-4, MEX-3, GLD-1 and POS-1 (Gomes et al., 2001; Huang et al., 2002;

Ogura et al., 2003;Marin and Evans, 2003; reviewed in Evans andHunter, 2005). These

proteins act mostly as translation repressors, and in the absence of SPN-4, mRNAs

encoding SKN-1 and PAL-1 are translated in all cells, at the four-cell stage, while

GLP-1 is lost (Gomes et al., 2001; Huang et al., 2002; Ogura et al., 2003). However, in

the absence of both POS-1 and SPN-4, GLP-1 protein is detected in all cells, suggesting

that SPN-4 is not required for translation, and acts rather as a repressor of POS-1 (Ogura

et al., 2003). Similarly, MEX-3 and SPN-4 repress the translation of PAL-1 in anterior

cells (Gomes et al., 2001; Huang et al., 2002), and both POS-1 and GLD-1 repress the

translation of GLP-1 in posterior cells (Ogura et al., 2003; Marin and Evans, 2003). In

all these cases, RNA-binding proteins bind to the 30UTRs of the target mRNAs and

repress translation (Huang et al., 2002;Ogura et al., 2003;Marin andEvans, 2003). This

suggests that the asymmetric translation of maternal mRNAs coding for cell fate

determinants SKN-1, PAL-1 and GLP-1 is achieved by repression of translation,

possibly coupled to destabilization and degradation of the mRNA in specific cells.
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Nonetheless, the specific mechanisms of mRNA destabilization remain to be

investigated.

In Drosophila, more comprehensive analysis of maternally provided mRNAs, using

genomic approaches, has been performed. The amount of mRNAs provided by the

mother to the oocyte has been estimated to be as high as 50%of the protein-coding genes

in the fly’s genome (De Renzis et al., 2007; Tadros et al., 2007a; Tadros,Westwood and

Lipshitz, 2007b). The early embryo proceeds through 13 rounds of cell division in a

common cytoplasm, producing �5000 nuclei, before zygotic transcription begins.

During this phase some mRNAs are actively transported or locally degraded, in some

parts of the embryo, as part of cell fate patterning. After cellularization, zygotic

transcription starts, around the time of gastrulation, coinciding with massive degrada-

tion of maternal mRNAs. Based on the few examples studied in detail, this massive

degradation, like most examples of regulated mRNA destabilization, predominantly

starts by the removal of the poly(A) tail, followed by decapping and finally 30-to-50

exonucleolytic degradation (reviewed in Semotok and Lipshitz, 2007). SMG RNA-

binding protein plays a major role in the degradation of maternal mRNAs. SMG was

initially found as a repressor of nanos mRNA through binding to an SMG responsive

element (SRE) on its 30 UTR (Dahanukar, Walker and Wharton, 1999; Smibert

et al., 1999). Later, SMG was found to target Hsp80 mRNA for degradation (Semotok

et al., 2005). SMG was found to recruit CCR4/POP2/NOT deadenylase complex in an

SRE-independent manner. More recently, through microarray profiling, SMG was

shown to be involved in degradation of the majority of maternal mRNAs that become

unstable upon zygotic activation (Tadros et al., 2007a). Furthermore, unstable mRNAs

are enriched in SREs, supporting the role of SMGas amain regulator ofmRNAstability.

MicroRNAs (miRNAs) are also emerging as important players in degradation of

maternal mRNAs. In Drosophila, a cluster comprising eight miRNAs, the miR-309

cluster, was shown to destabilize a large number of maternal mRNAs. Again using

microarray profiling, 410 maternal mRNAs were shown to be upregulated in the

absence of the miR-309 cluster (Bushati et al., 2008). Interestingly, these miRNAs

are expressed zygotically, and their temporal expression correlates well with destabili-

zation of the putative target mRNAs. A similar finding, suggesting that the role

of miRNA in degradation of maternal mRNAs is conserved, was reported in zebrafish:

miRNA miR-430 is expressed zygotically to destabilize a large number of maternal

mRNAs (Giraldez et al., 2006). Furthermore, the authors show that miRNAs promote

the deadenylation of the target mRNAs, establishing the link with the RNA degradation

machinery.

17.12 Concluding remarks

At every step of theway in the transformation of the oocyte into an embryo, degradation

of specific maternal products, proteins and mRNAs, is instrumental for normal

development. The ubiquitin proteolytic system is the main pathway controlling protein

degradation, and the E3 ligases are the essential piece in the puzzlewith regards to target

specificity, ensuring both temporal and spatial regulation of protein degradation. In the

last decade, the cullin-RING based E3 ligases, CRLs, have been taking central stage,
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mostly through the study of the C. elegans early embryo. CRL2s regulate meiosis

completion, as well as cell fate patterning, SCF (or CRL1) triggers timely onset

of zygotic transcription, and CRL3 controls the assembly of the mitotic spindle.

Phosphorylation is known to prime proteins for interaction and ubiquitination by E3

ligases, and it seems that timely phosphorylation is the main mechanism for temporal

regulation of protein degradation. In the C. elegans oocyte-to-embryo transition,

the highly conserved MBK-2 kinase has emerged as a core regulator of degradation.

MBK-2 phosphorylates and targets for degradation a surprisingly large number of key

proteins. In spite of all the knowledge accumulated in recent years, a considerable

number of mechanistic details on the function of the UPS in the oocyte-to-embryo

transition remain to be elucidated, andmore research is required to shed light on them in

the years ahead. It also remains to be investigated how much the discoveries made in

C. elegans hold true in other systems. The components of theUPS are highly conserved,

as are most of their targets and other key players, and studies in other model organisms

are needed to test whether the mechanisms are conserved.

A considerable amount of work on regulation of maternal mRNAs has also been

done, in several model organisms, mainly Xenopus and Drosophila. This work has

highlighted the mechanisms of the degradation of maternal mRNAs, as zygotic

transcription is activated. Recent work in zebrafish and Drosophila has unravelled the

importance of microRNAs in regulating the degradation of maternal mRNAs, and

further work should elucidate their mechanisms of action.

In summary, for normal development, and particularly the oocyte-to-embryo transi-

tion, there is as much need for the organism to discard old products as to synthesize new

ones. This topic has attracted much attention over the last decade, and more discoveries

are expected in the years to come.
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18.1 Introduction

Under the classical definition, the field of epigenetics has been described as the study of

chromatin-based mechanisms leading towards stable and heritable changes in gene

expression that are brought about without any changes in the underlyingDNA sequence

of a gene or gene cluster (Jablonka et al., 2002;Mager andBartolomei, 2005; Goldberg,

Allis and Bernstein, 2007). However, an alternative definition has recently been put

forward which bears particular relevance to the study of epigenetics in the germline.

This view places less emphasis on the heritability of chromatin changes and includes in

the definition a series of critical, albeit transient chromosomal marks that occur during

meiosis and/or mitosis. These chromosome marks have been identified in various

nuclear processes including DNA repair or changes in chromosome architecture during

different stages of the cell cycle. Epigenetics has, therefore, been recently redefined as:

‘The structural adaptation of chromosomal regions so as to register, signal or perpetuate

altered activity states’ (Bird, 2007).

In mammalian cells, epigenetic phenomena include a wide range of fundamental

biological processes such as cell differentiation, DNA replication, repair and recombi-

nation, X-chromosome inactivation, and genomic imprinting (Jenuwein andAllis, 2001;
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Heard, 2004; Lucchesi, Kelly and Panning, 2005). Notably, recent studies indicate

that epigenetic modifications in the mammalian genome are also critical for many

aspects of chromosome biology and, as such, play an important role in the mainte-

nance of genomic stability during meiosis (Celeste et al., 2002; Peters et al., 2001;

Webster et al., 2005; Bourc’his and Bestor, 2004; De La Fuente et al., 2006). The

range of biological mechanisms under epigenetic control is diverse, and, hence,

mammalian cells employ several key molecular strategies, including DNA methyla-

tion, the coordinated expression of regulatory noncoding or structural RNAs, as well

as the modification of chromatin structure through chromatin remodelling and/or

histone post-translational modifications. Thesemodifications occur synergistically, in

order to elicit the kind of changes in gene expression that are required in response to a

wide range of differentiation or environmental stimuli (Hashimshony et al., 2003;

Jaenisch and Bird, 2003; Delaval and Feil, 2004; Jeffery and Nakielny, 2004;

Goldberg, Allis and Bernstein, 2007).

DNAmethylation is one of the most widely studied types of epigenetic modification.

In the mammalian genome, DNA methylation occurs at cytosine-phosphate-guanine

(CpG) dinucleotides, where such chemical modification is associated with transcrip-

tional repression (Bird and Wolffe, 1999; Chen and Li, 2006). Importantly, recent

strategies designed to determine the patterns of DNA methylation throughout the

entire genome indicate that most cytosine methylation takes place at intergenic or

nonregulatory regions aswell as repetitive elements of themammalian genome. These

results are consistent with a prominent role for DNA methylation in epigenetic

gene silencing and maintenance of genome stability in somatic cells (Weber and

Schubeler, 2007; Rollins, Haghighi and Edwards, 2006). Cytosine methylation

patterns are maintained during cell division by the action of the maintenance DNA

methyltransferase (DNMT-1), whereas the establishment of de novo methylation

patterns is under the control of DNMT3a and DNMt3b (Bird and Wolffe, 1999; Chen

and Li, 2006). During gametogenesis, establishment of parental-specific DNA

methylation patterns by the action of DNMT3a/DNMT3b as well as DNMT3L

proteins confers the mammalian genome with a sex-specific mark or genomic

imprinting that is essential for embryonic development (Barton, Surani and

Norris, 1984; Surani, Barton and Norris, 1984; McGrath and Solter, 1984; Obata

et al., 1998; Bourc’his et al., 2001; Kaneda et al., 2004). Differences in the patterns of

DNA methylation between the paternal and maternal genomes are critical to regulate

allele-specific gene expression, and thus constitute the basis of genomic imprinting in

mammals (Bestor and Bourc’his, 2004).

To date, approximately 80 genes have been identified as imprinted; for a complete list

see: www.mousebook.org/catalog.php?catalog¼imprinting. Importantly, a growing

body of evidence indicates that imprinted genes have a direct involvement in placental

growth and differentiation, regulation of foetal growth, postnatal development and

maternal behaviour in mice. Furthermore, abnormal imprinting in human patients is

known to be associated with several syndromes of foetal overgrowth, gestational

abnormalities such as the formation of hydatidiformmoles, and several types of cancer

(Tilghman, 1999; Moore, 2001; Kelly and Trasler, 2004). The primary signal respon-

sible for the establishment of differential methylation patterns during gametogenesis is

not known. However, most imprinted genes identified to date in the mouse seem to be
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differentially methylated on a locus-by-locus basis at different times during oogenesis

and/or spermatogenesis (Ferguson-Smith and Surani, 2001; Reik, Dean and Walter,

2001; Obata and Kono, 2002; Lucifero et al., 2004; Hiura et al., 2006; Bourc’his and

Bestor, 2006).

Notably, structural or noncoding RNAs have recently emerged as key regulators of

chromatin structure through a direct role in the formation of centromeric heterochro-

matin domains, transcriptional silencing of intragenomic parasites such as transpo-

sons and other repetitive elements, as well as X chromosome inactivation in several

model organisms including the mouse (Matzke, Matzke and Kooter, 2001; Volpe

et al., 2002; Fukagawa et al., 2004). For example, elegant experiments using a

conditional loss-of-function mutation for the ribonuclease protein Dicer in mamma-

lian cells demonstrate that noncoding RNAs, known to be involved in the RNA

interference (RNAi) pathway, also have a critical role in the epigenetic regulation of

heterochromatin function through the induction of specific histone modifications

(Fukagawa et al., 2004; Kanellopoulou et al., 2005). The picture emerging so far is

that of a significant crosstalk between the different epigenetic pathways identified up

to now. For example, noncoding RNAs such as Dicer are known to induce histone

methylation in somatic and embryonic stem cells; in turn this post-translational

modification may directly or indirectly affect the patterns of DNA methylation

by affecting the binding of DNA methyltransferase enzymes. Importantly, DNA

methylation also exhibits a functional interaction with histone modifications by

affecting chromatin structure through the induction of changes in chromatin remodel-

ling and or the establishment of chromatin modifications in the form of histone post-

translational modifications (Fukagawa et al., 2004; Kanellopoulou et al., 2005;

Goldberg, Allis and Bernstein, 2007).

18.2 Chromatin remodelling vs. chromatin modifications

Chromatin remodelling has been broadly defined as the differential regulation of

chromatin structure and function in response to an environmental or differentiation

stimulus (Aalfs and Kingston, 2000). In mammalian cells, chromatin structure and

function can be regulated by three primary mechanisms; namely (i) the action of

ATP-dependent chromatin remodelling proteins (Varga-Weisz, 2001; Davis and

Brackmann, 2003; Fry and Peterson, 2001), (ii) the incorporation of several histone

variants such as histone H3.3, H2A.Z and CENP-A (Polo and Almouzni, 2006; Sarma

and Reinberg, 2005), and/or (iii) the induction of histone post-translational modifica-

tions (Bannister, Schneider and Kouzarides, 2002; Kouzarides, 2007).

ATP-dependent chromatin remodelling proteins comprise a large protein familywith

a staggering 1300members, subdivided into 24 subfamilies based on a recent structural

characterization (Flaus et al., 2006). These chromatin-remodelling enzymes are

capable of altering nucleosome structure and function. The nucleosome is the structural

unit of eukaryotic chromosomes, and is comprised of a string of 146 base pairs of DNA

wound around a histone octamer containing twomolecules each of histones H2A, H2B,

H3 and H4 (Langst and Becker, 2001; Tsukiyama, 2002; Luger, 2003). Chromatin

remodelling proteins use the energy of ATP hydrolysis to induce a series of noncovalent
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modifications that interfere with specific histone and DNA interactions, alter the

position of nucleosomes on the DNA molecule inducing ‘nucleosome sliding’ and,

thereby, can facilitate or prevent chromatin accessibility to cognate transcription

factors. Hence, this family of proteins is involved in multiple cellular processes

including chromatin assembly, transcriptional regulation, cell differentiation and

carcinogenesis (Smith and Peterson, 2005).

18.2.1 Nuclear architecture

The nucleus of mammalian cells is organized into several functional compartments

that are essential for the control of gene expression, chromosome segregation and

maintenance of genome stability (Dundr and Misteli, 2001; Dillon and Festenstein,

2002). For example, heterochromatin domains are highly condensed during interphase,

actively maintain a transcriptionally repressive environment, and replicate late during

the cell cycle (Dillon and Festenstein, 2002). These properties confer heterochromatin

domains with an essential role in the control of transcription (Festenstein et al., 1999),

modulation of nuclear architecture, and chromosome segregation (Bernard and

Allshire, 2002; Bernard et al., 2001). Covalent modifications on core histonesmodulate

the formation of heterochromatin, and several histone modifications may occur

simultaneously to determine the ‘context’ of a functional response to the cellular

environment or the transcriptional status (Cleveland, Mao and Sullivan, 2003). Global

chromatin modifications are nontargeted changes in histone acetylation or histone

methylation taking place on a genome-wide scale or at nuclear domains such as

centromeric heterochromatin. Large-scale chromatin remodelling refers to genome-

wide changes in nuclear structure (at the chromosomal level).

Depending on their mechanism of association with DNA, histone variants have been

classified into replicative and replacement forms (Polo andAlmouzni, 2006). In somatic

cells, deposition of histone variants shortly after DNA replication or DNA repair during

the S phase of the cell cycle is essential for the regulation of nuclear architecture.

Histone variants may participate in the basic ‘block building’ of chromatin by

facilitating the assembly of individual nucleosomes or nucleosome arrays, or may

even contribute to the formation of entire nuclear domains in the cell. For example,

specialized histone H3 variants such as CENPA are critical for the formation of

a functional centromere during mitosis (Sarma and Reinberg, 2005; Polo and

Almouzni, 2006). Direct histone variant deposition at the nucleosome is regulated by

the activity of dedicated histone chaperone molecules such as chromatin assembly

factor 1 (CAF-1), which has been recently shown to be essential for heterochromatin

formation in mouse embryos and pluripotent embryonic stem cells (Polo and Almouz-

ni, 2006; Houlard et al., 2006). Notably, replacement histone variants are expressed

constitutively and can be incorporated into chromatin independently of DNA replica-

tion. For instance, germ cell-specific histonevariants such as the testis-specific TH2A/B

and the linker histone H1t are highly expressed in mouse testis (Govin et al., 2004;

Rousseaux et al., 2005; Kimmins and Sassone-Corsi, 2005), and recent studies suggest

that TH2B may cooperate with two newly discovered histone variants named H2AL1

and H2AL2 in the formation of pericentric heterochromatin domains in condensing
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spermatids (Govin et al., 2007). Additional replacement histone variants such as H3.3

participate in remodelling chromatin at the sex body during sex chromosome inactiva-

tion in pachytene stage spermatocytes (Van der Heijden et al., 2007). Furthermore, the

linker histone H1Foo, an oocyte-specific histone variant, is highly expressed in the

nucleus of primordial oocytes, concurrently with follicular activation as well as the

initiation of oocyte growth in themouse ovary (Tanaka et al., 2001; Tanaka et al., 2005).

Notably, the histone variant H3.3 has been shown to associate with the male pronucleus

after fertilization, where it may be involved in chromatin remodelling and the early

onset of global transcription in the male pronucleus (Loppin et al., 2005; Torres-Padilla

et al., 2006; Van der Heijden et al., 2005). In contrast, the histone variant macroH2A is

found exclusively in the female pronucleus before being displaced from the maternal

genome during syngamy (Chang et al., 2005). Therefore, histone variants contribute to

the establishment of epigenetic asymmetry between the paternal andmaternal genomes

during early embryonic development.

Importantly, chromatin structure can also be regulated by histone post-translational

modifications such as acetylation (Grunstein, 1997), phosphorylation (Peterson and

Laniel, 2004), methylation (Bannister, Schneider and Kouzarides, 2002), deimination

(Cuthbert et al., 2004; Wright et al., 2003), ADP ribosylation (Faraone-Mennella,

2005), ubiquitylation (Zhang, 2003) and sumoylation (Gill, 2004). The list of both

histone-modifying enzymes as well as the multiple post-translational modifications

taking place at specific amino-acid residues (i.e. lysine, arginine, serine, proline), of

histones H2A, H2B, H3 and H4 in the somatic cells of several model organisms

including themouse, has been dramatically expanded over the past decade (Kouzarides,

2007). This is partially attributed to the combination of sensitive chromatin immuno-

precipitation methods with DNA microarrays and high-throughput sequencing tech-

nology for the analysis of genome-wide epigenetic modifications in organisms such as

the yeast (Saccharomyces cerevisiae) (Vogelauer et al., 2000; Rando, 2007a, 2007b), at

whole chromosome regions or throughout the human genome (Brinkman et al., 2006;

Barski et al., 2007). These chromatin modifications are for the most part dynamic,

provide topological information and can be associated with a transcriptionally permis-

sive or repressive chromatin environment, and hence play a critical role in the control of

nuclear architecture as well as gene expression in response to extracellular signalling

pathways during development and differentiation (Cheung, Allis and Sassone-Corsi,

2000; Margueron, Trojer and Reinberg, 2005). For example, formation of transcrip-

tionally repressed and highly condensed heterochromatin domains in the mammalian

cell nucleus is regulated by a hierarchy of multiple and complex histone post-

translational modifications taking place during the cell cycle and at different times

in different tissues (Taddei et al., 1999; Briggs and Strahl, 2002; Dillon and Festenstein,

2002; Richards and Elgin, 2002). Covalent histone modifications such as acetylation

and phosphorylation can physically alter the chromatin fibre and thus lead to changes in

higher-order chromatin structure (Grunstein, 1997; Goldberg, Allis and Bernstein,

2007). Moreover, methylation of histone H3 at lysine 9 (H3K9me) can be observed

carrying one or more methylated groups, leading to the formation of mono-, di- or tri-

methylated forms that are essential to recruit chromatin-binding proteins such as

heterochromatin-protein 1 (HP1) to specific nuclear domains (Rea et al., 2000; Lachner

et al., 2001; Schotta et al., 2004).
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It is important to emphasize that all of the mechanisms described above may be

operating at a ‘local’ or nucleosomal level by directly inducing modifications in the

organization and molecular composition of the nucleosome, the structural unit of

eukaryotic chromosomes (Langst and Becker, 2001; Tsukiyama, 2002; Luger, 2003).

However, as we gain a better understanding of the multiple kinds and complexity of the

myriad potential interactions between post-translational modifications of core histone

proteins in vitro and in vivo, it is becoming increasingly evident that these mechanisms

may also be operating on a genome-wide basis in order to contribute to the formation of

specific nuclear domains or to regulate large-scale chromatin structure even at the

chromosomal level (Robinett et al., 1996; Tumbar, Sudlow and Belmont, 1999;

Vazquez, Belmont and Sedat, 2001; Ye et al., 2001; Berger and Felsenfeld, 2001;

Cremer, 2001).

18.2.2 Large-scale chromatin remodelling in the mammalian germline

Mammalian meiosis is a specialized type of cell division, whereby a set of homolo-

gous chromosomes is extruded into the first polar body followed by the subsequent

separation of sister chromatids shortly after fertilization of a metaphase II-arrested

mature egg (Eppig et al., 2004; Hassold and Hunt, 2001). As such, meiotic chromo-

somes exhibit unique structural and functional properties that are essential to

coordinate a highly dynamic interaction with the microtubular spindle apparatus

during chromosome segregation (Petronczki, Siomos and Nasmyth, 2003; Page and

Hawley, 2003). Importantly, a growing body of evidence indicates that differentiation

of chromatin structure and function during oogenesis is essential to confer the mature

egg with meiotic and developmental competence (De La Fuente, 2006; De La Fuente

et al., 2004a, 2004b). The evidence obtained in several model organisms, including

the mouse, seems to indicate that diverse and crucial mechanisms including primor-

dial germ cell determination, and regulation of global transcriptional activity, as well

as the unique functional properties of meiotic chromosomes, are under the control of

germline-specific chromatin modifications (Sassone-Corsi, 2002; Kimmins and

Sassone-Corsi, 2005).

18.3 Epigenetic mechanisms in primordial germ cell (PGC)
formation

In all sexually reproducing organisms, gametes have the enormous task of transmit-

ting an organism’s genetic information through subsequent generations. Primordial

germ cells (PGCs) are uniquely suited to differentiate into gametes, undergo genetic

reprogramming, meiotic recombination and two subsequent chromosomal divisions

in order to give rise to mature haploid sperm or eggs. It is well established that genome

reprogramming in primordial germ cells is subject to developmentally regulated

mechanisms that affect the DNA methylation status of both imprinted and nonim-

printed genes in order to erase the methylation marks from the previous generation
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and to reestablish genomic imprints de novo during gametogenesis according to the

sex of the offspring (Reik, Dean and Walter, 2001; Morgan et al., 2005). Notably,

recent studies demonstrate that epigenetic mechanisms, including extensive changes

in chromatin modifications, are also critical from the earliest stages of primordial

germ cell differentiation (Ohinata et al., 2005, 2006; Ancelin et al., 2006; Hajkova

et al., 2008).

18.3.1 Role of Blimp1 in primordial germ cell (PGC) specification
and chromatin modifications in the mammalian germline

In mammals, PGCs originate from the epiblast (embryonic ectoderm). At the time of

embryonic gastrulation (day 7.25 post coitum (dpc) in the mouse) PGCs are identified

by their high alkaline phosphatase content at the posterior end of the primitive streak

near the base of the allantois. Germ cell fate is determined at this stage from

approximately 45 progenitor cells. Once committed to the germline, PGC precursors

undergo dramatic changes in cell cycle regulation and patterns of gene expression

(McLaren, 2003). Importantly, the expression of pluripotency-associated factors such

as alkaline phosphatase, OCT-4, the recently identified fragilis (a member of the

interferon inducible gene family), Smad 1 (a gene involved in signal transduction) as

well as Stella (a germ cell-specific factor) are significantly increased, while the

expression of genes required for somatic cell function is drastically reduced (Saitou,

Barton and Surani, 2002).

Blimp 1 (B-lymphocyte maturation-induced protein 1), also known as Prdm 1, is a

transcriptional repressor molecule of a histone methyltransferase subfamily that has

been recently identified as the critical factor regulating primordial germ cell specifica-

tion and epigenetic reprogramming in the germline (Ohinata et al., 2005; Surani,

Hayashi and Hajkova, 2007). This transcriptional regulator is initially detected in a

small number of primordial germ cell precursors in mice on day 6.5 of embryonic

development (E6.5) (Ohinata et al., 2005). Importantly, recent studies indicate that the

role of Blimp1 in primordial germ cell formation is mediated through an epigenetic

mechanism that induces the establishment of transcriptionally repressive chromatin

modifications in the nucleus of PGCs. More specifically, Blimp1 forms a large protein

complex with the histone methyltransferase Prmt5 at around day E7.5 when it is found

colocalized with Prmt5 in the nucleus of primordial germ cells, resulting in the

subsequent di-methylation of arginine residues on histones H2A and H4 in mouse

germ cells by E8.5 (Ancelin et al., 2006). Interestingly, the Blimp1–Prmt5 complex

translocates from the nucleus to the cytoplasm on day E10.5, a time at which extensive

genome reprogramming occurs in the germline (Hajkova et al., 2002; Ancelin

et al., 2006). Recent experiments also demonstrate that targeted deletion of an

additional member belonging to the same protein family (Prdm14) results in both

male and female sterility due to abnormal germ cell formation and severe defects in the

progression of epigenetic reprogramming in mutant germ cells, including abnormal

patterns of H3K9me2 and H3K27me3 (Yamaji et al., 2008). Thus, by inducing the

transcriptional repression of myriad genes involved in somatic cell differentiation, the

expression of Blimp1 (Prdm1) and the structurally related factor Prdm14 in primordial
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germ cell precursors has been directly linked to the specification, maintenance and

epigenetic reprogramming of the mammalian germline (Ohinata et al., 2005; Ancelin

et al., 2006; Surani, Hayashi and Hajkova, 2007; Yamaji et al., 2008).

18.3.2 Primordial germ cell migration and epigenetic reprogramming

By day 8.5 post coitum, PGCs migrate from their initial location at the base of the

allantois through the dorsal portion of the hindgut and finally reach the nascent

genital ridges (primitive gonads) by 10.5–11.5 dpc. Expression of germ cell-specific

genes such as Vasa and germ cell nuclear antigen (GCNA) increases upon coloniza-

tion of the embryonic gonad (McLaren, 2003). At this time, PGCs begin the process

of epigenetic reprogramming that involves the erasure of DNA methylation patterns

for both imprinted and nonimprinted genes, while maintaining some DNA methyla-

tion at repetitive elements and centromeric heterochromatin domains in order to

prevent the potential reactivation of genomic parasitic elements such as transposons

in the germline (Hajkova et al., 2002; Lane et al., 2003; Bestor and Bourc’his, 2004).

Genome-wide epigenetic reprogramming is also reflected by changes in global

histone modifications as well as the reactivation of the inactive X chromosome in

females (Ohinata et al., 2006; Kimmins and Sassone-Corsi, 2005). For example, the

loss of DNA methyltransferases in the nucleus of migrating PGCs is followed by a

striking reduction in both global DNA methylation (as detected by 5-methylcytosine

staining), and histone H3 di-methylation at lysine 9 (H3K9me2) on E8. In contrast,

the level of H3K27 methylation, a modification that is associated with transcriptional

repression, is increased in the nuclei of PGCs, where it may play a role in suppressing

the somatic cell programme for gene expression (Seki et al., 2005; Surani, Hayashi

and Hajkova, 2007). Interestingly, the levels of transcriptionally permissive histone

modifications such as H3K4me2 and acetylation of histone H3 at lysine 9 have been

shown to increase during colonization of the primitive gonad, a process that may be of

importance to reset the epigenetic signature during germline development (Seki

et al., 2005). Notably, PGCs also undergo striking changes in nuclear architecture as

well as the patterns of chromatin modifications that might be essential to restore the

totipotential state of PGCs (Surani, Hayashi and Hajkova, 2007; Hajkova

et al., 2008). For example, in addition to the extensive global DNA demethylation,

PGCs undergo dramatic changes in the type of chromatin configuration, with

transient loss of chromocentres or heterochromatin domains as well as erasure of

several chromatin modifications, most likely mediated by exchange of histone

variants. Importantly, it has been suggested that this process of extensive genome

reprogramming may be dependent on signalling molecules from the surrounding

somatic cells of the embryonic gonad (Surani, Hayashi and Hajkova, 2007; Hajkova

et al., 2008).

The number of PGCs within the genital ridge increases after two or three mitotic

divisions, and, by 12.5 dpc, PGCs enter a premeiotic stage (McLaren, 2003) with

upregulation of meiosis-specific genes such as the synaptonemal complex protein

(SYCP3). In the male genital ridge, meiosis proceeds no further. This meiotic arrest is

potentially mediated by secretion of prostaglandin D2 from Sertoli cells, as well as
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metabolic degradation of retinoic acid by somatic cells (McLaren, 2003; Bowles

et al., 2006; Koubova et al., 2006) until after birth. In contrast, female PGCs within

the genital ridge, now referred to as oogonia, enter the prophase I stage of meiosis

(McLaren, 2003). Following the initiation of meiosis, oogonial precursors are desig-

nated as oocytes and proceed through different stages that are recognized cytologically

by striking changes in chromosome configuration (i.e. leptotene, zygotene and pachy-

tene stages) before arresting at the diplotene stage at the time of birth. Mouse oocytes

enter prophase I synchronously on day 13 of foetal development and reach the

pachytene or early diplotene stage by day E17.5 or day E18.

18.4 Epigenetic control of meiosis

Progression of meiosis in mammalian oocytes requires a complex and dynamic

interaction between homologous chromosomes of maternal and paternal origin.

Although the mechanisms controlling homologous chromosome search and synapsis

are not fully understood, a growing body of evidence suggests that chromatin

remodelling in the germline is essential to modulate chromosome structure and,

hence, for the establishment of proper synapsis between homologous chromosomes

(Hayashi, Yoshida andMatsui, 2005; Matsui and Hayashi, 2007; Surani, Hayashi and

Hajkova, 2007). Notably, evidence obtained through biochemical analysis as well as

several genetic mouse models suggests the existence of histone methyltransferases

that might be exclusively involved in the control of germline-specific epigenetic

modifications. For example, Meisetz (Meiosis-induced factor containing PR/SET

domain and zinc finger motif) is the first meiosis-specific histone methyltransferase

found in mammals, and targeted deletion studies have demonstrated that Meisetz is

required for proper meiotic prophase I progression in both male and female germlines

(Hayashi, Yoshida andMatsui, 2005).Meisetz specifically induces the tri-methylation

of lysine 4 on histone H3; however the protein motifs responsible for this histone

modification have not been identified. Meisetz transcripts are expressed at high levels

in the female foetal gonad shortly before meiosis onset, and subsequently decrease at

the time when oocytes reach the late pachytene or early diplotene stage on embryonic

day E17.5.While homozygous null mice are viable, bothmales and females are sterile

due to abnormal gametogenesis associated with abnormal chromosome synapsis and

inefficient repair of double-strand DNA breaks (DSBs) (Hayashi, Yoshida and

Matsui, 2005).

In addition to the requirement for Meisetz-dependent tri-methylation of histone H4

duringmeiosis, establishment ofmono- (H3K9me) and di-methylation (H3K9me2) of

histone H3 at lysine 9 (Tachibana et al., 2007), as well as tri-methylation (H3K9me3)

of histone H3 at lysine 9 (Peters et al., 2001), are essential for the successful

completion of meiotic prophase I in the female as well as the male germline. For

example, germline-specific deletion of the histone methyltransferase G9a results in

both male and female sterility due to dramatic germ cell loss associated with a global

reduction in the levels of H3K9me andH3K9me2, as well asmeiotic defects including

abnormal synapsis of homologous chromosomes and disruption of the mechanism of

epigenetic gene silencing, with subsequent abnormal patterns of gene expression.
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Interestingly, this study also revealed a sexual dimorphism in the patterns of nuclear

localization of H3K9me and H3K9me2, with active removal of both epigenetic marks

in male germ cells at the pachytene stage, and their maintenance up to the diplotene

stage in female germ cells (Tachibana et al., 2007).

Due to their prominent role in the regulation of centromeric heterochromatin

formation, the histone methyltransferases SUV39h1/SUV39h2 are also essential for

the control of meiosis (Peters et al., 2001). Targeted deletion of the two isoforms of

Suv39h, a histone methyltransferase specifically involved in tri-methylation of histone

H3 at lysine 9 (H3K9me3), results in altered DNA methylation of tandem repeats at

pericentric heterochromatin in mouse embryonic stem cells, and disrupts chromosome

synapsis in meiotic spermatocytes (Peters et al., 2001; Lehnertz et al., 2003; Richards

and Elgin, 2002). In this model, most of the evidence obtained so far points towards a

role for SUV39h1/SUV39h2 during male meiosis, in which double-knockout mice

exhibit severe abnormalities in pericentric heterochromatin formation with lack of

H3K9me3 as well as the establishment of abnormal nonhomologous chromosome

interactions specifically at centromeric domains. Seemingly, double-null females also

revealed chromosomal defects, although the nature of which remains to be character-

ized (Peters et al., 2001). Importantly, H3K9me3 is critical for heterochromatin

formation and the maintenance of a transcriptionally repressive environment due to

its function as a docking site for additional chromatin binding proteins, such as

heterochromatin protein 1 (HP1) and the chromatin-remodelling factor ATRX (Rea

et al., 2000; Lachner et al., 2001; Bannister et al., 2001; Kourmouli et al., 2005; Schotta

et al., 2004).

Although the molecular mechanisms involved in abnormal meiotic chromosome

synapsis and recombination in the different models discussed above are not fully

understood, it is tempting to speculate that abnormal chromatin modifications during

prophase I of meiosis might affect the process of homologous chromosome search

and/or synapsis and thus result in severe meiotic defects. Collectively, these studies

indicate that epigenetic modifications brought about by dedicated histone methyl-

transferases specific to the germline play a critical role in mammalian prophase I

progression. The study by Peters et al., was also the first to demonstrate a direct role

for heterochromatin formation in the normal progression of meiosis in mammals

(Peters et al., 2001).

18.4.1 Epigenetic control of heterochromatin formation

In mammalian cells, repetitive DNA sequences at centric heterochromatin are

necessary, albeit not sufficient, for centromere formation, suggesting an important

epigenetic component in the regulation of centromere function (Karpen and Allshire,

1997; Dillon and Festenstein, 2002).Mammalian centromere structure is complex and

strikingly dynamic; it requires the binding of the histone H3 variant CENP-A with

large protein complexes to induce the formation of a higher order chromatin structure

through histone deacetylation and large-scale chromatin remodelling (Pluta et al.,

1995; Karpen and Allshire, 1997; Murphy and Karpen, 1998; Henikoff, Ahmad and

Malik, 2001; Wiens and Sorger, 1998). In addition, a growing body of evidence
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indicates that short heterochromatic RNAs (shRNAs) are also a critical epigenetic

component in the mechanisms of heterochromatin formation in several model

organisms. For example, evidence obtained from Drosophila (Akhtar, Zink and

Becker, 2000) and, more recently, mammalian cells indicates that shRNAs play a

structural role in heterochromatin formation by mediating the binding of large

chromatin remodelling complexes to centromeric DNA sequences (Maison et al.,

2002; Jenuwein, 2002; Bouzinba-Segard, Guais and Francastel, 2006). Interestingly,

an increasing number of RNA functions are now being uncovered that directly link

structural RNA molecules with the formation of centromeric chromatin structure

and with histone post-translational modifications at specific regions of condensed

chromosomes (Rasmussen et al., 2001; Csankovszki, Nagy and Jaenisch, 2001;

Bouzinba-Segard, Guais and Francastel, 2006). Consistent with these observations,

Dicer-deficient mouse oocytes show a severe meiotic arrest at metaphase I with

aberrant meiotic spindles and abnormal turnover of maternal mRNA stores, suggest-

ing that noncoding RNAs are critical for meiotic progression in the female germline

(Murchison et al., 2007; Tang et al., 2007).

In the mouse genome, constitutive heterochromatin corresponding to centromeric

domains is comprised of two closely related chromosomal subdomains with distinct

structure and function (Guenatri et al., 2004; Sullivan and Karpen, 2004). Pericentric

heterochromatin is formed bymajor satellite sequences containing several megabases

of a 234 bp repeat, and is marked by large chromatin remodelling complexes

comprising DNA binding proteins such as heterochromatin protein 1 (HP1), chroma-

tin assembly factor 1 (CAF-1) and helicases of the switch/sucrose non-fermenting

(SWI/SNF2) family such as ATRX and LSH (Maison andAlmouzni, 2004;McDowell

et al., 1999; De La Fuente et al., 2004a; Yan et al., 2003a). In turn, HP1 exhibits a

functional interaction with repressive histone post-translational modifications such as

tri-methylation of histone H3 at lysine 9 (H3K9me3) and tri-methylation of histone

H4 at lysine 20 (H4K20me3), two of the most stable chromatin marks that constitute a

hallmark of pericentric heterochromatin (Peters et al., 2003; Schotta et al., 2004).

Alternatively, the centric heterochromatin subdomain is the site of kinetochore

formation and is formed by several hundred kilobases of the 120 bp repeat unit of

the minor satellite sequence as well as by centromere-specific proteins such as the

histone variant CENP-A (Maison and Almouzni, 2004; Karpen and Allshire, 1997).

The formation of both centric and pericentric heterochromatin domains is required for

the modulation of homologous chromosome interactions during male meiosis in

mice (Peters et al., 2001) and for proper chromosome segregation (Bernard and

Allshire, 2002; Bernard et al., 2001). Importantly, in mammalian cells, pericentric

heterochromatin has been shown to be an active participant in the complex mechan-

isms regulating centromere cohesion and the timely separation of individual chro-

matids during mitosis (Guenatri et al., 2004).

18.4.2 Heterochromatin: functional significance

Heterochromatin formation in eukaryotes has important roles in: (i) nuclear architecture;

(ii) chromosome segregation; and (iii) gene silencing. A transcriptionally repressive
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heterochromatin environment is essential to silence tandem repeats, to repress retro-

transposons and for X-chromosome inactivation. Heterochromatin is also essential to

regulate the growth and differentiation of themammalian embryo (Houlard et al., 2006).

For example, several conditions such as the ATRX and ICF (immunodeficiency,

centromere instability and facial anomalies) syndromes in humans are associated with

mutations in pericentric heterochromatin proteins involved in DNA methylation of

major satellite sequences such as ATRX, and DNA methyltransferase 3b (DNMT3b),

respectively. Mutations in DNMT3b result in facial anomalies, centromeric instability

and aneuploidy (Xu et al., 1999; Robertson and Wolffe, 2000). Spontaneous mutations

in the ATRX gene cause the X-linked a-thalassaemia/mental retardation (ATRX)

syndrome in males, which in addition to facial dysmorphism may also exhibit gonadal

dysgenesis (Gibbons et al., 2000; Muers et al., 2007).

18.4.3 Heterochromatin formation in the mammalian germline

Chromatin in the female germline exhibits unique structural and functional properties

that are essential to coordinate the complex events of meiosis and epigenetic

reprogramming during foetal development, with subsequent changes leading

towards nuclear and epigenetic maturation during oocyte growth and differentiation.

Compelling evidence indicates that large-scale chromatin remodelling during game-

togenesis is under the control of germline-specific chromatin modifications (Sassone-

Corsi, 2002; Kimmins and Sassone-Corsi, 2005). However, the mechanisms involved

in the regulation of heterochromatin formation and its impact in the control of gene

expression in the mammalian germline are only beginning to be unravelled. The

evidence obtained so far indicates that primordial germ cells are subject to a

developmentally regulated mechanism of genome reprogramming that efficiently

erases the DNAmethylation patterns of both imprinted and nonimprinted or repetitive

sequences in order to remove the epigeneticmarks from the previous generation and to

reestablish genomic imprints de novo, at different times during gametogenesis

according to the sex of the offspring (Reik, Dean and Walter, 2001; Morgan

et al., 2005). Notably, interspersed repeat elements such as retrotransposons of the

intracisternal A particle (IAP) class evade global demethylation and hence retain

specific methylation patterns after genome reprogramming in the germline (Walsh,

Chaillet and Bestor, 1998; Hajkova et al., 2002; Lane et al., 2003; Lees-Murdock, De

Felici andWalsh, 2003; Kato et al., 2007). These studies provide strong experimental

evidence consistent with the hypothesis that the transmission of transcriptionally

repressive chromatin modifications at repetitive elements in the germline constitutes

an important mechanism of epigenetic inheritance, which is required to prevent the

reactivation of intragenomic parasites in the mammalian germline (Hajkova

et al., 2002; Lane et al., 2003; Lees-Murdock, De Felici and Walsh, 2003; Bestor

and Bourc’his, 2004).

The mechanism(s) involved in protecting repetitive sequences from undergoing

DNA demethylation after global epigenetic reprogramming in germ cells is not

known. However, recent studies have demonstrated the existence of sex-specific

epigenetic modifications that regulate DNA methylation of IAP elements as well as
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tandem repeats at centric and pericentric heterochromatin in the germline (Bourc’his

et al., 2001; Bourc’his and Bestor, 2004; Kaneda et al., 2004;Webster et al., 2005; De

La Fuente et al., 2006). For example, targeted deletion of two members of the DNA

methyltransferase protein family (DNMT3a and DNMT3L) revealed a direct role in

the establishment of de novo methylation patterns at imprinted genes during mouse

oogenesis, but had no effect on the methylation of IAP elements or repetitive

sequences at centromeric domains in the female germline (Bourc’his et al., 2001;

Kaneda et al., 2004; Bestor and Bourc’his, 2004). In contrast, DNMT3L is essential

for transcriptional silencing of IAP elements through DNA methylation during

spermatogenesis. However, these studies also suggest that DNMT3L has only a

minor role in the establishment of DNA methylation patterns on select paternally

imprinted genes (Bourc’his and Bestor, 2004; Webster et al., 2005). Therefore, the

normal methylation patterns observed in tandem repeats at major and minor satellite

sequences in both DNMT3L-deficient female and male germ cells (Bourc’his

et al., 2001; Bourc’his and Bestor, 2004; Webster et al., 2005) suggests that

methylation of tandem repeats at centromeric heterochromatin is regulated by an

independent mechanism compared with the establishment of imprinted genes, and

that additional factors might be set in place for the establishment of DNAmethylation

patterns and transcriptional silencing of major and minor satellite sequences in the

germline (Bourc’his et al., 2001; Kaneda et al., 2004).

The lymphoid-specific helicase (LSH), also known as helicase, lymphoid-specific or

Hells is a member of the SWI/SNF2 family of helicases with chromatin remodelling

activity (Jarvis et al., 1996; Geiman, Durum andMuegge, 1998; Sun et al., 2004; Flaus

et al., 2006). ThemouseLshgene has beenmapped to regionC3-D1on chromosome19,

and its human homologue to chromosome 10q23-q24; the gene contains an open

reading frame encoding 821 amino acids containing an ATPase domain as well as seven

helicase domains sharing structural similarity with Rad54, a gene involved in DNA

repair and recombination (Geiman, Durum and Muegge, 1998; Meehan, Pennings and

Stancheva, 2001). In mouse embryonic fibroblasts, the LSH protein is localized to

pericentric heterochromatin, where it is required for DNA methylation of tandem

repeats and regulation of histone methylation (Yan et al., 2003a, 2003b). Studies using

Lsh-null mice demonstrate that LSH is a major epigenetic regulator, which participates

in themaintenance ofDNAmethylation and transcriptional silencing of repeat elements

including retroviral long terminal repeats in the mouse genome (Geiman et al., 2001;

Muegge, 2005; Dennis et al., 2001; Sun et al., 2004; Yan et al., 2003b; Huang

et al., 2004a; Fan et al., 2005).

18.4.4 Mammalian helicases involved in the establishment
and/or maintenance of DNA methylation

Two chromatin-remodelling proteins of the SWI/SNF2 family (LSH and ATRX) have

been recently implicated in the control of DNAmethylation of repetitive sequences in

the mammalian genome (Muegge, 2005). The lymphoid-specific helicase (LSH)

protein is required for DNA methylation at tandem repeats of centromeric hetero-

chromatin and dispersed retroviral elements in female germ cells, where it also plays a
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critical role in mediating homologous chromosome synapsis (De La Fuente

et al., 2006).

The a-thalassaemia/mental retardation X-linked (ATRX) protein is localized to

centromeric heterochromatin, where it plays a critical role in mediating proper

chromosome alignment to the meiotic spindle (De La Fuente et al., 2004a). In

addition, ATRX is a marker for the inactive X chromosome in somatic cells, and

during imprinted X-chromosome inactivation in trophoblast stem cells (Baumann and

De La Fuente, 2009).

Importantly, recent studies demonstrate that LSH is also involved in the regulation

of chromatin-mediated processes during female meiosis (De La Fuente et al., 2006).

Double immunostaining of wild-type oocytes with an antibody against the

C-terminal domain of LSH and the synaptonemal complex protein (SYCP3) revealed

that LSH exhibits a dynamic nuclear localization during prophase I of meiosis. For

example, at the leptotene stage, LSH exhibits a diffuse nuclear localization.

However, during the zygotene stage, LSH shows a transient accumulation at

pericentric heterochromatin domains. Analysis of meiotic configuration in pachy-

tene-stage oocytes obtained from LSH-null females revealed an essential role in

mediating homologous chromosome synapsis. At this stage, the incomplete synapsis

observed in mutant oocytes is marked with persistent gH2AX phosphorylation as

well as RAD51 foci; chromatin modifications associated with double-strand DNA

breaks and meiotic recombination, respectively (Figure 18.1). Furthermore, analysis

of homologous chromosome interactions by fluorescence in situ hybridization with

an X-chromosome DNA probe showed that impaired synapsis was also associated

with nonhomologous interactions and the presence of a univalent X chromosome in a

high proportion of oocytes. Importantly, analysis of DNA methylation at major and

Figure 18.1 Incomplete homologous chromosome synapsis in Lsh(�/�) oocytes at the pachytene
stage. (a) Control wild-type oocyte at the pachytene stage stained with SYCP3 antibody (green).
SYCP3 is a component of the lateral elements of the synaptonemal complex. At this stage, control
oocytes exhibit full synapsis of homologous chromosomes as indicated by the presence of 20
bivalents. (b) In contrast, following SYCP3 staining (green), Lsh-null oocytes exhibit incomplete
homologous chromosome synapsis and persistence of double-strand DNA breaks as indicated by the
colocalization of RAD51 foci (red) with asynapsed chromosomes (arrows). Note the absence of RAD51
foci in control wild-type oocytes. These results indicate that chromatin remodelling during prophase I
ofmeiosis is required for proper chromosome synapsis in the female germline. Scale bar¼ 10mM. A full
colour version of this figure appears in the colour plate section.
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minor satellite sequences as well as IAP elements, in oocytes obtained from mutant

females, revealed a striking demethylation pattern at such repetitive elements. These

results suggest that, through its role in maintaining DNA methylation at tandem

repeats of centromeric heterochromatin and transcriptional repression of transpos-

able elements in the germline, LSH might be important to ensure proper synapsis

between homologous chromosomes (De La Fuente et al., 2006). These results

provided the initial evidence indicating that LSH plays an essential role in the

epigenetic silencing of repetitive elements in the female germline. Additional studies

previously demonstrated that silencing of transposable elements mediated by

DNMT3L is essential for meiotic progression and viability of the male germline

(Bourc’his and Bestor, 2004; Webster et al., 2005). However, neither global DNA

methylation nor meiotic progression was affected in DNMT3L-knockout oocytes

(Bourc’his et al., 2001).

The LSH protein has no methylase activity; however, previous studies suggest that

the two mammalian helicases known to be involved in DNA methylation (i.e. LSH

and ATRX) might regulate cytosine methylation by inducing changes in chromatin

remodelling. These helicases are proposed to promote the recruitment of a protein

complex, including DNA methyltransferases, that results in the accumulation

of repressive chromatin modifications at centromeric heterochromatin (Meehan,

Pennings and Stancheva, 2001; Zhu et al., 2006). For example, transfection of

episomal vectors into LSH-deficient mouse embryonic fibroblasts demonstrated that

this protein is required for DNA methylation and that LSH functionally interacts

with DNMT3a and DNMT3b, most likely as a protein complex, to induce de novo

methylation of endogenous genes in embryonic stem cells (Zhu et al., 2006).

Interestingly, both DNMT3a and DNMT3b localize to pericentric heterochromatin

in embryonic stem cells, where they function as transcriptional repressors through a

plant homeodomain amino acid motif that is shared with the ATRX protein

(Bachman, Rountree and Baylin, 2001; Chen et al., 2003). However, in the

mammalian germline, expression and nuclear localization of DNMT3L, DNMT3a

and DNMT3b is restricted to embryonic day 17.5 in male germ cells, and shortly

after birth in the growing oocyte (La Salle et al., 2004; Lees-Murdock et al., 2005;

Sakai et al., 2004). These results suggest that the nature of transcriptionally

repressive complexes at pericentric heterochromatin differs between the male and

the female germline.

18.4.5 Chromatin modifications and large-scale chromatin remodelling
during oocyte growth

Following the completion of meiotic prophase I, mammalian oocytes enter a pro-

tracted meiotic arrest, known as the dictyate or diplotene stage, immediately before

birth. Meiotic arrest at the diplotene stage is maintained until puberty, when

luteinizing hormone (LH) stimulates the resumption of meiosis by triggering the

onset of reductional meiotic divisions. Thus, in female mammals, oocytes are

maintained in meiotic arrest (diplotene) for a long period of postnatal development,

during which significant oocyte and follicle growth take place. Oocyte growth and
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differentiation take place within the context of a developing ovarian follicle and

require a complex bidirectional communication between germ cells and somatic cells

of the ovary (Matzuk et al., 2002). Upon activation of primordial follicles, oocytes

engage in a prolonged phase of intensive RNA synthesis. Such high levels of

transcriptional activity in the oocyte genome are required to ensure that maternal

message, ribosomes and cytoplasmic organelles accumulate in growing oocytes.

Notably, in order to sustain oocyte growth while accumulating molecules essential for

embryogenesis, complex mechanisms coordinate transcriptional activation in grow-

ing oocytes with a selective translational repression and accumulation of dormant

maternal transcripts (Richter, 2001). The timely synthesis and accumulation of

maternal products, such as cell cycle-related molecules, is thus essential for the

oocyte’s acquisition ofmeiotic and developmental competence (Evsikov et al., 2006).

This is also a critical window during which oocyte-specific epigenetic modifications

take place, including the establishment of maternal methylation patterns for several

imprinted genes (Morgan et al., 2005; Lucifero et al., 2004; Fedoriw et al., 2004). The

primary mechanisms responsible for the establishment and maintenance of maternal

imprints are not fully understood; however, the role of several factors including

DNMT3L (Bourc’his and Bestor, 2006; Bourc’his et al., 2001) and the KRAB zinc

finger protein Zfp57 (Li et al., 2008) are beginning to be unravelled. The mechanisms

involved in the establishment of maternal-specific methylation patterns during

oogenesis are the subject of intense investigation and have been reviewed elsewhere

(Surani, 2001; Surani, Hayashi and Hajkova, 2007; Ferguson-Smith and Surani, 2001;

Morgan et al., 2005).

Differentiation of chromatin structure and function during postnatal oocyte growth

is also critical for the acquisition of meiotic and developmental competence (Zuccotti

et al., 1995; De La Fuente and Eppig, 2001; De La Fuente et al., 2004b; De La

Fuente, 2006). However, in contrast with the mechanistic studies conducted after

functional ablation of Blimp1 or Prdm5 during primordial germ cell formation

(Ohinata et al., 2005; Ohinata et al., 2006), little is known concerning the dynamics

of histone and chromatin modifications during postnatal oocyte growth. For example,

previous studies have been limited to determining the patterns of expression of

several histone post-translational modifications as well as global DNA methylation

patterns through the analysis of 5-methylcytosine staining (5-mC) during oocyte

growth (Kageyama et al., 2006, 2007). Although a great deal of information has been

obtained on the type of histone and chromatin modifications present in the oocyte

genome (Table 18.1), little is known concerning the mechanisms involved in the

establishment of global epigenetic modifications or the functional significance for the

myriad combinations of potential acetylation or methylation changes at specific

lysine residues during oogenesis. The patterns that seem to emerge so far indicate that

most histone modifications increase with oocyte growth. Importantly, similar to the

situation observed in embryonic stem cells, histone modifications associated with

transcriptional activity in somatic cells are not necessarily associated with a

transcriptionally permissive chromatin template in the germline (Adenot et al.,

1997; Kimura et al., 2004; De La Fuente et al., 2004b; Spinaci, Seren and Mattioli,

2004; Kageyama et al., 2007). Thus, alterations in the effects of well-characterized

histone modifications in somatic cells might have completely different functional
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Table 18.1 Chromatin modifications during meiotic progression in mouse oocytes according to the
Brno nomenclature

Histone

Type of histone

modification GV MI MII Reference

Variants H1foo þ n.d. þ Tanaka et al., 2001;

Fu et al., 2003

macroH2A þ n.d. þ Chang et al., 2005

H3.1 n.d. n.d. � Van der Heijden et al., 2005

H3.3 þ n.d. � Torres-Padilla et al., 2006

H4/H2A H4/H2AS1ph þ n.d. þ Sarmento et al., 2004

H3 H3R17me þ n.d. � Sarmento et al., 2004

H3K4me þ n.d. þ Sarmento et al., 2004;

Van der Heijden et al., 2005

H3K4me2 þ þ þ Wang et al., 2006;

Van der Heijden et al., 2005;

De La Fuente, 2006

H3K4me3 þ n.d. þ Kageyama et al., 2007;

Van der Heijden et al., 2005

H3K9me þ þ þ Arney et al., 2002;

Liu, Kim and Aoki, 2004;

De La Fuente et al., 2004a

H3K9me3 þ n.d. þ Kageyama et al., 2007;

Cowell et al., 2002;

De La Fuente et al., 2004a

H3K27me n.d. n.d. þ Van der Heijden et al., 2005

H3K27me2 n.d. n.d. þ Van der Heijden et al., 2005

H3K27me3 n.d. n.d. þ Van der Heijden et al., 2005

H3K79me2 þ n.d. þ Ooga et al., 2008

H3K79me3 þ n.d. þ Ooga et al., 2008

H3K9ac þ � � Kim et al., 2003;

Wang et al., 2006

H3K9/K14ac þ � � Meglicki, Zientarski and Borsuk, 2008;

Wang et al., 2006

H3K14ac n.d. n.d. � Akiyama, Nagata and Aoki, 2006

� � � Kim et al., 2003

þ � � Meglicki et al., 2008

H3K18ac þ n.d. � Kageyama et al., 2007;

Van der Heijden et al., 2005

H3K23ac n.d. n.d. þ Van der Heijden et al., 2005

H3S10ph � þ þ Swain et al., 2007

n.d. þ n.d. Hodges and Hunt, 2002

þ þ þ Wang et al., 2006

H3S28ph þ þ þ Swain et al., 2007;

Van der Heijden et al., 2005

� þ þ Wang et al., 2006

H4 H4R3me � n.d. � Sarmento et al., 2004

H4K20me n.d. n.d. þ Van der Heijden et al., 2005

H4K20me2 n.d. n.d. � Van der Heijden et al., 2005

H4K20me3 n.d. n.d. þ Van der Heijden et al., 2005;

Kourmouli et al., 2004

(continued )
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consequences in the germline. Clearly this is a critical area requiring further

investigation.

Beginning on day 16 of postnatal development, the mouse oocyte genome undergoes

striking changes in large-scale chromatin structure (at the chromosomal level), in which

a decondensed, transcriptionally active nucleus exhibiting a configuration termed

non-surrounded nucleolus (NSN), progressively acquires a condensed and transcrip-

tionally inactive configuration called surrounded nucleolus (SN), when chromatin in

the germinal vesicle of fully grown, preovulatory oocytes forms a prominent

heterochromatic rim in close apposition with the nucleolus (reviewed in De La

Fuente, 2006). Chromatin remodelling into the SN configuration, and the concomi-

tant global transcriptional quiescence, occurs in a high proportion (>87%) of oocytes

immediately before meiotic resumption. This is a complex process that seems to be

modulated, at least in part by paracrine signals, the nature of which remain unknown,

from ovarian granulosa cells immediately surrounding the oocyte (De La Fuente and

Eppig, 2001; Liu and Aoki, 2002). The underlying mechanisms involved in this

critical developmental transition are not fully understood. However, use of a

transgenic mouse model deficient for the nuclear chaperone nucleoplasmin 2 (Npm2)

provides a unique experimental paradigm to determine the relationship between

chromatin remodelling and the transcriptional status of the mammalian oocyte. In

this model, the transition into the SN configuration doest not occur; instead chromatin

in preovulatory oocytes remains decondensed and at least morphologically resembles

the NSN configuration typical of growing wild-type oocytes. However, simultaneous

analysis of chromatin configuration and synthesis of nascent transcripts using

transcription run-on assays revealed that, upon gonadotrophin stimulation of Npm2

mutant oocytes, nascent transcripts were no longer detectable in the nucleoplasm,

indicating that transcriptional repression may occur even in the absence of chromatin

Table 18.1 (Continued)

Histone

Type of histone

modification GV MI MII Reference

H4K5ac þ � � Sarmento et al., 2004;

Kim et al., 2003;

Adenot et al., 1997;

De La Fuente et al., 2004b

H4K8ac þ þ þ Kim et al., 2003;

Huang et al., 2007

n.d. � � Wang et al., 2006;

Akiyama, Nagata and Aoki, 2006

H4K12ac þ � � Kim et al., 2003;

Akiyama et al., 2004

H4K16ac þ � � Kim et al., 2003;

Wang et al., 2006;

Akiyama et al., 2006

GV¼ germinal vesicle; MI¼metaphase I; MII¼metaphase II.

þ ¼ detectable; �¼ not detectable; n.d.¼ not determined.
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remodelling into the SN configuration (De La Fuente et al., 2004b). In addition,

pharmacological manipulation of chromatin structure with the histone deacetylase

inhibitor TSA revealed that, upon short exposure to TSA, chromatin in the germinal

vesicle becomes highly decondensed and as a consequence the structure of the

karyosphere is affected. However, exposure to TSA failed to restore transcriptional

activity as determined by transcription run-on assays. Thus, these studies revealed for

the first time that, although temporally linked in wild-type oocytes, the dramatic

changes in genome-wide chromatin remodelling and global transcriptional silencing

can be experimentally dissociated and thus might be under the control of distinct

cellular pathways (De La Fuente et al., 2004b).

Notably, the recent identification of a histone H2A kinase (NHK-1) required for

the control of nuclear architecture in Drosophila oocytes (Ivanovska et al., 2005)

has provided valuable insight that might contribute to dissecting the potential

mechanisms involved in the transition into the SN configuration in mammalian

oocytes. For example, although the karyosome, a spherical nuclear structure formed

as a result of chromosome coalescence during prophase I arrest in Drosophila

oocytes is morphologically distinct from the karyosphere observed in mammalian

oocytes, there might be intriguing functional similarities (Ivanovska and Orr-

Weaver, 2006), in that both structures are required to maintain chromosomes in

close proximity and in a particular configuration that is potentially relevant for

meiotic progression (Gruzova and Parfenov, 1993). Drosophila oocytes obtained

from nhk-1 mutant females fail to form a karyosome, leading to complete sterility

due to chromosomal defects including abnormal polar body formation associated

with absence of histone H2A phosphorylation, lack of acetylation of histone H3 at

lysine 14 (H3K14ac) and acetylation of histone H4 at lysine 5 (H4K5ac), as well as

lack of condensin loading into chromosomes (Ivanovska et al., 2005; Ivanovska and

Orr-Weaver, 2006). Based on these observations, the hypothesis that condensing

might be involved in karyosphere formation in mammalian oocytes has been put

forward (Ivanovska and Orr-Weaver, 2006). However, this proposal remains to be

formally tested.

18.4.6 Large-scale chromatin remodelling and chromosome
segregation in mammalian oocytes

Use of fluorescence in situ hybridization with a pan-centromeric DNA probe to detect

major satellite sequences revealed that, upon chromatin remodelling into the SN

configuration, pericentric heterochromatin domains become associated with, and,

hence, are an important component of, the perinucleolar heterochromatin rim or

karyosphere (De La Fuente et al., 2004b). Therefore, remodelling chromatin into the

SN configuration may confer centromeric domains with a functional configuration

essential to recruit heterochromatin-binding proteins such as ATRX that are in turn

required to mediate proper chromosome alignment on the meiotic spindle (De La

Fuente et al., 2004b). Both the lack of karyosphere formation in Npm2mutant oocytes,

as well as the experimental evidence obtained following pharmacological manipulation
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of chromatin structure with the histone deacetylase inhibitor trichostatin A (TSA),

indicate that the unique nuclear architecture acquired following the transition into the

SN configuration is essential for proper chromosome segregation and hence of critical

importance to confer the mammalian oocyte with full meiotic and developmental

competence (De La Fuente et al., 2004a, 2004b). Consistent with this notion, recent

studies have also demonstrated that the lack of developmental potential associated with

oocytes that exhibit the NSN configuration is also due to the presence of abnormal

patterns of gene expression, including downregulation of maternal stores for the

transcription factor OCT-4 and the pluripotency-associated factor Stella, as well as

an upregulation of up to 23 genes whose transcriptional activity is affected by the

patterns of OCT-4 gene expression in the early preimplantation embryo (Zuccotti

et al., 2008).

Althoughmultiple chromatin modifications have been described during the process

of meiotic chromosome segregation in mammalian oocytes (Table 18.1), little is

known concerning the enzymatic activities that are directly responsible for inducing

post-translational modifications at specific lysine residues on histone proteins during

the different stages of meiotic maturation. Moreover, our understanding of the critical

relationship between chromatin modifications and proper chromosome segregation

remains incomplete. The evidence obtained so far indicates that some epigenetic

marks such as histone H3/H4 methylation are established during oocyte growth and

remain stably associated with either pericentric or interstitial segments of meiotic

chromosomes throughout meiosis (Arney et al., 2002; Cowell et al., 2002; Fu

et al., 2003; Kourmouli et al., 2004; Liu, Kim and Aoki, 2004; Ooga et al., 2008;

Meglicki, Zientarski and Borsuk, 2008; Hodges and Hunt, 2002; Swain et al., 2007;

Wang et al., 2006). In contrast, additional chromosomal marks such as acetylation of

histoneH3/H4 at several lysine residues or themethylation of arginine 3 on histoneH4

are highly dynamic and exhibit dramatic changes during the resumption of meiotic

cell division (Adenot et al., 1997; Kim et al., 2003; De La Fuente et al., 2004a;

Sarmento et al., 2004; Huang et al., 2007).

Perhaps one of the most important concepts emerging from the careful analysis of

the information summarized in Table 18.1 is that developmental transitions in

chromatin modifications during meiosis are an essential epigenetic mechanism for

the maintenance of chromosome stability in the female gamete. Changes in histone

modifications may indeed be important for a fast and efficient response to a

developmental transition, such as the onset of chromosome condensation upon

germinal vesicle breakdown, or to subtle changes in the metabolic state of the oocyte

as a response to extracellular signals provided by different hormonal or physical

environments. Importantly, it is becoming increasingly clear that the normal

progression of meiotic transitions, as well as the establishment of epigenetic marks

during gametogenesis, can be adversely influenced by several environmental factors

(Susiarjo et al., 2007; Dolinoy et al., 2006; Jirtle and Skinner, 2007). The initial

evidence suggesting the presence of genome-wide chromatin modifications during

the resumption of meiosis was obtained after analysis of histone acetylation patterns

in mouse oocytes (Kim et al., 2003; De La Fuente et al., 2004a). These studies

reported the presence of acetylated histones H3 and H4 in the germinal vesicle of

preovulatory oocytes, as well as the onset of a wave of global histone deacetylation
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coincident with germinal vesicle breakdown. Importantly, these modifications

included the extensive deacetylation of histone H4 at lysine 12 (H4K12ac), a

process that is exclusively found during meiotic chromosome condensation (Kim

et al., 2003), as indicated by the persistence of this epigenetic mark in the

chromosomes of somatic cells during mitosis (Kruhlak et al., 2001). Similarly,

genome-wide histone deacetylation during meiotic resumption was also observed

for histone H4 at lysine 5 (H4K5ac) (De La Fuente et al., 2004a), a chromatin

modification associated with histone hyperacetylation in somatic cells (Kruhlak

et al., 2001). The mechanisms and specific factors responsible for global histone

deacetylation during meiosis are still not fully understood. However, several lines of

evidence indicate that histone deacetylases play a critical role in this process. For

example, exposure of maturing oocytes to roscovitine, an inhibitor of cdc2 kinase,

interferes with deacetylation of H4K12, suggesting that histone deacetylases become

activated by an increase in the levels of cdc2 kinase following germinal vesicle

breakdown (Akiyama et al., 2004). Moreover, pharmacological inhibition of histone

deacetylases with TSA prevents the onset of global deacetylation upon meiotic

resumption and results in the formation of hyperacetylated chromosomes (Kim

et al., 2003; De La Fuente et al., 2004a).

Importantly, studies also demonstrate that global histone deacetylation during

meiosis is of functional significance to recruit heterochromatin-binding proteins such

as ATRX to centromeric domains, in order to mediate proper chromosome alignment

at the meiotic spindle. Following exposure to TSA, hyperacetylated chromosomes no

longer exhibit centromeric ATRX foci. Instead, faint ATRX signals are redistributed

throughout the length of the chromatids at the metaphase II stage (De La Fuente

et al., 2004a). Moreover, analysis of meiotic spindle configuration using laser

scanning confocal microscopy indicates that TSA exposure induced the formation

of elongated chromosomes and highly abnormalmeiotic figures, includingmisaligned

chromosomes and chromosome lagging, in 56–76% of oocytes, depending on the time

of exposure to TSA (Figure 18.2; De La Fuente et al., 2004b). Similar experiments

Figure 18.2 Inhibition of histone deacetylases (HDACs) disrupts meiotic progression and induces
aberrant chromosome segregation. (a) Meiotic metaphase II spindle in control oocytes showing
proper alignment of chromosomes (red) to the equatorial region. b-Tubulin staining (green) confirms
the formation of a bipolar spindle. (b) Inhibition of HDACs with trichostatin A (TSA) results in the
formation of abnormal meiotic spindles, elongated chromatids and a high incidence of chromosome
lagging. Scale bar¼ 10mM. A full colour version of this figure appears in the colour plate section.
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later confirmed that these abnormal meiotic figures result in severe oocyte aneuploidy

and early demise in 50% of embryos derived from TSA-treated oocytes (Akiyama,

Nagata and Aoki, 2006)

18.4.7 Role of ATRX in chromosome segregation

The a-thalassaemia/mental retardation X-linked (ATRX) protein is another member

of the SWI/SNF2 family of chromatin remodelling proteins. ATRX has been shown

to bind pericentric heterochromatin domains in human and mouse somatic cells, and

is essential to establish DNA methylation at repetitive sequences of the human

genome (McDowell et al., 1999; Gibbons et al., 2000; Picketts et al., 1998; Gibbons

et al., 1997). The ATRX gene has been mapped to the long arm of the human

X chromosome (Xq13.3), and contains an open reading frame encoding a 280 kDa

protein with a plant homeodomain (PHD) region at the amino terminus responsible

for interactions with HP1, and a helicase domain at the carboxyl terminal region

essential for interaction with the human methyl-CpG binding protein, MeCP2

(Picketts et al., 1998; B�erub�e, Smeenk and Picketts, 2000; Nan et al., 2007). The

gene also encodes a truncated isoform of approximately 200 kDa lacking the helicase

domain (Garrick et al., 2004). Due to the presence of several helicase domains, a

stretch of several glutamic acid residues and a coil-coil domain, the ATRX protein

has the potential to interact with many protein partners and may indeed acquire

different functions by assembling with different protein complexes according to the

cell type or stage of the cell cycle (Tang et al., 2004; Ishov, Vladimirova and

Maul, 2004).

Previous studies indicate that ATRX binds to pericentric heterochromatin in the

chromosomes of mouse oocytes at the metaphase II stage, where it is involved in

mediating chromosome alignment at the meiotic spindle (De La Fuente

et al., 2004a). The role of ATRX in female meiosis is not fully understood.

However, in several organisms including mammals, pericentric heterochromatin

formation is required to regulate homologous chromosome interactions during

meiosis, and for proper chromosome segregation during meiotic and mitotic cell

division (Peters et al., 2001; Bernard and Allshire, 2002; Bernard et al., 2001).

Importantly, a growing body of evidence indicates that chromatin remodelling

proteins of the SWI/SNF2 family specifically recruited to pericentric heterochro-

matin are essential to maintain sister chromatid cohesion until the onset of anaphase

in order to ensure accurate chromatid segregation during mitosis. For example,

initial evidence obtained in the yeast Saccharomyces cerevisiae indicated that the

HP1 orthologue Swi6 is required for the specific binding of the cohesin subunit

Rad21 to centromeric domains (Bernard et al., 2001). Moreover, an ATP-dependent

chromatin remodelling complex belonging to the SWI/SNF family, the RSC

complex, also plays a critical role in the differential loading of cohesin subunits

to chromosome arms in the budding yeast (Bernard and Allshire, 2002; Huang, Hsu

and Laurent, 2004b). In mammalian cells, pericentric heterochromatin is essential to

coordinate sister centromere cohesion and the timely separation of individual

468 CH 18 CHROMATIN REMODELLING IN MAMMALIAN OOCYTES



chromatids during mitosis (Guenatri et al., 2004; Maison and Almouzni, 2004).

Studies have shown that chromatin-remodelling complexes such as SNF2h are

essential to load Rad21 at the centromeres of human mitotic cells (Hakimi

et al., 2002). Moreover, loss of HP1 from pericentric heterochromatin in mouse

somatic cells deficient for the Suv39 histone methyltransferase protein severely

affects centromeric cohesion (Peters et al., 2001; Maison et al., 2002). Collectively,

these studies indicate that pericentric heterochromatin formation has a direct impact

on centromere cohesion in mitotic cells. However, the potential role of pericentric

heterochromatin formation in kinetochore function during female mammalian

meiosis remains to be determined.

18.4.8 Prospects and potential for the prevention of aneuploidy

During the past few years we have witnessed the emergence of a key concept in

epigenetic regulation, namely the existence of a ‘histone code’ for the control of nuclear

structure and function that attempted to explain chromatin modifications in simple and

predictable terms of activation or repression of transcription at single copy genes

(Jenuwein and Allis, 2001; Nightingale, O’Neill and Turner, 2006). However, the

concept of an underlying ‘code’ for histone post-translational modifications has rapidly

evolved into what seems to be a complex and exquisitely regulated ‘language’ of

hierarchical and combinatorial histone modifications that affect gene expression

at multiple levels, ranging from single copy genes to whole chromosomes and

even nuclear domains (Nightingale, O’Neill and Turner, 2006; Berger and

Felsenfeld, 2001) that affect fundamental biological processes including meiosis. It

is also becoming evident that environmental factors such as diet and age have a direct

impact on the mammalian epigenome, a process that is of particular importance for

the culture of oocytes and embryos of several species. Epigenetic reprogramming in the

germline demonstrates that epigenetic modifications including DNA methylation are

reversible during meiosis. This experimental paradigm provides tantalizing evidence

thatmay pave theway for the application of ‘epigenetic therapy’ strategies to reestablish

proper genomic imprints in cancer cells, to prevent any potential environmental

disruption of imprinting or chromosome stability during assisted reproductive technol-

ogies, and perhaps to identify reliable early detection markers for induced epigenetic

changes with potential application to prevent aneuploidy in the female gamete.
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19.1 Introduction

Oncofertility is a new and exciting field ofmedicine incorporating reproductive biology,

reproductive endocrinology and oncology, in hopes of giving patients with a diagnosis

of cancer the best possible options for preserving their fertility. Because current cancer

regimens run the risk of infertility following treatment, many challenges facing fertility

preservation stem from diagnosis and the state of the ovarian tissue to the development

of fertility preservation techniques.

There have been several prior chapters discussing the present understanding of

follicle growth and development. Though scientists have a grasp on the underlying

genetics and cell signalling pathways that regulate follicle growth, we still face

challenges in adapting this knowledge for fertility preservation. Every follicle stage

has unique properties and must be treated differently for fertility preservation. For

example, primordial and primary follicles have shown to be difficult to grow in culture,

but can be easily cryopreserved in thin cortical tissue strips for ovarian tissue transplant

(Figure 19.1a; Kagawa et al., 2007; Silber et al., 2008), whereas early, secondary

follicles are difficult to cryopreserve in cortical strips, however are capable of growing

in culture (Figure 19.1b; Kreeger et al., 2005; Telfer et al., 2008; Tempone, 2008;
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Xu et al., 2006). Antral follicles do not survive the freezing process and are too large

for proper nutrient exchange in culture, though, depending on the follicle, oocytes can

be retrieved and stored for later use (Figure 19.1c). Though many of these techniques

are experimental, we hope to both continue the discovery process as well as expand

the options for young women with a fertility-threatening medical diagnosis such as

cancer or autoimmune disease. Here, we review treatments and the effects on the

female reproductive system as well as current and experimental options in fertility

preservation.

19.2 Cancer and reproduction

One-third of women diagnosed with breast cancer are premenopausal. Although the

percentages of women surviving breast cancer have increased over the years due

to improved chemotherapy and more aggressive use of radiation, these life-preserving

treatments can leave women infertile. Depending on the type of cancer diagnosis,

the treatments may result in loss of fertility, either temporarily or permanently.

These sections will discuss anticancer agents and their effects on the ovarian follicular

reserve.

Figure 19.1 Fertility preservation options according to follicle stage. Key: granulosa cells (green);
oocyte (tan); theca cells (purple). A full colour version of this figure appears in the colour plate section.
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19.2.1 Chemotherapeutics

Several factors may affect the extent of follicle loss related to chemotherapeutics. This

can range from the disruption of growing follicles or reduction of the follicular reserve,

to its complete elimination, which results in premature ovarian failure (POF). The type

of chemotherapeutic agent, the dose, as well as the age at treatment can be excellent

predictors of the risk of POF (Agarwal and Chang, 2007; Georgescu et al., 2008;

Tempone, 2008).

It is well documented that alkylating agents such as cyclophosphamide and ifosfa-

mide are toxic to germ cells (Gracia and Ginsberg, 2007; Oktay and Sonmezer, 2008).

They target cancer by damaging the tumour cells’ DNA, directing them to undergo

apoptosis. These agents are commonly used for treating cancers such as leukaemia and

lymphoma, as well as sarcomas. Despite their efficacy relative to cancer control,

alkylating agents are extremely toxic to follicles – particularly follicles that have been

recruited into the growing pool. Importantly, the effect of alkylating agents on the

gonads depends on a variety of parameters including patient age (the younger the

patient, the bigger the ovarian reserve). The five-year survival rates for prepubescent

girls with cancer are greater than 70%; however, when treated with alkylating agents

these girls are at risk of premature ovarian failure (POF). Most girls who do not lose

ovarian function post-treatment will, however, experience premature menopause prior

to 40 years. It has been shown that girls have an overall 6.3% chance of developing POF

(children with Hodgkin’s lymphoma being at the greatest risk of POF at 30.7%),

whereas 60% of women below 30 and 100% of women over 30 run the risk of POF

(Chapman, Sutcliffe and Malpas, 1979a, 1979b; Chemaitilly et al., 2006).

It had been thought that preventing follicles from entering the growing pool, by

suppressing ovulation by treating patientswith birth control or gonadotrophin-releasing

hormone (GnRH) analogues, would prevent the loss of follicles during chemotherapy.

However, data in rats have shown that cyclophosphamide stimulates the ovary,

resulting in a larger number of growing follicles, and treatment with Lupron (leupror-

elin), to suppress ovulation, did not protect the ovary from POF (Letterie, 2004).

Research in humans has been conflicting. Data from Blumenfeld (Blumenfeld, 2007;

Blumenfeld et al., 2008) have shown that women with Hodgkin’s lymphoma that were

exposed toGnRH agonists resumed cyclicity in 96.9%of cases, compared to nontreated

controls (63%). Currently GnRH analogues are not suggested as a strategy for fertility

preservation due to lack of randomized trials and its ineffectiveness inmales (Oktay and

Sonmezer, 2008).

Other chemotherapeutics, such as doxorubicin (known as Adriamycin), target

tumours by intercolating into DNA and inhibiting topoisomerase II, thereby stopping

transcription. These agents are used to treat lymphomas and leukaemias, as well as solid

tumours of the breast, lung and ovaries. Though doxorubicin is considered to be mildly

toxic to the ovary, many women treated with this chemotherapeutic experience

irreversible amenorrhoea or early menopause (Faddy et al., 1992).

Knowing that chemotherapeutics may either affect the overall follicle reserve or

may cause genetic defects in oocytes stresses the importance of discovering drugs

that are fertoprotective. Ideally, creating drugs with targeted delivery mechanisms,
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such as compounds targeted to receptors that are overexpressed on the surface of

cancer cells, would keep ovaries as well as hormone-producing tissues free from

toxicity.

19.2.2 Radiation

Just as certain chemotherapeutics affect the follicular reserve, radiation can also have

detrimental effects on fertility. Radiation causes DNA damage in cancer cells as well as

normal cells of the body. This causes cells to initiate their own cell cycle checkpoint

control and activate DNA repair mechanisms, or results in cell death. Women who are

exposed to pelvic, abdominal and spinal radiation are at risk for developing ovarian

failure. Depending on the woman’s level of exposure, radiation exposure can result in

damage to ovaries aswell as the hormone-producing regions of the brain (hypothalamus

and pituitary). It is found that young girls exposed to 10–20 Gy of pelvic radiation often

do not complete or fail to undergo normal puberty. Treatment with 4–6 Gy of pelvic

radiation in adultwomen, and as little as 600 cGy inwomenover the age of 40, is enough

radiation exposure to result in POF (Wallace and Thomson, 2003; Wallace, Thomson

and Kelsey, 2003).

Not only are the ovarian follicles affected by radiation; many different tissues can be

affected, leading to infertility. The uterus, for example, is greatly affected. It must

develop a lining thick enough for implantation to occur (�7mm); however, with

radiation the uterus can become scarred, reducing blood flow and resulting in a thin

endometrium that cannot support implantation (Larsen et al., 2004). The concept of a

uterus transplant has existed since 2000, when the first human uterus transplant was

made. Though the surgery was a success, the transplant failed after three months

(Fageeh et al., 2002). Interestingly, uterus transplants in rats have proven to be

successful (>70%); however, much research will have to be completed before it is

attempted in humans again (Wranning et al., 2008).

Young girls and womenwho have been treated with radiation for tumours of the head

and neck run the risk of developing hypogonadotropic hypogonadism. This affects

hypothalamic-pituitary function, resulting in reduced secretion or a failure to secrete

gonadotrophin-releasing hormone (GnRH). Recently, it has been found that puberty can

be initiated in young girls by administering conjugated oestrogens; however, to

maintain menstrual cyclicity, exogenous hormones must continuously be given (Ascoli

and Cavagnini, 2006). Fertility may also be restored in adults with hypogonadotropic

hypogonadism by giving exogenous pulsatile GnRH (Ascoli and Cavagnini, 2006;

Hall et al., 1994).

19.2.3 Other fertility-threatening diseases

Although the term ‘oncofertility’ centres around cancer, fertility preservation methods

and assisted reproductive technologies (ARTs) used for oncofertility apply to all

diseases and/or therapies that threaten fertility. Here we discuss two diseases that

result in loss of fertility in which preservation techniques can be used.
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systemic lupus erythematosus (SLE) is a chronic autoimmune disease that can affect

any part of the body, particularly the nervous system, heart, lungs, skin, joints, liver and

kidneys. The disease used to be fatal; however, with advancingmedicine approximately

80% of patients survive 20 years from the time of diagnosis. It is unclear whether SLE

directly affects fertility; however, treatments for SLE, namely NSAIDS and corticos-

teroids, as well as cyclophosphamide, are all implicated in infertility (Gracia and

Ginsberg, 2007; Ostensen et al., 2006). The risk of amenorrhoea is correlated with the

age of the patient as well as the cumulative dose of cyclophosphamide; because of this,

SLE patients would make excellent candidates for reproductive intervention early in

treatment if fertility preservation is desired. Lupus patients not only have an increased

risk for amenorrhoea, they are also at increased risk for early pregnancy loss due to a

tendency for their symptoms to flare due to elevated oestradiol (Le Thi Huong

et al., 1994; Macut et al., 2000). Because of the risks to SLE patients as well as

potential foetal risk, many SLEwomen opt for controlled low-dose ovarian stimulation,

followed by embryo transfer and carefulmonitoring as a high-risk pregnancy (Costa and

Colia, 2008), or the use of gestational surrogates.

Turner syndrome is a genetic disorder, occurring in 50 per 100 000 births, caused by

chromosomal aneuploidy, most commonly (45,X), with at least half of the cases being

mosaic (Hjerrild, Mortensen and Gravholt, 2008). There are several health-related

issues in classical Turner patients, such as infertility, hypogonadism, short stature,

cardiovascular malformations, liver abnormalities, type-2 diabetes, and low bone

density. Interestingly, congenital malformations are frequent amongst the 45,X karyo-

type, where other Turner karyotypes frequently see an increase in endocrine disorders.

Classical Turner patients lose all germ cells at the 18th week of gestation, and the

lack of oestradiol and testosterone during the teen years results in the failure to

develop secondary sexual characteristics (hypogonadism) (Hjerrild, Mortensen and

Gravholt, 2008). It has been found that some girls do spontaneously initiate puberty

(15–30%), with 2–5% reaching menarche, indicating that ovarian follicles may

survive in some Turner cases, suggesting potential for fertility preservation (Birgit

et al., 2009). For other patients, it is advised that they have endocrine therapy to

initiate puberty for bonemineralization and socialization. Follicles have been found in

Turner patients with both 45,X karyotype and mosaic phenotypes, in girls with and

without spontaneous puberty. It is possible to use ovarian tissue cryopreservation to

preserve fertility for these patients if ovarian tissue can be isolated at a young enough

age, prior to POF. The ovarian tissue could then be transplanted back into the abdomen

after endocrine therapy and pubertal onset to achieve regular menses (Birgit

et al., 2009; Hjerrild, Mortensen and Gravholt, 2008). Due to the high probability

of abnormalities in oocytes from Turner patients, preimplantation genetic diagnosis,

chorionic villus sampling and amniocentesis is advised in patients who choose to have

children (Birgit et al., 2009; Verschraegen-Spae et al., 1992).

19.3 Options for oncofertility

There are several fertility-sparing options for women and men who are facing a

diagnosis of cancer. However, even today many patients as well as physicians
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concentrate on the diagnosis at hand and forget about the post-treatment effects of the

anticancer regimen.

19.3.1 Hormone stimulation

The most successful technology to ensure the possibility of having biological children

in the future is hormone stimulation followed by in vitro fertilization or intracyto-

plasmic sperm injection (ICSI) and embryo cryopreservation. This is ‘standard of care’

for women with cancers that are hormone insensitive. If the woman has the ability to

postpone treatment, she can be stimulated with exogenous gonadotrophins to produce a

large number of growing follicles that can be aspirated to collect mature oocytes that

will be fertilized and stored for her use. Depending on the case, the woman is usually

stimulated every day for approximately 10 days with 225 IU of recombinant human

FSH, followed by hCG to induce oocyte maturation. Cumulus–oocyte complexes are

aspirated out of the ovary prior to ovulation, where they are mixed with sperm for

fertilization. After 24 hours, eggs that show two pronuclei are cryopreserved or vitrified

for the patient’s later use. In the event that the woman does not have a sperm donor,

several clinics are currently using protocols to cryopreserve and vitrify MII oocytes.

Currently, it is thought that vitrification is superior to slow-freeze cryopreservation

of MII oocytes, with development to blastocyst rates of 33.1 and 12%, respectively

(Cao et al., 2009; Cobo et al., 2008a, 2008b).

19.3.2 Ovarian tissue cryopreservation (OTC)

For patients inwhomhormone stimulation is not an option due to time constraints, or for

patients that want to pursue more avenues of fertility preservation, ovarian tissue

cryopreservation is another option. As detailed earlier in this chapter, depending on a

woman’s age, the ovary is filled with thousands of primordial follicles and numerous

growing follicles. Interestingly, the outer 1mm of ovarian tissue consists mainly of

primordial follicles. Primordial follicles are very hardy and can easily survive the

cryopreservation (slow freeze) or vitrification (fast freeze, no ice crystal formation)

process due to their size and limited fluid volume.

The cryopreservation process consists of two critical steps: freeze and thaw.

Both steps are equally important in order to minimize damage to the tissue and cells

from ice crystal formation. To prevent ice crystal formation the pieces of tissue are

incubated in a cryoprotectant, namely ethylene glycol, at a concentration that is

cryoprotective yet is not toxic to the tissue. For an excellent review on cryopreservation

and vitrification please see Mullen and Critser (2007). Currently several institutions

have generated protocols for removing tissue from 1–2mm� 1–2mm� 1 cm to

1mm� 1 cm� 1 cm of cortex from an ovary prior to treatment, and cryopreserved

it for patients’ later use. Cryopreserved and vitrified tissue has been transplanted

successfully back into the abdomen of patients. These cases will be discussed later in

this chapter.
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19.3.3 In vitro maturation and oocyte vitrification

Womenwho opt to store ovarian tissue for later use also have an option to vitrify mature

oocytes if they are present. Currently, women who opt to cryopreserve their ovarian

tissue usually have a large portion of their ovary or one of their ovaries removed. The

ovary is halved and the inner medulla or vasculature is removed. The outer 3–5mm of

cortex is cut into thin sections for cryopreservation. As the ovarian tissue is sectioned,

several large follicles are often punctured. Immature oocytes can be collected at each

stage of the tissue removal process. Oocytes are found at all stages from naked,

completely immature tomatureMII oocyteswith expanded cumulus. Immature oocytes

are placed in human in vitromaturationmedium (Sage) containing hCG and FSH for up

to 48 hours. Oocytes that reachMII stage are denuded and vitrified for the patient’s later

use.

19.4 Frontiers in oncofertility

There is exciting work going on in the field of oncofertility. Scientists are examining

new ways to ensure that patients undergoing fertility-threatening therapies will have

options post-treatment.

19.4.1 3D follicle culture

An exciting new direction in oncofertility research is the isolation and growth of small

secondary follicles in culture in the hopes of producing fertilizable oocytes. Research

has already shown that individual secondary follicles isolated from 12 (Kreeger

et al., 2005) and 16 day-old (Xu, Woodruff and Shea, 2007) mice can be enveloped

in a biomaterial called alginate and grown in culture. Alginate, a product of seaweed,

acts as an inert matrix allowing for the 3D growth of the follicle (West et al., 2007).

Mouse follicles grow to form an antrum, and by day 4 of culture secrete oestradiol and

progesterone as well as androstenedione, which is representative of theca cell differ-

entiation (Xu, Woodruff and Shea, 2007).

When the oocyte is stimulated to undergomeiotic resumption by addingLH,EGFand

FSH at day 12 of culture, the cumulus–oocyte complex fully expands and breaks

through the boundary of the follicle. Metaphase II oocytes retrieved from these follicles

have been fertilized, and the resulting embryos have been transferred into pseudopreg-

nant mice, leading to the birth of live pups (Xu et al., 2006).

This experimental technique is now being adapted to nonhuman primates, and

humans. To date, researchers are able to encapsulate early secondary follicles in

alginate and culture them for a period of 30 days. Human follicles grow up to be

approximately 1mm in diameter and contain large antral cavities. Hormone profiles of

these follicles are similar to what is measured in mice.

There are definite differences between follicles in mice and follicles in primates,

particularly the length of the follicular cycle. Nonhuman primates and humans take

much longer to grow a preovulatory follicle (�90 days) compared to mice (�20 days),
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and they more than likely will take much longer to grow in culture. Determining the

right concentrations of hormones as well as the ideal biomaterial for growth will be key

to the production of a fertilizable oocyte.

19.4.2 Organ cultures

The majority of follicles in ovaries at any one time are of the primordial and primary

stage (Gosden andTelfer, 1987). It has been extremely difficult, particularly in primates,

to achieve the transition process from primordial follicle stage into the growing pool of

follicles in culture. It has been shown that primordial follicles from newborn mouse

ovaries are capable of being grown in organ cultures to the preantral stage. After

removing cumulus–oocyte complexes from growing follicles, they were cultured for

12–14 days, resulting in oocytes that were competent to resumemeiosis, to be fertilized

and give rise to the birth of live pups (Eppig, O’Brien and Wigglesworth, 1996; Eppig

andO’Brien, 1996;O’Brien, Pendola andEppig, 2003).Recently, it has been shown that

biopsies of human tissue, containingmostly primordial follicles, can be cultured for six

days, at which point secondary follicles can be isolated. During an additional four days

of individual follicle culture, it has been found thatmedia supplementedwith activin can

induce follicle growth and small antrum formation (Telfer et al., 2008). The question

still remains as towhat is the best way to culture a secondary follicle in order to obtain a

mature oocyte capable of being fertilized and forming a healthy embryo.

19.4.3 Ovarian tissue transplant

Though ovarian tissue transplant is still considered to be an experimental procedure, it

has proven to be a successful fertility-restoring technique. Scientists have shown the

successes of ovarian transplant studies beginning in animals with allografts in rabbits

(Knauer, 1986), autografts in sheep (Gosden et al., 1994) and xenotransplants from

wombats to rats (Wolvekamp et al., 2001). Since then, several human cases have shown

that not only can fresh tissue be transplanted between monozygotic twins (Silber

et al., 2008; Silber and Gosden, 2007; Silber et al., 2005), ovarian tissue that has been

cryopreserved and stored for several years can be transplanted back to reinitiate

follicular growth and cyclicity (Camboni et al., 2008; Donnez et al., 2008).

For women using ovarian tissue transplant for fertility restoration, cryopreserved or

vitrified ovarian tissue removed prior to chemotherapy and/or radiation would be

transplanted orthotopically (near the infundibulopelvic ligament) if the fallopian tubes

were kept in place. In the instance of a heterotopic transplant, sites such as the forearm

are used. Depending on the size of the cryopreserved ovarian tissue, cortical strips are

thawed and sutured together to form a patchwork, which is then connected to supportive

vasculature. Presently, there are over 20 successful cases of fresh and frozen ovarian

transplant cases (Gosden, 2008).On average it takes approximately three to fourmonths

(approximately the same time as follicular growth) for cyclicity to begin after

transplant, and women have become pregnant as early as the third cycle (Silber

et al., 2008; Silber and Gosden, 2007; Silber et al., 2005). Still, techniques of tissue
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cryopreservation and vitrification are being perfected, which will only make ovarian

tissue transplant a more effective and common method of fertility preservation.

19.5 Conclusions

Much has been learned in the last three decades about the regulation of ovarian follicle

development and activation. The development of in vitro systems that faithfully

recapitulate the in vivo environment are useful not only to our fund of knowledge

about reproductive systems but may also be applied to young women with a diagnosis

that results inmedically induced infertility. There are stillmany hurdles in both the basic

and applied reproductive fields, but there are rapid advancements that make this an

exciting time to be in reproductive biology and medicine.
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Figure 1.1 Structure of the hermaphrodite gonad. (a) Diagram of a young adult hermaphrodite,
showing the digestive system in light green, and the gonad in grey. Anterior is to the left, and
ventral is down. (b) Inset diagram of the anterior ovotestis, showing cells of the somatic gonad. The
distal tip cell is yellow. Sheath cell 1 is dark blue, sheath cell 2 is light blue, and sheath cell 3 is tan.
The second member of each pair is on the opposite side of the gonad, with only the edge of sheath
cell 1 visible. sheath cell pair 4 is peach, and sheath cell pair 5 is orange. (c) Inset diagram of the
anterior ovotestis, showing the germ cells. Cells expressing female transcripts and proteins are pink,
and those expressing male transcripts are blue. Cell corpses are black circles, and residual bodies are
blue circles. (d) Cross-section of the gonad
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Figure 1.2 The core sex-determination pathway. Genes promoting male fates are blue, and those
promoting female fates are pink. Arrows indicate positive interactions, and ‘�a’ indicates negative
interactions. Proteins are indicated by capital letters, and genes by lowercase italics
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Figure 1.3 Model for the sperm/oocyte decision in adults. (a) Inmales, HER-1 binds to and represses
the TRA-2A receptor; in this diagram, we do not depict cleavage of TRA-2A, but it has not yet been
proven that HER-1 prevents this cleavage. The FEM/CUL-2 complex degrades full length TRA-1, which
is needed to maintain spermatogenesis in older animals; thus, some TRA-1A is shown being degraded,
and some entering the nucleus and regulating targets. The fog-1 and fog-3 genes are transcribed and
promote spermatogenesis. In the figure, the black ellipses represent RNA polymerase, and the dark
blue ellipsis represents ubiquitin. (b) In adult hermaphrodites, TRA-2 and TRA-3 are active, and
prevent the FEM/CUL-2 complex from degrading TRA-1A. One possibility is that cleavage of TRA-2A by
TRA-3 releases an intracellular fragment that inhibits the FEM complex by binding FEM-3. TRA-1 is
cleaved to produce an aminoterminal fragment that represses transcription



Figure 1.4 Translational regulation of germ cell fates. (a) The distal tip cell promotes FBF activity. In
germ cells, the GLP-1 (Notch) receptor is activated by a signal from the distal tip cells (reviewed by
Kimble and Crittenden, 2007). Working through the transcription factor LAG-1, it promotes tran-
scription of fbf-2. The FBF proteins in turn promote mitotic proliferation or female germ cell fates.
Through a feedback loop, they also inhibit their own translation; repression of fbf-1 by FBF-2 and
repression of fbf-2 by FBF-1 have been demonstrated, and auto-repression is inferred. Proteins are
shown in uppercase, and genes in lower case. Arrows indicate positive interactions, and ‘�a’ indicates
negative interactions. (b) Modulation of the core sex-determination pathway by translational
regulators (highlighted in grey; see text). The FBF proteins act at several points in the sex-
determination pathway to prevent the translation of messenger RNAs that promote spermatogenesis.
Similarly, GLD-1 acts with FOG-2 to prevent translation of tra-2 messages, which normally promote
oogenesis. GLD-1 also binds tra-1messages. All molecules that promote male fates are blue, and those
that promote female fates are pink. (c) Expression of translational regulators in L3 hermaphrodites. A
schematic of the L3 gonad is shown at top, with the distal tip cells (DTC, yellow) at either end, and
other somatic cells (black) in the centre. Rough sketches of the protein levels of key translational
regulators are shown below; since none of these studies compared different proteins in the same
animals, the regions shown are only approximate. The PUF-8 expression pattern is based on a PUF-8::
GFP transgene (Ariz, Mainpal and Subramaniam, 2009). NOS-3 is based on antibody staining (Kraemer
et al., 1999), as are FBF (Zhang et al., 1997), FOG-2 (Clifford et al., 2000), GLD-1 (Jones, Francis and
Schedl, 1996) and FOG-1 (Lamont and Kimble, 2007)



Figure 2.1 Germ cell specification and migration during early mouse development. The primordial
germ cells are first identified at 7.25 dpc within the proximal epiblast (a). This population proliferates
and migrates through the hindgut (b and c) to colonize the genital ridges by 11.0–12.5 dpc (d).
Throughout this process, genetic regulation reinforces the germ cell lineage with suppression of
somatic cell genes and upregulation of germ cell-specific genes. X-Chromosome reactivation occurs in
female gonads prior to imprint erasure in both sexes. Cartoons for the mouse embryos were adapted
from Sasaki and Matsui (2008) and Boldajipour and Raz (2007)

Figure 2.6 Schematic ofmeiosis. In the ovary, oogonia enter the first stages of meiosis I and begin
to arrest in diplotene of prophase I by 17.5 dpc. Following follicle growth, meiosis I is completed
with the exclusion of a polar body, and meiosis II is undertaken before arresting in metaphase II.
The final stages of meiosis are not completed until fertilization, where the second polar body will be
formed. In the testis, spermatogonia proliferate mitotically until 12.5 dpc, when they begin entry
into G1/G0 arrest. This is maintained until several days after birth; mitosis is resumed at
approximately 5–10 dpp, when they migrate to the basement membrane and become self-renewing
spermatogonial stem cells. Following puberty, another round of mitosis yields primary spermato-
cytes that progress completely through meiosis I and II to produce four haploid spermatids. These
cells must then undergo further maturational changes as they progress through to ejaculation and
eventual fertilization



Figure 2.7 Retinoid signalling and meiosis induction. The mesonephroi of both male and female
gonads are rich sources of RA. In the female, this diffuses into the gonad proper from the anterior pole
to induce meiosis in the germ cells. This is concomitant with an upregulation of various meiotic
markers and the downregulation of pluripotency marker Oct4. In the testis, Sertoli cells produce the
retinoid-degrading enzyme gene Cyp26b1 to degrade RA as it invades the gonad thereby preventing
male germ cell entry into meiosis. Male germ cells enter G1/G0 arrest concomitant with the up-
regulation of several cell-cycle suppression genes

Figure 4.2 Overview of patterns of interaction between oocytes and follicle cells in diverse
organisms. Molluscs (squid, a), amplify surface interactions within the follicle by extensive folding
in the follicular epithelium which invaginates the oocyte; amplification in mammals (b, gerbil, c,
bovine) involves formation of numerous TZPs that are attached to the actin-rich oocyte cortex. Panels
a, b, and c are labelled with nuclear marker (red) and F-actin (white, phalloidin). The remaining panels
illustrate acetylated tubulin labelling (white) and nuclei (red) in surf clam (d), dogfish (e), and
baboon (f) follicles. Stable microtubule-rich TZPs link somatic cells to the oocytes in each of these
species providing channels for direct communication. Scale bar¼ 10mm, with the exception of d,
where bar¼ 20mm



Figure 4.4 Representative confocal images demonstrating remodelling of TZPs during LH-induced
meiotic maturation in horse follicles. (a) Organization of TZPs in an immature GV (germinal vesicle)
stage oocyte; (b) TZP organization after LH exposure. Note the retraction of actin-rich TZPs but
maintenance of contact between larger TZPs and oolemma. Nuclei are labelled in red and phalloidin-
actin in white. Scale bar¼ 10mm

Figure 9.1 Oocytemeioticmaturation. In the ovaries, oocytes are arrested at prophase I. At the time
of ovulation, a hormonal signal triggers meiotic maturation: germinal vesicle breakdown (GVBD);
formation of themetaphase I spindle (meta I); first meiotic division (1st div) and extrusion of the first
polar body (1st PB); formation of themetaphase II spindle (meta II). In vertebrates, the oocyte arrests
at metaphase II. Fertilization releases this arrest: the egg completes the second meiotic division
(2nd div) by extruding the second polar body (2nd PB) and initiates a series of embryonic divisions



Figure 9.2 MPF activation at entry in first meiotic division: principles and diversity among species.
(a) First type (mouse, rat, starfish): MPF activation by the meiotic inducer does not require protein
synthesis and occurs after a short lag period. MPF activity is generated from the pre-MPF stock and
involves an autoamplification mechanism. The pre-MPF stockpile is low. Once it has been converted
into MPF, synthesis of cyclin B (cycB) takes place and increases MPF activity. (b) Second type
(Xenopus, some fishes and amphibians, many mammals): MPF activation by the meiotic inducer
requires protein synthesis and occurs after a few hours’ lag period. Newly synthesized proteins allow
the generation of the first MPF molecules. This MPF trigger allows the conversion of the pre-MPF stock
into MPF according to an autoamplification mechanism independent of protein synthesis. (c) Third
type (some fishes and amphibians): the prophase oocyte does not possess any pre-MPF stockpile. MPF
activation by themeiotic inducer requires synthesis of cyclin B that binds pre-existing Cdc2molecules
and directly generates active MPF after a lag period of several hours. MPF activity accumulates as a
function of the cyclin B synthesis rate, without involving an autoamplification mechanism



Figure 9.3 Starfish oocyte model. Binding of 1-methyladenine (1-MeAde) to its receptor releases
Gbg that activates PI3K and, in turn, PDK. Then PDK activates Akt/PKB that suppresses Myt1 activity
and activates Cdc25. Thefirstmolecules of activeMPF originate from the pre-MPF stockpile and initiate
the autoamplification mechanism. cycB ¼ cyclin B

Figure 9.4 Xenopus oocyte model. Binding of progesterone to an unidentified membrane receptor
leads to the synthesis of cyclin B (cycB) that binds and activates Cdc2. The newly formed active
complexes bring about Cdc25 activation and Myt1 suppression. Then, the first molecules of active MPF
that initiate the autoamplification mechanism do not originate from the pre-MPF stockpile but are
formed de novo by synthesizing cyclin B. If cyclin B translation is impaired, the Mos/MAPK/p90Rsk

pathway, that is turned on by Mos synthesis, can lead to MPF activation by inhibiting Myt1. In this
case, the first molecules of active MPF originate from the pre-MPF stockpile



Figure 9.5 Fish oocytemodel. Binding of steroids to an unidentifiedmembrane receptor leads to the
synthesis of cyclin B (cycB). Cdc2 is activated solely by cyclin binding, and escapes the regulation by
Myt1 and Cdc25. Pre-MPF molecules are absent. MPF activity results from the accumulation of the
newly formed complexes between synthesized cyclin B and pre-existing monomeric Cdc2, and
consequently does not involve the autoamplification process



Figure 9.6 MPF autoamplification model. The autoamplification mechanism relies on the ability of
active Cdc2–cyclin B complexes to activate their activator Cdc25, and inactivate their inactivator
Myt1. Cdc2 partially phosphorylates Cdc25, enhancing the activity level of Cdc25, and Cdc25
dephosphorylation by PP1. Pin1 and Suc1 could regulate the interaction of Cdc2 with Cdc25 through
conformational changes. Plx1 andGreatwall (Gwl) are activated under the control of Cdc2. Thefirst one
directly phosphorylates Cdc25 and counteracts the inhibitory effects of PP2A, whose activity
is downregulated by Gwl. On the other side, Cdc2 plays a central role in inhibiting Myt1 both directly
and through the activation of the Mos/MAPK/p90Rsk pathway. Whether the Mos/MAPK/p90Rsk

pathway and Plx1 contribute respectively to Cdc25 upregulation and Myt1 downregulation is still
a matter of debate. Red circle on Cdc25¼ Ser287 inhibitory phosphate targeted by PP1; green circles
on Cdc25¼ activatory phosphates targeted by Cdc2, Plx1 and PP2A; cycB¼ cyclin B



Figure 15.1 Juvenile mouse ovary showing abundant primordial follicles close to the surface
epithelium, whereas the growing stages are deeper in the stroma. The oocyte cytoplasm is stained for
Vasa and nuclei counterstained with methylene blue. Scale bar¼ 50mm



Figure 16.1 (a) Schematic of the major gamete interaction in three classes of animals. Details of
egg cortex at the site of sperm binding are shown. Chemoattractant layer (yellow) covers the egg
extracellular matrix (blue). The major sperm proteins (red) thought to contribute to the species-
specific events are found first in the acrosome, but following exocytosis are relocated to the sperm
surface. Basic images are modified from Wong and Wessel (2006). (b) Primary sequence maps of
coevolving gamete-binding proteins from each class of animals. Domains specific to each orthologue
are detailed in the legends. Most diverse residues (green) are clustered in select regions. Accession
numbers include: [lysin] Haliotis rufescens (AAA29 196), H. tuberculata (AAB59 168), H. corrugata
(P19 448), H. australis (AAA21 517), Tegula funebralis (AAD28 265), T. brunnea (AAD28 264); [VERL]
Haliotis rufescens (AAL50 827); [bindin] Strongylocentrotus purpuratus (AAA30 038), S. franciscanus
(AAA30 037), Arbacia punctulata (CAA38 094), Lytechinus variegatus (AAA29 997), Heliocidaris
tuberculata (AAQ09 975); [EBR1] S. purpuratus (AAR03 494), S. franciscanus (AAP44 488); [zonad-
hesin] Homo sapiens (AAC78 790), Mus musculus (AAC26 680), Sus scrofa (Q28 983), Oryctolagus
cuniculus (P57 999); [ZPA] H. sapiens (AAA61 335), M. musculus (P20 239), S. scrofa (P42 099), O.
cuniculus (P48 829), Bos taurus (Q9BH10), Canus familiaris (P47 983), and Gallus gallus (NP_001 034
187). Bar represents 100 residues
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Figure 17.1 Ubiquitination and protein degradation. (a) Ubiquitin is sequentially conjugated onto
the E1 activating enzyme, then onto E2 transfer enzyme, and finally E3 ligase brings the E2 close to the
target protein, enabling its ubiquitination. Reiteration of these processes leads to the assembly of a
polyubiquitin chain, and polyubiquitinated proteins are subsequently degraded by the 26S protea-
some. (b) Basic structure of the SCF complex, the archetype of the CRL E3 type ligases. (c) A possible
structure for the APC complex (adapted from Peters, 2006)

Figure 17.2 Main protein degradation events in the C. elegans oocyte-to-embryo transition.
Triggering of degradation of specific proteins by E3 ligases is crucial for the main steps to take
place. APC and CUL-2ZYG-11 ubiquitinate securin and cyclin B, respectively, targeting them for
degradation, thus enabling completion of meiosis. CUL-3MEL-26 targets MEI-1/Katanin for degradation
upon completion of meiosis, allowing the formation of a proper mitotic spindle. SCF targets OMA-1 for
degradation, ensuring the start of zygotic transcription. In the anterior of the embryo, as part of cell
fate patterning, CUL-2ZIF-1 targets PIE-1 (as well as POS-1 and MEX-1, not shown on the figure) for
degradation in a MEX-5/6-dependent manner, and EEL-1 targets SKN-1 for degradation



Figure 17.3 Activation of zygotic transcription. In one- and two-cell stage embryos, OMA-1
sequesters TAF-4 in the cytoplasm, precluding translocation to the nucleus, interaction with
TAF-12 and RNA Pol II, thus repressing transcription. Both OMA-1 and TAF-12 bind TAF-4 via its
histone fold, thus competing for binding through this domain. OMA-1 is phosphorylated by MBK-2,
priming it for further phosphorylation by GSK-3, and probably KIN-19 aswell. Phosphorylated OMA-1 is
ubiquitinated by a SCF complex and degraded, releasing repression of TAF-4. TAF-4 is then free to be
translocated to the nucleus, bind TAF-12 and RNA Pol II, leading to transcription activation in somatic
cells. Note that although TAF-4/TAF-12 are present in the nucleus of germline precursors, transcrip-
tion is repressed by PIE-1 (not represented in the figure)

Figure 17.4 Cullin-based E3 ligases and phosphorylation. Four CRLs are involved in degradation of
maternal products: CUL-2ZYG-11 ubiquitinates cyclin B, CUL-3MEL-26 ubiquitinates MEI-1/Katanin, SCF
ubiquitinates OMA-1, and CUL-2ZIF-1 ubiquitinates PIE-1. MEI-1 and OMA-1 are phosphorylated by
MBK-2, enabling recognition by the respective E3 ligase, and MEI-1/Katanin is phosphorylated by an
unknown kinase in order to be recognized by the CRL



Figure 18.1 Incomplete homologous chromosome synapsis in Lsh(�/�) oocytes at the pachytene
stage. (a) Control wild-type oocyte at the pachytene stage stainedwith SYCP3 antibody (green). SYCP3
is a component of the lateral elements of the synaptonemal complex. At this stage, control oocytes
exhibit full synapsis of homologous chromosomes as indicated by the presence of 20 bivalents. (b) In
contrast, following SYCP3 staining (green), Lsh-null oocytes exhibit incomplete homologous chro-
mosome synapsis and persistence of double-strand DNA breaks as indicated by the colocalization of
RAD51 foci (red) with asynapsed chromosomes (arrows). Note the absence of RAD51 foci in control
wild-type oocytes. These results indicate that chromatin remodelling during prophase I of meiosis is
required for proper chromosome synapsis in the female germline. Scale bar¼ 10mM

Figure 18.2 Inhibition of histone deacetylases (HDACs) disrupts meiotic progression and induces
aberrant chromosome segregation. (a) Meiotic metaphase II spindle in control oocytes showing
proper alignment of chromosomes (red) to the equatorial region. b-Tubulin staining (green) confirms
the formation of a bipolar spindle. (b) Inhibition of HDACs with trichostatin A (TSA) results in the
formation of abnormal meiotic spindles, elongated chromatids and a high incidence of chromosome
lagging. Scale bar¼ 10mM



Figure 19.1 Fertility preservation options according to follicle stage. Key: granulosa cells (green);
oocyte (tan); theca cells (purple)
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