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Preface 

The XP conference series established in 2000 was the first conference dedicated to 
agile processes in software engineering. The idea of the conference is to offer a unique 
setting for advancing the state of the art in the research and practice of agile processes. 
This year’s conference was the ninth consecutive edition of this international event. 
The conference has grown to be the largest conference on agile software development 
outside North America. The XP conference enjoys being one of those conferences that 
truly brings practitioners and academics together. About 70% of XP participants come 
from industry and the number of academics has grown steadily over the years. XP is 
more of an experience rather than a regular conference. It offers several different ways 
to interact and strives to create a truly collaborative environment where new ideas and 
exciting findings can be presented and shared. For example, this year’s open space 
session, which was “a conference within a conference”, was larger than ever before.  

Agile software development is a unique phenomenon from several perspectives. 
Few expected it to last for more than a few years due to the focus on team-level soft-
ware development and a perceived inability to cope with complex development envi-
ronments. The roots of agile development ideas can be traced back for several decades 
as experienced practitioners gradually materialized the ideas in the form of several 
independently developed methods that shared many common characteristics. Later, 
these characteristics became better known in their expression as the agile manifesto. 
Anecdotal evidence and the popular press indicate that large software-intensive corpo-
rations who operate in complex global development environments are in the process 
of deploying agile processes and practices as part of their de-facto approach to soft-
ware development. This process continues even though attempts thus far to standard-
ize or even set up a list of agreed recommended practices for agile software develop-
ment have fallen short. 

Agile software development is unique from a research perspective as well. Anecdo-
tal evidence suggests that, once applied, it may impact the corporate-wide software 
development ecosystem. It is therefore one of the few research topics that highlights 
the benefits of bringing together the applied research done in software engineering 
with theoretically well-developed information systems research, thereby melding con-
structive pragmatics into holistic views of organizational impacts and beyond. To-
gether, both disciplines can increase our understanding of the concepts, issues and 
impacts of agile processes in various development contexts. For the first time in the 
conference’s history, both the IS and SE community are equally present in the Organi-
zation Committee, in search of the winning balance between abstract perspectives and 
the experiences of practitioners from the field.  

The XP conference has increased its academic standing year by year. The XP 
committee will seek to build upon this trend in the coming years as well. The XP pa-
per submissions went through a rigorous peer-reviewing process. Each paper was 
reviewed by at least two Program Committee members. Of 54 papers submitted, only 
16 were accepted as full papers. The papers represent a set of high-quality research 
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studies addressing a wide variety of different topics ranging from history and evolu-
tion of agile methods to new conceptual models of agility, human factors in agile 
development and technical aspects of agile processes. The conference program also 
included a number of interactive workshops, panels and the conference-within-a-
conference open space event. This year’s XP also presented a number of high-profile 
keynotes from Dave Snowden, Kati Vilkki and Philippe Kruchten. XP 2008 presented 
the largest tutorial offering ever seen in the conference history. The participants had 
the option to participate in 19 half-day tutorials. 

We would like to extend our gratitude to all those who contributed to the organiza-
tion of the XP 2008 event. The authors, the sponsors, the Chairs, the reviewers, and all 
the volunteers: without their help, this event would have not been possible.  
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Essence: Facilitating Agile Innovation 

Ivan Aaen 

Department of Computer Science, Aalborg University, Denmark 
aaen@acm.org 

Abstract. This paper suggests ways to facilitate creativity and innovation in ag-
ile development. The paper applies four perspectives – Product, Project, Proc-
ess, and People - to identify ways to support creative software development 
based on agile principles. The paper then describes a new facility - Software In-
novation Research Lab (SIRL) - and drafts a new method concept for software 
innovation called Essence. Finally the paper reports from an early discovery 
experiment using SIRL and Essence and identifies further research. 

Keywords: Software innovation. 

1   Introduction 

This paper is motivated by two observations: (1) Globalization and technological 
development opens new challenges for software development in high-cost countries. 
A viable software industry in our part of the world will likely depend on the ability to 
create high-value products in close collaboration with customers. (2) Agile develop-
ment opens new opportunities for software innovation by allowing for changes and 
adaptations even late in development projects. Software innovation is one main strat-
egy for creating high-value software products. 

Software innovation is a complex topic and to make it more manageable, the paper 
applies four views on innovation - Product, Project, Process, and People - to allow 
for separation of concerns.These views are inspired by Pressman [1] as a way to flesh 
out important aspects of software development while maintaining an overview. 

The paper is very much research in progress. First I contrast traditional and agile 
software development with respect to software innovation. Then I describe a new 
facility - Software Innovation Research Lab (SIRL) - and a new method concept - 
Essence - intended to facilitate software innovation. Lastly I report from an early 
experiment on the use of physical space in SIRL and the logical views in Essence. 

2   A New Outlook for Software Innovation 

A brief look at the Software Engineering Body of Knowledge[2] or the Capability 
Maturity Model Integration [3] shows that the traditional software development para-
digm aims for predictable and documented software production. Agile development - 
according to the values and principles expressed in the manifesto [4] - aims for software 
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development. The traditional line of thinking sets one scene for software innovation, 
while agile thinking sets a quite different one.  

2.1   Product 

One of the four values in the Agile Manifesto [2] - Working software over compre-
hensive documentation - marks major differences between the two paradigms. These 
differences are about requirements, design, and testing. 

Traditional software development focuses on requirements elicitation, on up-front 
design in order to get the architecture right from the start, and on verification and 
validation to ensure, that deliverables are consistent and comply with requirements. 
Agile development focuses on whole team [5], emergent design [6], test-infected 
development [7] and sees testing as confirming that user and customer needs are met. 

Product innovation is about developing new or changed products and services [8]. 
Both traditional and agile development sets conditions for product innovation. Tradi-
tional development tends to subjugate innovative ideas to the requirements specifica-
tion. In practice this often leads to an early and small window of opportunity for  
innovative ideas, as path dependencies - costs related to rework - effectively impede 
later changes. Moreover, these ideas will normally come from the customer. Agile 
development reduces path dependencies significantly and makes dialogue between 
customers, users, and developers easier. 

Both rely on customers as a main source of innovative ideas. Neither stresses the 
potential in combining application area expertise with the technological expertise held 
by developers. Moreover, both approaches are generally reticent on innovation. 

2.2   Project 

The agile manifesto values responding to change over following a plan and thereby 
emphasizes the project-view on software development. 

Traditional project management focuses on cost and schedule, and includes  
requirements management, predictive planning, resource allocation, risk planning, 
quality planning, and plan management [2]. Collecting comprehensive information 
up-front is key. Agile development focuses on adaptive planning with built-in feed-
back loops [9], and is based on incremental development with frequent releases. 

Project innovation here refers to changes in the context, where products or services 
are produced - what Tidd et al. labels as position innovation [8] - or to the way a soft-
ware project is managed to achieve innovative solutions. Project innovation is both 
about stimulating creativity and innovation throughout the project, and about identify-
ing options in previous projects that may offer breakthroughs to a new project. 

Requirements management, detailed predictive planning, and plan oversight are  
essential to traditional project management. Such principles tend to curb project inno-
vation by limiting efforts to use results and experiences from past projects to the be-
ginning of a new project for the sake of scheduling and requirements management. 
Agile development encourages a gradual formation of solutions combined with ad-
justments based on previous experience. These principles contribute to build an  
environment for innovative work via cooperation in the whole team.  
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There seems to be little advice on how to sustain creative and innovative work 
throughout a software development project. In agile development the window of op-
portunity for introducing new ideas widens to cover a larger part of the entire project. 
This wider window necessitates that managerial ways be found to balance progress 
and achievement on the one side and creativity on the other. 

2.3   Process 

By valuing individuals and interactions over processes and tools the agile manifesto 
highlights the gap between a traditional emphasis on standardized software processes 
and an agile emphasis on practice, competence, motivation, and reflection [10]. Build-
ing stable software processes stands at the center of the traditional paradigm. The 
best-known strategy for this is software process improvement (SPI) [2]. In agile de-
velopment, processes are not products - objects - by themselves, but rather practices 
that evolve dynamically with the team as it adapts to the particular circumstances. 

Process innovation is about developing new or improved ways to produce products 
or provide services [8]. To separate product and process innovation, process innova-
tion here only denotes changes in software development. Traditional SPI no doubt is 
the best-known example of process innovation in software engineering. SPI efforts 
develop process changes to be rolled-out in the organization via descriptions, best 
practices, and templates to support the process. Agile process innovation strategies are 
very different. Here processes are cultivated in the team while developing software. 
Examples of central mechanisms for developing and disseminating good agile devel-
opment practices are sitting together, pair programming, shared code, and continuous 
integration. 

Neither traditional nor agile development methods aid innovative work via meth-
ods, techniques, or tools. Innovation and creativity are treated as exogenous to soft-
ware development - as something to be taken care of by external disciplines. 

2.4   People 

The people view is about the stakeholders in software projects. Examples of stake-
holders are senior managers, project managers, developers, customers, super-users, 
end users, and marketing people. Here I will focus on the whole development team, 
i.e. developers and customer representatives. Main concerns are personal and collec-
tive development, communication, and cooperation. 

The agile manifesto values customer collaboration over contract negotiation.  
Specifically this value concerns the relationship between developers and customers. 
Traditional development views people essentially as functions. Standardization and 
division of work are ideal for minimizing communications costs, for getting new staff 
up to speed quickly and for exchanging staff between projects when needed. Agile 
development puts more emphasis on self-organization, socialization and tacit knowl-
edge. Whereas interpersonal communication in the traditional line-staff organization 
is considered a cost that should be minimized, agile teams employ communication as 
the primary way to exchange information and negotiate options. 

People innovation is about changing the ‘mental models’ which frame what an or-
ganization does, e.g. changes in the perception of self, of the development team, of 
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the users, or of the market, corresponding to what Tidd et al. calls paradigm innova-
tion [8]. Changes in mental models may help remove blocks or develop new perspec-
tives opening for novel possibilities and solutions. 

Little in traditional software development supports people innovation. SPI involves 
organizational change but rarely paradigmatic change. Likewise requirements elicita-
tion generally develops a quite conventional understanding of a user organization. 
Agile software development is not elaborate on people innovation either, but the 
manifesto value mentioned above points to one significant attribute of agile develop-
ment that could lead to changed perspectives: The frequent melding of team and  
customer views via customer collaboration and formation of whole teams. Likewise 
self-organizing teams may add to the readiness for change.  

Neither traditional nor agile software development offers much to develop new 
mental models of the development organization or of application areas and markets. 

3   SIRL- Software Innovation Research Lab 

In this and the following section I will present SIRL and Essence and outline how 
they support the four views of software innovation identified above. SIRL (Fig. 1) 
was established in August 2006 at Department of Computer Science at Aalborg Uni-
versity to facilitate research on software creativity and innovation. The lab supports 
team-based software development using modern development principles. 

The lab is used for all phases in a development project and enables working as in-
dividuals, as pairs, and as a team. The lab supports: 

• Collective idea-generation via interactive boards 
• Creative processes via physical movement and localization 
• Applying multiple perspectives via spatial separation 
• Maintaining holistic overview via logical coherence 
• Flexible arrangement of furniture and equipment 
• Free communication and eye contact. 

To support multiple perspectives the lab contains four interactive boards represent-
ing four generic views: Earth, Water, Fire and Air. The views were named after 
Empedocles of Acragas (ca. 495-435 BCE), who in his Tetrasomia, or Doctrine of the 
Four Elements, argued that all matter is comprised of these four elements. 

A great many modern systems of perspectives also come in fours. Examples are 
SWOT (Strengths, Weaknesses, Opportunities, Threats), McCarthy’s 4P within mar-
keting (Product, Pricing, Placement, Promotion), Gupta’s 4P within Six Sigma proc-
ess management (Prepare, Perform, Perfect, Progress), Liker’s 4P within management 
(Philosophy, Process, People, Problem solving), Tidd, Bessant & Pavitt’s 4P within 
innovation (Product, Position, Process, Paradigm) and finally Pressman’s 4P within 
software engineering (Product, Project, Process, People). The four generic views of 
SIRL therefore accommodates many and quite different systems of perspectives of 
relevance to creative and innovative software development. 
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Fig. 1. SIRL layout fall 2007 

SIRL is equipped with four interactive screens (Smart Board 660) with projectors, 
four desktop computers, and one server. The main software is Visual Studio™ IDE 
for software development and Smart Ideas™ for idea generation. 

4   Essence – Innovation in the Agile Team 

Essence is a method concept currently under development in SIRL. The concept is 
named after Quintessence, the cosmic fifth element added by Aristotle to complement 
Empedocles’ four earthly elements. Essence is based on a number of ideas that can 
only be briefly listed here: 

• Melding creative sessions with agile development to employ development speed 
and flexibility throughout the project. 

• Extending existing agile development methods. Essence is not a separate method. 
• Entrusting the development team - rather than external specialists - to be creative. 
• Kinesthetic thinking - using location and movement in thinking and simulation. 
• Using roles to promote the application of multiple perspectives and particularly to 

strengthen synergies between customer challenges and developer ambitions. 
• Using views for separation of concerns to provide a conceptual division of problem 

spaces and to balance overview with detail and coherence with transparency. 
• Using modes to adapt Essence to incremental development in the project. 

Essence is intended to be lightweight, easy and fun to use. Lightweight as cere-
mony and project overheads must be kept at a minimum so as not to have projects 
drop Essence for lack of time. Easy to use as the time needed before Essence is useful 
should be short and the activities in Essence should come natural to the participants. 
Finally Essence should be fun to use to further motivation and outcome.  

The strategy for this is to base activities on principles similar to role-playing games 
and improvisational theater. Both of these are based on defined characters, settings 
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and situations, whereas the events and actions are largely left to the participants them-
selves to develop via disciplined improvisations. To ensure a familiar basis for these 
improvisations, the characters and settings are based on permanent structures (roles 
and views respectively), whereas situations reflect a current status or challenge. 

Team members have roles defining their characters. Each role has a set of ideals or 
values providing a clear raison d’être [11] to the role. The Challenger is the customer 
and has all the responsibilities of an on-site customer, yet should pose project re-
quirements in the more open form of challenges. The Responder is the developer 
employing technical competence to deliver ambitious responses. These two roles 
engage in a dialogue where solutions are developed by contrasting application area 
needs and desires with technical opportunity. The Anchor serves to keep the team 
absorbed and focused on delivering exciting solutions - what Zultner referred to as 
Exciting Requirements [12]. The last role is the Child; this role is temporary as any-
one on the team can take this role temporarily at any given time. The Child may raise 
any idea or issue - even when contrary to decisions made earlier by the team. This 
role is named after the child in The Emperor’s New Clothes who said: But he hasn't 
got anything on and thereby revealed the emperor’s folly. 

The setting is part of framing the story world - the shared view that forms the basis 
for expressing each characters ideals [11]. To define the setting, Essence maps Press-
man’s 4P from software engineering onto SIRL’s four generic views. 

The situation introduces the dynamic element to complete the story world: The 
point of departure for the game. The first part of this comes in the form of Essence 
Games. Essence Games are inspired by Hohmann’s Innovation Games [13] and  
numerous methods described in Huczynski [14]. Essence Games are based on the 
principle of saying yes - accepting all offers that other characters bring into the situa-
tion [11]. Until now two Essence Games have been outlined and tried. The other part 
is the project state. Projects are in one of three states defining the situation to be ad-
dressed - Idea, Plan, or Growth. Idea is the mode for suggesting possible courses of 
action and for developing concepts. Games in this mode are mainly exploratory. Plan 
is where proposals for doing or achieving goals are developed and necessary prepara-
tions are identified. This mode leads to decisions about what to do, when, and by 
whom. Games in this mode focus mainly on inventory building to identify tasks. 
Growth is where ideas find actual form via evolution, experimentation, selection, 
maturation, expansion, enlargement, and progress. Games in this mode are mainly 
confirmatory and investigate if the project maintains a focus on innovation. 

To ensure continuity from Essence game to project activities and also minimize 
game preparations, Essence structures should form part of the project infrastructure. 
Without this, game sessions may not have any real impact on the project. In the  
following I will outline how such continuity might be pursued. 

4.1   Product 

Interactions between stakeholders from the application and development areas may 
serve as means for exchanging perspectives and developing challenging ideas possi-
bly leading to innovative results. Methodologically Essence stimulates dialogue be-
tween Challenger and Responder in order to develop ambitious technical responses 
and answer application area challenges. Visually the Product view lets the responders 
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represent the product being built - the source code - to make the product and proposi-
tions for changes to it more tangible in team discussions. 

4.2   Project 

Project-wise software innovation faces at least two challenges: How to manage inno-
vative projects, and how to get inspiration from past projects when addressing new 
problems. The challenge grows as the window of opportunity for innovation widens. 
This requires project status and progress to be balanced against visions. 

A comprehensive response to these challenges has yet to be developed for Essence. 
One main strategy may be to use metaphors as instruments for transferring knowledge 
and inspiration from one area to another. Methodologically Essence will therefore 
propose a repository of metaphors derived from past projects and products. Visually 
the Project view supports the Challenger in maintaining project status and planning 
throughout the project by giving an overview of status & backlog for the sprint and 
for the project. 

4.3   Process 

The Process view supports innovative and creative work by offering an assortment of 
ways to develop and explore concepts and ideas, to elicit tasks and requirements, and 
to investigate and confirm if the project upholds an appropriate level of innovation. 
Methodologically Essence will therefore contain a repertoire of creative methods, 
tools, and techniques such as Innovation Games (Hohmann, 2006) adapted to Essence 
with respect to roles, views, and modes. Visually the Process view provides the An-
chor with an overview over and access to this repertoire throughout the project. The 
Process view also contains tools for brainstorming, innovation and creativity such as 
ThoughtOffice™ and Smart Ideas™. 

4.4   People 

The People view facilitates the development of new mental models of the develop-
ment organization or of application areas and markets. Methodologically the Child 
role in Essence empowers at any time any member of the team to irresponsibly ques-
tion basic assumptions, values or the like in the project for a while. Interventions from 
external consultants might also find place here. Visually the People view shows appli-
cations of the software under development. Throughout the project this view visual-
izes use scenarios for example via video footage from the user organization, video 
link to actual users, etc. This view also serves as main access point to off-site stake-
holders using video chat, Skype or similar. 

5   Early Experiments with Essence and SIRL 

Both SIRL and Essence introduce concepts, structures, and ways of working that to 
my knowledge have not been combined before. They are still early in their develop-
ment, and experiments will therefore serve to provide insights and knowledge about 
their utility and produce ideas for how to apply them. At this stage, experiments  
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cannot provide enough information or evidence to support conclusions, yet they might 
help in formulating hypotheses to be tested at a later stage. For that reason, the early 
experiments with Essence and SIRL take the form of discovery experiments [15,16]. 
The aim of discovery experiments is to weed out less promising ideas and put the 
focus on what can best be achieved as well as on conditions for implementation. 

 We have worked on SIRL for 18 months now. The idea is to develop SIRL and 
Essence incrementally by using them for software development. In the following, I 
will report on experiences using physical space in SIRL in combination with the  
logical views of Essence. These experiences are based on a term project with four 
students in the fall of 2007. Based on Scrum the project developed an IDE plug-in 
supporting pair programming between developers in different locations. This discov-
ery experiment addresses among other things two questions: 

• Is it useful to physically distribute views in SIRL on four screens? 
• Is it useful to logically split up views in Product, Project, Process, and People? 

In four months the project completed four Scrum sprints. The students rotated the 
Essence roles to ensure that everybody served as Challenger, Responder, and Anchor. 
The Child role was not used. Related to these sprints the students responded to a ques-
tionnaire with 16 questions on their experiences using screens, views relative to their 
particular role in the sprint. These responses were coded using a 48-node coding tree 
with TAMS Analyzer, version 3.41. 

The responses reflect variations with respect to personality, time (sprint #) of the 
project, and role. In the following, I will address the two questions. For simplicity, I 
will refer to roles in the first two sprints as early Challenger, Responder etc., and to 
roles in the two last sprints as late. 

5.1   Experiences with Physical Space 

Early Challengers found the physical distribution helpful for planning and oversight 
by showing the project and sprint backlogs and the running product simultaneously. 
One early Challenger observed: I think the screens were great for splitting up 
thoughts and discuss issues. The screens help keeping ideas alive. The screens help 
establish overview. Every discussion was persistent in a way, and because of the 
physical split they were also more focused. Late Challengers reported briefly on their 
experiences, as they played a limited role in the project.  

Early Responders saw themselves as developers and did not engage much in dia-
logue with the Challenger, leaving this dialogue to the Anchor. For that reason, early 
Responders focused mainly on their own Product screen. The physical distribution 
was useful for overviews and for allocating tasks. Late Responders also focused on 
detailed development. This reflects the limited size of the software making it fairly 
easy to maintain an overview of the entire product. Larger projects with more people 
and more refactoring would likely make more screens useful for Responders. 

The group used the Anchor role like a Scrum Master with a stronger managerial 
role than expected in regular uses of Essence. Early Anchors found separate screens 
useful to split up and discuss issues, focus on ideas, and maintain overview. Late 
Anchors pointed more to specific episodes where multiple screens helped maintain 
overview while addressing details. Thus this early discovery experiment suggests that 



 Essence: Facilitating Agile Innovation 9 

splitting up physically on interactive screens has potential, but also  - not surprisingly 
- that this calls for the Essence roles to be well understood by all team members. 

5.2   Experiences with Logical Views 

Early Challenger experiences with logical views are on a par with those of physical 
space. One of them observed:  Having the ability to see the two backlogs and the 
running product at the same time helped to understand how each requirement had 
been seen by the team and how it had been implemented. The other early Challenger 
observed that the roles help distribute responsibilities. The People and Project views 
were deemed most important for communication and discussion. Late Challengers 
also primarily used the People and Project views to show and prioritize backlog items. 

Early Responders used the People and Project views to overview tasks and assign-
ments. The Process and Product views were not sufficiently developed to be fully 
useful. As one of them observed: There were unused possibilities in Essence - we 
should have used more views. Another late Responder observed that the roles help 
distribute responsibilities: This way I have specific responsibilities and can concen-
trate on them [but] the four views were not easy to use directly. 

The first Anchor saw little use of the views specifically for his role. The second 
Anchor used the People and Project views in meetings to keep track. The third An-
chor used all views episodically and two of them (Product and Project) the rest of the 
time, while the fourth primarily used the Project view for status. 

Consistent for all sprints was that the views were not fully used as intended. The 
primary use of the views was for project overview and coordination - i.e. for project 
management - whereas the expected main benefit of them - for creative dialogue un-
der development - was not obtained. Further benefits from using these logical views 
may not be obtained without a stronger methodological foundation. 

6   Conclusion 

This paper has presented SIRL, a facility for experimenting with software innovation, 
and Essence, a method concept drafted with use in SIRL in mind. An early discovery 
experiment suggests conditions for using physical and logical distribution of project 
views for agile teams. There seems to be benefits in physical and logical distribution 
for project management, whereas the potential for creative development has yet to be 
fully demonstrated. A mature understanding of Essence roles and ideas must be in 
place in order to investigate this potential. This constitutes one future line of research. 

Essence will be based on a static structure of roles and modes defining charac-
ters,and settings and dynamic situations with events and actions developed by the 
participants themselves via disciplined improvisations. How to build such structures 
and situations constitutes another line of research in the coming years. 
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Abstract. The scrum software development process has recently gained much 
popularity as an agile method primarily focusing on project management. 
Scrum has been derived as a set of principles of good management of software 
projects, from experienced practitioners. In this paper, we discuss the elements 
of Scrum in relation to a proposed theory of the “big five” components for ef-
fectiveness in small teams. We also discuss the theory of scrum in relation to 
these components, and in relation to a case study of a start-up Scrum team. 

Keywords: Agile software development, scrum, software engineering, team ef-
fectiveness, empirical software engineering, case study. 

1   Introduction 

Agile software development methods denotes a set of practices for software develop-
ment, created by experienced practitioners [23]. Agile processes deal with the chal-
lenge of an unpredictable world by relying on “people and their creativity rather than 
on processes” [12]. 

Scrum is one of the most popular agile development methods. Rising and Janoff 
[14] described Scrum as a development process for small teams, which includes a 
series of short development phases, “sprints”, which typically lasts from one to four 
weeks. The team captures identified tasks in a backlog, which is reprioritized and 
updated in the beginning of each sprint. This also includes estimating the effort re-
quired to complete each task. The customer participates in the sprint meetings, but is 
not allowed to influence the team in between the meetings. During a sprint, the team 
holds short daily Scrum meetings to discuss progress, plans and potential problems. 
Scrum is thoroughly described by Schwaber and Beedle [18]. 

The cornerstone argument for the suitability of Scrum is that software development 
is a complex process where many factors influence the final result. It is therefore 
difficult or even impossible to plan ahead such as described in traditional waterfall-
like development processes. Scrum extends incremental software development to 
what is called “empirical process control”; where feedback loops is the core element. 
Abrahamsson et al. [1] describe Scrum as an agile process which primarily deal with 
project management. Scrum is inspired by a range of fields like complexity theory, 
system dynamics and Nonaka and Takeuchi’s theory of knowledge creation [21], 
adapted to a setting of software development. 
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There are few studies of Scrum in the research literature [6]. Most of the studies 
are reports with little scientific backing of claims. We have found three lessons-
learned reports from companies taking up Scrum [14, 17, 20], and three case studies 
examining the combination of XP and Scrum [7], the overtime amongst developers 
and customer satisfaction in Scrum [10] and experience with scrum in a cross-
organizational development project [5]. 

Software development processes depend significantly on team performance, as 
does any process that involves human interaction. This focus on teams has been the 
motivation of this study, where we want to discuss the relation between the general 
literature on teams and in particular team effectiveness and Scrum. We ask the fol-
lowing research questions: 

• How does Scrum support the factors which influence effective teamwork? 
• How can challenges when introducing Scrum be explained by the factors influenc-

ing effective teamwork? 

2   Research Design and Method  

Given the focus above, we have designed a study of a project using Scrum, focusing 
on factors which influence teamwork in a single-case holistic study [22]. We now 
describe project context, data sources and analysis. 

2.1   Study Context 

This case study was done in the context of a larger action research program, where 
several companies have introduced elements from agile development in response to 
identified problems. Scrum was introduced in one company because they wanted to 
improve their ability to deliver iteratively and on time, increase the quality, improve 
the team-feeling and team communication. All 16 employees in the development 
department were introduced to Scrum at the same time.  

The goal of the first Scrum-project was to develop a plan and coordination system 
for owners of cables (e.g., electricity, fibre) and pipes (water, sewer). The project 
produced a combination of textual user-interfaces and map-functionality. 

The company was used to having people work independently, in small projects, so 
the case project was one of the largest so far for the organization. Four thousand 
hours, six developers, one Scrum-master, and a product owner were allocated to the 
project. The product owner was from the same company as the developers, but was 
situated in another city. He acted as a representative for the customer who was the 
local government of a Norwegian city. The project kick-off was in May 2006, first 
installation was in October and final installation was planned to be November 2007. 
Prior to the kick-off some initial architectural work was done, and some coding activi-
ties had started. The project used .Net.  

2.2   Data Sources and Analysis 

The two authors conducted ethnographic observations and used interviews. During the 
observation periods, we visited the team once or twice a week, in total 60 observations 
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lasting from 10 minutes to 8 hours. In each observation session, we participated in daily 
scrum meetings, planning meetings, retrospective, review meetings, and observations of 
developers working. We took notes on dialogues, interactions and activities. The dia-
logues were transcribed and integrated with notes to produce a detailed record of each 
session. In addition, we interviewed four of the developers after the second sprint, and 
all developers, scrum master and product owner after the project was completed. The 
analysis draws on this broad material, and is structured after a framework for team ef-
fectiveness, presented in the following. 

3   Team Effectiveness; The “Big Five” and Scrum 

Much research has been devoted to the topic of teams. In particular, the question of 
what processes and components comprise teamwork and how teamwork contributes 
to team effectiveness has received much attention [9, 16]. Stewart [19] conducted a 
meta-analysis of 93 team studies examining the relationship between team design 
features and team performance. He found that teams can indeed be designed for high 
performance, and proper design has in fact proved critical for success.  

There is, however, an important difference between team productivity and team ef-
fectiveness. There are several models for team effectiveness in the literature. Some 
emphasize that team effectiveness must be seen more holistic than productivity, tak-
ing also into account the interaction of a team. Productivity will in some cases rely on 
external factors for the team. 

A number of frameworks have been proposed to classify teamwork behaviours 
(e.g. [11], [8], [16]). However, there is a lack of consensus concerning the conceptual 
structure of teamwork behaviours [15]. Some have criticized that studies of teamwork 
have been fragmented and not suitable for practical use [16]. A recent review of this 
body of research by Salas et al. [16] tries to answer this critique and make the studies 
practically usable, suggesting the “Big Five” components of teamwork.  

Salas et al. [16] argue that teams require a complex mixture of factors that include 
organizational support and individual skills, and also teamwork skills. Therefore, 
Salas et al. have condensed the knowledge on teamwork into the “Big Five” frame-
work, see Fig. 1. The five components are: team leadership, mutual performance 
monitoring, backup behaviour, adaptability, and team orientation. Each of the “Big 
Five” is required for team effectiveness, but each component may be manifested dif-
ferently across most teams task types because of constraints of team task and varying 
needs of the team [16]. The “Big Five” require three coordinating mechanisms: shared 
mental models, closed-looped communication, and mutual trust.  

Building on the theoretically and empirically grounded “Big Five” framework, we will 
now describe each component of the framework, how this component is addressed in 
Scrum, and how we observed this component in the project which was adopting Scrum.  

3.1   Coordinating Mechanisms 

Shared Mental Models: are supported in Scrum through the involvement by the 
product owner, focus on the project vision, and the planning resulting in a backlog, 
and the retrospective meeting. The daily scrum is important for understanding team 
members’ tasks. 
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Fig. 1. The proposed model of “Big Five” in teamwork by Salas et al. [16] 

In the case, because of highly specialized skills and a corresponding division of 
work, it was a problem to develop shared mental models both on a project level and 
on a task level. Without a clear understanding of the system being developed, plan-
ning was difficult. The planning meetings turned out to be discussions between the 
Scrum-master, product owner and the developer that was going to do the work. 

Definition [16]: “An organizing knowledge structure of the relationships among 
the task the team is engaged in and how the team members will interact”. 
Behavioural Makers [16]: “Anticipating and predicting each other’s needs. Identify 
changes in the team, task, or team-mates and implicitly adjusting strategies as needed”. 
Scrum: The team is supposed to focus on the high level goal setting in the up front 
planning. The product owner should provide a vision to help this process. Every 
stakeholder is involved in this planning which is conducted as a co-located meet-
ing. The sprint and product backlogs describe what is to be developed. 
Case-study: The product owner was responsible for communicating the features 
this system was going to provide. But he lived in another city, was very busy, and 
became sick in a critical phase. There was a lot of communication between the 
developers and the product owner but according to the developers it should have 
been more, to help them better understand how the system was going to be used. A 
proper vision was also missing. 
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Closed-Loop Communication: Communication is supported in Scrum with feedback 
on a daily basis in addition to in the end of each sprint. However, closed-loop com-
munication is only explicitly supported by the review meeting. 

In the project, because of highly specialized skills and focus on their own module, 
the developers did not always listen when others were talking in the daily meeting. 
Another reason for developers not paying full attention was that the focus of the meet-
ings was often general project problems, not related to development.  

Definition [16]: “The exchange of information between a sender and a receiver 
irrespective of the medium”. 
Behavioural Makers [16]: “Following up with team members to ensure message 
was received. Acknowledging that a message was received. Clarifying with the 
sender of the message that the message received is the same as the intended mes-
sage”. 
Scrum: The daily Scrum is the most important mechanism, but also the retrospec-
tive, planning meeting and review meetings provide feedback loops. There is no 
mechanism that ensures that sent communication is accurately understood.  
Case-study: A database model developed shortly before summer holiday, had to be 
rewritten during the summer when the person who had made the model was on 
holiday. The developer thought he had communicated what he did to the others. 
However, the daily meetings increased the overall communication. 

Mutual Trust: Scrum does not have mechanisms to directly develop mutual trust, but 
assume that there is a culture of mutual trust in the team. Without mutual trust it will 
be difficult for the team to commit to the backlog, and keep the deadline. 

In the project, the three issues mentioned above could have been handled better in 
order to improve the mutual trust. If team members do not feel that their input is val-
ued or that the information they provide will be used appropriately, they may be less 
willing to participate in information sharing [2]. 

Definition [16]: “The shared belief that team members will perform their roles and 
protect the interests of their team-mates”. 
Behavioural Makers [16]: “Information sharing. Willingness to admit mistakes and 
accept feedback”. 
Scrum: The whole team is supposed to commit to what is to be delivered during a 
sprint. Trust is then needed because team members must be willing to accept a risk 
to rely on each other to meet deadlines and contribute to the team task.  
Case-study: In interviews, most of the people involved in the project stated that 
they trusted others in the team to do what was expected by the team. However, 
some events lead to a lack of trust. First, in the beginning of the project, project 
members thought the scrum master was overreacting to problems stated at the daily 
meetings. This led them to not reporting problems when the scrum master was 
present. Second, the fact that developers focused on their own “plan” resulted in a 
lack of trust from the Scrum-master. Third, the developers discovered towards the 
end of the project that the deadlines the scrum master presented were not the final 
deadlines. 
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3.2   The “Big Five” of Teamwork 

Team Leadership: The Scrum-master is presented as a coach, focusing on protecting 
the team against external noise, removing impediments and facilitating the different 
processes defined by Scrum. Salas [28] do not directly describe self-organizing teams, 
however in such teams, leadership should be diffused rather than centralized [22], that 
is, team leadership should be divided among the Product-owner, Scrum-master, and 
the self-organizing team. Team leadership should ensure that the tasks are coordi-
nated, and that accurate shared mental models are developed. 

In the project, developing shared mental models was difficult, due to the company 
focus on specialization and corresponding division of work. When the Scrum master 
acted more like a project manager than a coach, he reduced the ability of the team to 
self-organize. A developer stated: “There was really little discussion about what we 
could deliver, more about what we had to deliver”. Problem solving was often not 
done in the team, as problems related to a module were often seen as personal, and 
therefore not reported to the group.  

Definition [16]: “Ability to direct and coordinate the activities of other team mem-
bers, assess team performance, assign tasks, develop team knowledge, skills, and 
abilities, motivate team members, plan and organize, and establish a positive at-
mosphere”. 
Behavioural Makers [16]: “Facilitate team problem solving. Provide performance 
expectations and acceptable interaction patterns. Synchronize and combine indi-
vidual team member contributions. Seek and evaluate information that affects team 
functioning. Clarify team member roles. Engage in preparatory meetings and feed-
back sessions with the team”. 
Scrum: The team has authority and responsibility for many aspects of their work, 
such as planning, scheduling, assigning tasks to members, and making decisions. 
The Scrum master is often described as a coach or facilitator. The Scrum master 
works to remove the impediments of the process, runs and makes decisions in the 
daily meetings and validates them with the management [18]. 
Case-study: A general problem in the company is to protecting the team against 
request from other projects, which also in this project resulted in the team in peri-
ods losing resources. The scrum master often acted more like a project manager 
than a coach. According to the product owner, “this was necessary ... everyone are 
engaged in many projects, so you really need someone to push in order to get 
things done”. 

Mutual Performance Monitoring: Scrum enables performance monitoring through 
feedback loops for each day and iteration. 

For the project, participants said they had a better overview than in previous pro-
jects, but because of a lack of shared mental models there were individual goals and 
this reduced the possibility for mutual performance monitoring, since missing shared 
mental models leads to ineffective feedback [16].  

Definition [16]: “The ability to develop common understandings of the team envi-
ronment and apply appropriate task strategies to accurately monitor team-mate 
performance”. 
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Behavioural Makers [16]: “Identifying mistakes and lapses in other team mem-
bers’ actions. Providing feedback regarding team member actions to facilitate self-
correction”. 
Scrum: In the daily Scrum each team member answers three questions: What did 
you do since last Scrum meeting? What are you going to do until next Scrum meet-
ing? What are the obstacles in your way? Daily scrums address impediments, to 
discover other team-members problems. The sprint burndown gives a daily picture 
of remaining work and team progress. The project review and retrospective shows 
what has been done and leads to discussions on performance.  
Case-study: The daily scrum was held almost every day, but people did often not 
listen to what others were talking about. The burndown was not updated regularly.  

Backup Behaviour: Scrum only describes the team as multifunctional and self-
organizing. However, to fully self-organize backup behaviour is important, because it 
is a mechanism that affects the team’s capability to adapt to changing situations and 
environments [16]. 

In the project, the highly specialized skills and corresponding division of work re-
sulted in a lack of redundancy. This lack of redundancy reduced the flexibility and, 
thus, the possibility for backup behaviour. 

Definition [16]: “Ability to anticipate other team members’ needs through accurate 
knowledge about their responsibilities. This includes the ability to shift workload 
among members to achieve balance during high periods of workload or pressure”. 
Behavioural Makers [16]: “Recognition by potential backup providers that there is 
a workload distribution problem in their team. Shifting of work responsibilities to 
underutilized team members. Completion of the whole task or parts of tasks by 
other team members”. 
Scrum: The team is seen as multifunctional. Self-organizing is an important charac-
teristic of a Scrum team, meaning the team is supposed to find out themselves how 
to solve the tasks they have committed them selves to deliver. 
Case-study: Few problems related to development tasks were discussed among the 
developers as these problems were seen as personal problems. Also, the developers 
did not want to edit others code, and there were difficulties with doing others work 
when people were not available to the project (e.g. sick, on vacation, or travelling). 

Adaptability: Scrum is designed to adapt to change, by frequent feedback loops and 
replanning. 

In the project, the problem with “highly specialized skills and corresponding divi-
sion of work” was thoroughly discussed, and the team decided to focus on this chal-
lenge. However they did not manage to radically change their working practice during 
the project. Changing the way of working is difficult, and when it involves a transi-
tion from specialized skills to redundancy of functions, it requires a reorientation not 
only by the developers but also by the management. 

Definition [16]: “Ability to adjust strategies based on information gathered from 
the environment through the use of backup behaviour and reallocation of intrateam 
resources. Altering a course of action or team repertoire in response to changing 
conditions (internal or external)”. 
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Behavioural Makers [16]: “Identify cues that a change has occurred, assign mean-
ing to that change, and develop a new plan to deal with the changes. Identify  
opportunities for improvement and innovation for habitual or routine practices. 
Remain vigilant to changes in the internal and external environment of the team”. 
Scrum: Continuous planning and feedback from the customer is important in 
Scrum making it possible to respond to unexpected demands. The retrospective 
makes it possible to reflect and improve both the project and the process.  
Case-study: Problems with self-organization lead to problems with developing a 
new plan, solve problems, and identify improvements. The conditions changed, but 
they had did not act upon these changes.  
The project participants did not give feedback on the problem regarding the struc-
ture of the meeting before the last retrospective. 

Team Orientation: Scrum foster team orientation through the planning and retrospec-
tive meetings, self-organizing and the vision. 

The company was lacking a system for support. If a developer became responsible 
for a solution the developer  needed to support it as long as he or she was working in 
the company. This resulted in the developers not wanting to take responsibility and 
less willing to contribute their knowledge to problem-solving processes, because 
when team members feel that the project reflect largely external demands, then they 
are less likely to identify with the project. 

Definition [16]: “Propensity to take other’s behaviour into account during group 
interaction and the belief in the importance of team goal’s over individual mem-
bers’ goals”. 
Behavioural Makers [16]: “Taking into account alternative solutions provided by 
team-mates and appraising that input to determine what is most correct. Increased 
task involvement, information sharing, strategizing, and participatory goal setting”. 
Scrum: The team does high level goal setting in the up front planning. The Product 
owner should provide a vision to help this process. Further goal setting are done 
through sprint planning and somewhat through daily scrums. The team members 
are empowered to make commitments that fit themselves, while the team as a un-
ion is responsible for end results. Scrum is also focused on team consensus rather 
than dictatorial project managers. 
Case-study: Specialisation and the lack of cohesion between short-term and long-
term planning are signs of reduced team orientation. However, many commented 
on a good team atmosphere. 

4   Conclusion and Further Work 

In this paper, we have described the agile process Scrum and a software development 
project, using the “Big Five” framework for team effectiveness. We have seen that 
Scrum has several mechanisms in place in order to support the factors in the frame-
work, but we have also seen that many of these mechanisms were not easy to imple-
ment in practice in the case organization. As for our first research question, “how 
does Scrum support the factors which influence effective teamwork?”, we found the 
following: 



 Scrum and Team Effectiveness: Theory and Practice 19 

The aspect of team leadership is not appropriately addressed in Scrum. In a self-
organizing team, leadership should be diffused rather than centralized [4]. Scrum puts 
emphasis on self-organizing teams and coaching, but does not give clear advice on 
how this should be implemented. Second, back-up behaviour is an issue that is not 
clearly described in Scrum. In the literature on self-organizing teams, we find that 
redundancy or back-up behavior has been identified as an important prerequisite for 
self-organization [4, 13]. Combining Scrum with for example the practice of pair 
programming in XP [3] would improve this aspect. Third, Scrum is not very specific 
on how to establish mutual trust in the development team, although this is implicitly a 
prerequisite for a self-organizing team. 

As for our second research question, “how can challenges when introducing Scrum 
be explained by the factors influencing effective teamwork?”, we found: 

The main deviations from the recommended practices in the framework were first 
that the project suffered from lacking long-term planning, handling of problems and 
establishment of mutual trust. Second, the mutual performance monitoring was hin-
dered by the team not using the burn-down charts throughout the project. Third, the 
team orientation suffered from specialization in the team, which lead to participants 
primarily focusing on their own issues. Fourth, mutual trust was not fully developed, 
which resulted in problems not being reported and a lack of self-organization. 

In the future we plan to use the “Big Five” framework in studying more projects, in 
order to get a better understanding of what the main challenges are when companies 
are seeking to promote effective teamwork through implementing agile development 
processes. 
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Abstract. In this paper we report from a study of the implementation and early 
experiences of using Scrum for radical product innovation in a traditional, ma-
trix-organized software company. The empirical data was collected in an inter-
view-based case study. The case data show a company undergoing significant 
change due to a recent corporate take-over which has lead to a re-thinking of 
the roles and tasks of the organization at all levels. We draw on an already es-
tablished framework for analyzing the organizational change process. The 
analysis results in a set of observations that we use subsequently in the discus-
sion of practical lessons for organizations facing similar challenges. 

Keywords: Agile, Scrum, Product innovation, Organizational change. 

1   Introduction  

The case we have studied reveals some significant challenges and lessons to be 
learned which will be relevant for many software companies. The software company 
is in the midst of changing from a traditional way of organizing and developing soft-
ware to a more modern way that is much more agile. As part of their agile process the 
company has selected Scrum as their main method. At the same time, the company’s 
primary task is to deliver radical product innovation for the mobile phone market and 
in particular to innovate the software services delivered on a mobile phone. Hence, we 
are here at the intersection between the challenges with implementing Scrum and 
implementing innovative product thinking. 

We take Scrum to be the process, set of techniques, principles and perspectives that 
are defined by [1]. In the words of Schwaber and Beedle, Scrum is an approach that 
“reintroduces flexibility, adaptability, and productivity into systems development” 
[1]. Scrum implements an empirically based approach to process control which is 
contrary to the traditional defined process control model. A method is usually seen as 
a way to control a development process. This is not in the sense of the one method, 
but rather in the sense of a method being bits and pieces which fit together and which 
might be useful for particular purposes. It thus makes sense to at look at the literature 
for what to do with implementing such a method. The research on methods for soft-
ware development sees this process as a learning process [2] and as a process of adap-
tation [3] where the dined method is just a small element and where the main focus 
should be on the methods-in-action. 
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Tidd et al. suggest that four types of innovation exist; product innovation, process 
innovation, position innovation, and paradigm innovation [4]. We take the process for 
product innovation to include the four activities of searching and selecting ideas, 
implementation, and learning from the innovation process [4]. The existing literature 
on product innovation has nothing to say on software development and it is therefore 
relevant for modern software companies to bring these two different lines of thinking, 
organizing and working together in a single study. 

2   Related Work 

Scrum is not the only method for agile software development, but it is certainly a 
significant one amongst Beck’s XP [5] and Cockburn’s Crystal Methodologies [6]. 

Like any of the methods ever studied for software development Scrum is never just 
applied. It is implemented in many different forms. It is adapted to the specific needs 
in the company or in a specific project. The experience with using it will vary depend-
ing on who is using it, how it is used and for what purposes. It has been argued in 
information systems research that the practice of developing does not follow methods, 
and it is a-methodical [7]. Others follow a similar view on methods and have found 
through empirical studies that method emerges through practice [8], that methods are 
never used by-the-book [9], or that it is necessary to have a critical view on the use of 
methods [9]. Another strand of research on methods has been concerned with tailoring 
methods to the unique situation where they are to be used, e.g. as combinations of 
methods  [10, 11]. Harmsen et al. [12] and Brinkkemper [13] suggest that methods are 
engineered on the spot to fit the current situation and needs. Reports from empirical 
studies show how this has been done in practice at Motorola [14] and at Intel [15]. 

Product innovation on the other hand is not really a method. It is a task that a com-
pany or a project can undertake. There are many ways in which product innovation 
have been undertaken in organizations. Based on a literature study Slappendel [16] 
suggests the individualist perspective (innovation is driven by champions), the struc-
turalist perspective (innovation is determined by structural characteristics, e.g., type 
of organization, environment etc.), and the interactive process perspective (innovation 
is dependent on the interplay between actors and the organizational structures) as 
three different theoretical perspectives on innovation in organizations. As one exam-
ple,  the work on innovation in organizations by Nonaka and Takeuchi [17] belong to 
the interactive process perspective.  

Whereas Slappendal [16] takes a process view on innovation, Tidd et al. [4] repre-
sents a product view on innovation. That is, they separate innovation according to the 
type of output resulting of an innovation process. They distinguish between product 
innovation (output is often a technology or service), process innovation (changes in 
how products or services are created or delivered), position innovation (changes re-
lated to positioning or re-positioning a product), and paradigm innovation (changes in 
the mental models of the organization itself and of what it does). It is on this back-
ground of related work that we have engaged in the following case study. 
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3   Case Study  

In the following section we present the background of the case study, the research 
approach, and the analysis framework applied. 

3.1   Case Background 

The history of this software company dates back to the late 1980s. It started out as a 
Scandinavian company developing mobile phones. Due to a financial crisis in the mid-
1990s a larger company acquired the company. During its lifetime it has experienced 
several take-overs by multi-national corporations. During the years the company has 
been engaged mainly in development, but also in production of mobile phones. In 2000 
the company was acquired by a dominant player in the mobile phones development 
industry. Being one of 9 development sites worldwide the company changed its organ-
izational structure into a matrix organisation fitting the corporate structure. The matrix 
organization was divided into functional units each headed by a functional manager, 
e.g., a functional unit handling connectivity issues. Developers were split into functional 
departments and from here they were assigned to work on specific development pro-
jects. At that time the company counted approximately 300 employees.  The type of 
work was intended to be R&D, but only on rare occasions was it characterised as re-
search-driven. The organization of work was highly managed. Developers were given 
specific and concrete tasks with fixed deadlines. The development practice followed a 
very structured adaptation of the specify-and-test model also known as the V-model and 
was characterised by considerable documentation work. 

In 2004 the company was acquired by a relatively new player within the mobile 
phone industry in Europe. This did not last long as it was sold again in 2005 to the 
corporation under which it operates today. In late 2007 the organisation has more than 
400 employees. 

After the last take-over in 2005 the company has been given a new role. The com-
pany has been attached to an already established division within the corporation. The 
division worked on wireless innovative technologies and the company was given the 
task of developing unique and radically different and innovative mobile phones. This 
differed from what previously had been the company’s primary task. This new task 
required that the company became more research-driven. Due to the new task and 
desire to show that the division got value for money, the company’s top management 
decided to try a different approach to product development. The approach had to be 
more focused on products, on shorter development cycles, and on responsiveness to 
change. Because of a top manager’s prior positive experiences with Scrum at another 
company, Scrum was chosen as the new development method for software projects. 
Certification programmes for Scrum masters were initiated in 2005 and the first 
Scrum projects were started in the late summer of 2005.  

3.2   Research Approach 

This study may be classified as qualitative research [18] and it uses the case study ap-
proach [19] as foundation. The study was carried out in the spring 2006 spanning a period 
of 4 months. Empirical data was collected through 20 semi-structured interviews, reading 
of historical data, and through several informal face-to-face conversations at the site. Prior 
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to the interviews an interview template was prepared serving as inspiration and as guid-
ance during the interviews. The questions in the template related to prior and current de-
velopment practice. Each interview varied from 30 minutes to more than an hour. All 
interviews were audio recorded. Interviewees came from several development projects as 
well as managerial levels. These were software project managers, product owners, scrum 
masters, developers, functional managers, staff in the technical requirements department, 
and people from the quality assurance function. Upon completion of the interviews the 
audio recordings were transcribed which were then used for the subsequent data analysis. 
The data analysis was conducted in an iterative manner allowing for a continual refine-
ment of the categorisation and selection of observations for further interpretation.  

3.3   Analysis Framework 

This case study is a study of an organization undergoing significant change. For struc-
turing and scoping the search spaces of our analysis we adopt the multivariate frame-
work proposed by Leavitt [20] more commonly referred to as Leavitt’s diamond, see 
Figure. 1. The framework consists of the four variables actors, structure, task, and 
technology. Actors are the people part of the change process. Structure reflects the 
system of authority and power. Task defines the job to be done by the actors and lastly 
Technology represents the means (i.e., tools, techniques, know-how etc.) by which the 
tasks are carried out. These four elements are interdependent and change in one will 
change the state of each of the remaining three variables. 

 

Fig. 1. Leavitt’s diamond 

The framework by Leavitt is simple yet powerful in that it captures the multifaceted 
nature of change in an organizational context. The framework is relevant in this study 
as the implementation of Scrum and the new task of radical product innovation facing 
the organisation cause a significant change process. Much in line with Lyttinen et al. 
[21], we found the framework very useful for scoping and structuring our search for 
central issues in the change process. 

4   Analysis 

In this section we present the central observations in the empirical data.  
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4.1   Observations 

Observation 1: There is a misfit between employee competences and the competences 
required to do radical product innovation and mastering Scrum. 

This observation relates to two relations in Leavitt’s diamond, see Figure 1. That is, 
the relations task-actors and the relation technology-actors. The task-actors relation is 
bound to the misfit between employee competences and the new task of doing radical 
product innovation. The technology-actors relation refers to misfit between people 
competences in following Scrum as a new model for software development.  

As part of the recent take-over in 2005 the company experienced a significant 
change in focus. Coming from software development projects predominantly con-
cerned with known and existing technologies the company was now given the new 
task of developing radical innovative mobile phones. This had several implications. A 
development project’s task was now unknown a priori or was at the most only loosely 
defined and then often changed on a regular basis. Most likely only a product vision 
was passed on to the product owner and the Scrum team. This level of uncertainty 
bound to these projects had never before been experienced. Traditionally the company 
had been an internal subcontractor on larger and already defined and on-going devel-
opment projects with clear feature requirements. Now, the development teams had to 
be proactive, creative yet disciplined, and self-confident in order to live up to the 
demand of producing tomorrow’s mobile phones. In addition, top management had 
decided to implement Scrum as a new development method. The integration of Scrum 
did not happen over night, but as about 20 people had been certified either as Scrum 
Masters, product owners or both, the initiative was rolled-out completely replacing 
the old V-model. However, the interviews showed that not all developers, Scrum 
Masters, and product owners at the time of enrollment felt they had the proper train-
ing in conducting Scrum in a proper way. This re-focusing of the task and the imple-
mentation of Scrum required a complete turn-around in mindset throughout the or-
ganization. Not surprisingly, the empirical data indicated a shortage of developers’ 
and managers’ competences in dealing with these changes.  

Observation 2: Management relied solely on Scrum as enabler for innovation. 

This observation relates to the relation technology-task in Leavitt’s diamond. The task 
is changed to product innovation and it relates directly to the technology (Scrum as a 
method). Scrum is however an insufficient response to the changed task. 

As a response to the new focus on innovation, top management decided to imple-
ment a new way of organizing software projects. Scrum was chosen as the new 
method for development. The decision to drop the traditional development process 
was especially pushed by one of the managers as he had had positive experiences in 
using Scrum in similar projects at a different company. The apparent strengths of 
Scrum such as increased focus on product output, the ability to change course, and 
fostering developer commitment and ownership all seemed relevant in achieving the 
task of product innovation. Through self-organizing teams and co-location enabling 
free communication, the creation of a shared understanding of the problem to solve, 
and ideas for solving these seems intuitively as very good instruments in an innova-
tion process where idea generation, mutual understanding  and communication are 
necessities. However, Scrum does not say anything specific about innovation. It does 
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not address the question on what is required to do innovation: How are ideas gener-
ated, selected, re-fined, and later re-formulated as tasks on a product backlog? These 
questions are important in an innovation process and the latter especially in bridging 
the innovation process with Scrum.  

Observation 3: Unclear and shifting power structures between functional managers, 
scrum masters and product owners as a result of implementing Scrum. 

This observation concerns the relation technology-structure. The introduction of 
Scrum as a method (technology) really requires a changed organization and manage-
ment practices (structure), but these changed were never fully realized and hence 
never implemented. 

The implementation of Scrum as the new development method has had an impact 
on the existing system of authority and power within the organization. Prior to the 
Scrum implementation the organization could be characterized as a traditional matrix 
organization. A matrix organization divided into functional departments each man-
aged by a functional manager responsible for a group of experts within a pre-defined 
knowledge domain, e.g., wireless connectivity. In a functional department all the 
experts are grouped in the same room creating a community of experts. The func-
tional manager decides how many and who is to be allocated on to which software 
project. In addition, the functional manager is responsible for further educating his 
developers. Even though developers within a department belong to different projects 
they are still and have always been physically present in the same room.  

With the introduction of the Scrum method the focus has now shifted away from 
the functional departments to the Scrum projects. This shift is caused by an increased 
focus from top management on product output. A product output coming only from 
the Scrum teams. With the integration of the roles in Scrum, namely the product 
owner and the Scrum master role, the power structure within the organization is 
changing. In the new structure the power and authority of the functional manager 
decreases at the expense of the increasing power of products owners and Scrum  
masters. The previous central role of the functional department is in the eyes of the 
functional managers in danger of turning into a mere supplier of expertise for Scrum 
projects. But, what is maybe more interesting is that the functional departments stand 
the risk of becoming nearly obsolete or they may only exist as virtual groups. That is, 
if a full-scale co-location as prescribed by Scrum is carried out. Co-location was not 
implemented during the case study period though it was discussed. Co-location is 
further elaborated on in observation 4.   

Observation 4: Co-location was not implemented, but wanted by developers and Scrum 
masters. 

As for observation 3 this observation concerns the relation technology-structure.  
During implementation of Scrum all principles within Scrum was sought integrated 

into existing practice. However, one central aspect of Scrum was not implemented. 
That is, co-location was for several reasons found either not important or impossible 
to carry through in the company. One reason that some of the interviewees mentioned 
were inadequate office space. The current office space was characterized by large and 
open rooms that did not facilitate working in isolated small teams as recommended in 
Scrum. Another reason was that several Scrum teams working side by side in one room 
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would break a corporate security rule. Upon the take-over in 2005 a new and much 
tougher security policy had been introduced at the company. This was done to ensure 
that the work on innovative technologies was not compromised. What this meant was 
that all paperwork related to a project should be locked off when leaving ones desk. At 
the end of a work day it should be possible to lock off a room belonging only to that 
project.  Hence, grouping several teams in one large room would make this impossible. 

Yet another reason for not implementing co-location is believed to be connected 
with the apparent power struggle in observation 3. Co-locating Scrum teams would 
mean having people physically grouped according to their Scrum team relation mak-
ing the functional departments and functional managers much less necessary or  
simply serving as virtual departments that group developer’ competences and that is 
responsible for further training and education. 

Product owners, Scrum masters, and Scrum teams perceived the lacking co-
location as frustrating and a wrong decision made by top management. It was per-
ceived by several interviewees as frustrating as it prohibited them in exploiting the 
full potential of Scrum. 

Observation 5: There was a misfit between the agile desire for light-weight documen-
tation and the corporate quality assurance system. 

This observation concerns the relation technology-structure. The Scrum method 
(technology) advocates significantly less documentation than what was required by 
the corporate structures. The implementation of an agile approach through Scrum was 
decided not only as a response to changes in the company’s primary task; it was also 
introduced in order to lessening the documentation work. Documentation work had 
previously taken significant resources and time in performing analysis, design and 
requirements documentation.  

With the introduction of Scrum the management took the opportunity to only spend 
resources on activities deemed value-generating such as coding and hence minimize 
documentation work. The reduced focus on documentation was throughout the or-
ganization received positively. However, the agile principle of “working software 
over comprehensive documentation” [22] did not coincide with the demands for 
documentation set by the corporate quality assurance system. The quality assurance 
system that was maintained by an external quality assurance department had the pur-
pose of tracing and validating the maturity level of a product under development. 
From project initiation until final market launch the project/product must pass a num-
ber of maturity steps in the quality assurance system. For passing a maturity step 
comprehensive documentation of the current state of the product must be provided. 
The current quality assurance system measures product maturity from a number of 
metrics that all are quantitative measures such as lines of code, number of completed 
function points, test coverage, etc. The level of documentation for passing a maturity 
gate is substantial and the documentation is not readily or easily extracted from the 
projects and therefore has to be laboriously created. The project manager of software 
had to prepare a 70 pages report on a weekly or bi-weekly basis documenting the cur-
rent progress and maturity of the projects. As noted by the project manager, it would 
suit their new way of working if products could to a larger extent be measured qualita-
tively rather than quantitatively. A qualitative evaluation would focus on the look-and-
feel of the product more than it would be based on for instance lines of code.  
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4.2   Summary 

The analysis of the empirical data has led to five central observations. These five 
observations concern the relations in Leavitt’s diamond as displayed in Figure 2.  

 

Fig. 2. Mapping of observations onto Leavitt’s diamond 

5   Discussion 

As with any major change process much depends on peoples’ competence and this case 
show a similar pattern. Observation 1 addresses this directly. The developers needed 
considerable training in Scrum, which they then went through. It is fair to state that they 
were then sufficiently competence to start using Scrum and that a new balance between 
the developers and their technology use had been established. This relation will cer-
tainly improve when the developers gradually gain more experience. The framework 
points to the conclusion, that Scrum and the developers’ competences will remain dif-
ferent entities and it will thus make little sense to see the developers’ practice as the 
same as Scrum or that Scrum have been ‘internalized’. This coincides with previous 
results of previous studies, e.g., [2] [3, 23]. Observation 1 becomes more interesting 
when we see it in conjunction with observation 2, that management had their eyes 
firmly focused on Scrum (the technology dimension) to enable the developers to gain 
the competence (the actors dimension) necessary to do product innovation (the task 
dimension). It seems evident that the new technology does not directly address the new 
task. Further, changes in actors’ competences could not alone enable the new task. 

It is interesting that the interview data points to three central observations concern-
ing the relation between Scrum and the structure: Scrum and power structures (obser-
vation 3), Scrum and co-location (observation 4), and Scrum and documentation rules 
(observation 5). The interviews were addressing both Scrum and the radical innova-
tion task and the interviewer did probably not cause the considerable focus on Scrum. 
We find that this bias appeared in the company and that the main reason can be found 
in observation 2. All management attention has gone into Scrum as the primary en-
abler for the task of product innovation.  

It is clear from observations 1, 3, 4 and 5 that this is not a case of successful appli-
cation of Scrum for the purpose of radical product innovation. The developers are 
simply too troubled by how to deal with the new task and how to practice Scrum. In 
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terms of Leavitt’s diamond the relations between the four dimensions are out of bal-
ance. Without assuming that equilibrium would ever occur we may still use the theory 
to point at four dimensions and six relations to be very aware of in agile software 
development. From the viewpoint of managing agile software development it is ap-
parent that too little attention has been paid to other dimensions than technology and 
how changes in the task must lead management to create changes in both the structure 
dimension and in the actor dimension which they have not.  

Let us now return to the question posed in the title: Misfit or misuse? That is, is there 
a misfit between using Scrum for radical product innovation or is it a case of misuse of 
Scrum? If Scrum is not useful for radical product innovation, it would be misfit. Misfit 
would in this case have been caused by poor management decisions. If the developers in 
this particular company did not use Scrum well or properly, it would be misuse. Misuse 
would in this case have been caused by lack of developers’ competence. From the 
viewpoint of research methodology it is a question that has always bothered researchers. 
Most of the research on development methods evaluate methods in the context of their 
use and hence seek to relate features of methods to particular contingencies or at least 
explain how methods and situations can be matched given a particular situation. This 
line of research is not particularly helpful in explaining what is troubling the developers 
in our case. What should they do to turn a growing failure into success? 

Based on our case study and our use of Leavitt’s framework we should now like to 
abandon the simple dichotomy of misfit-misuse. It is not valuable to the company to 
discuss the features of Scrum. The observations and the framework suggest that the 
singleton focus on technology inhibits the further development of the whole agile 
process. The structures would also have to be changed. Not only to comply the guide-
lines in Scrum, but also to cater for the complex task of product innovation. The ac-
tors’ competence would have to be further developed. Not only to become more 
skilled in Scrum, but also to address directly the task’s complexities. The applied 
technologies will have to be extended beyond Scrum to address other aspects of the 
task at hand. Hence, the research scope for an agile method like Scrum must be wider 
than the method and its features. 

6   Limitations and Future Work 

In this study we have looked at an organisation undergoing significant change. A 
change caused by an implementation of Scrum as the enabler for radical product in-
novation. The study points at interesting lessons to be learned for practices in similar 
contexts. With that being said, we also know that our study has limitations. The study 
only covers one case which limits the general applicability of our findings. In addi-
tion, the study was carried out over a period of four months. In this particular case it 
could have been interesting to follow the organisation over a greater time period mak-
ing it possible to observe in greater detail how the organisational change process came 
along. However, due to time and resource constraints we did not have that option. 
With respect to future work, we would like to conduct similar studies in order to look 
for similar observations earning credibility and validity to our findings, but also to 
extend our understanding of the issues emerging when applying Scrum or other agile 
approaches as enablers of product innovation.  
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7   Conclusion 

We have studied a case where a software company have tried to use Scrum to enable 
radical product innovation. The empirical data came from a series of interviews with 
key informants in the company. Leavitt’s framework has then been applied to struc-
ture the findings and that has led to five central observations. The observations are: 
(1) There is a misfit between employee competences and the competences required to 
do radical product innovation and mastering Scrum, (2) Management relied solely on 
Scrum as enabler for innovation, (3) Unclear and shifting power structures between 
functional managers, Scrum masters and product owners as a result of implementing 
Scrum, (4) Co-location was not implemented, but was wanted by developers and 
Scrum masters, and (5) There was a misfit between the agile desire for lightweight 
documentation and the corporate quality assurance system. In the discussion we relate 
the observations to a wider concern. First the observations were discussed within 
Leavitt’s framework and then the discussion extended beyond the question of misfit 
or misuse of Scrum. The conclusion is that the observations are valuable on the way 
to turn a growing failure into a possible success if attention is put on other dimensions 
than technology. 

References  

1. Schwaber, K., Beedle, M.: Agile Software Development with Scrum. In: Martin, R.C. 
(ed.) Agile Software Development. Prentice Hall, Upper Saddle River (2002) 

2. Nielsen, P.A.: Reflections on development methods for information systems: a set of dis-
tinctions between methods. Office, Technology and People 5(2), 81–104 (1989) 

3. Fitzgerald, B., Russo, N., Stolterman, E.: Information Systems Development: Methods-in-
Action. McGraw-Hill, London (2002) 

4. Tidd, J., Bessant, J., Pavitt, K.: Managing Innovation, 3rd edn., p. 582. John Wiley & Sons 
Ltd, West Sussex (2005) 

5. Beck, K.: Extreme Programming Explained: Embrace Change. The XP Series. Addison-
Wesley, Boston (2000) 

6. Cockburn, A.: Agile Software Development. In: Cockburn, A., Highsmith, J. (eds.) The 
Agile Software Development Series, p. 304. Addison-Wesley Professional, Reading 
(2001) 

7. Truex, D., Baskerville, R., Travis, J.: Amethodical Systems Development: The Deferred 
Meaning of Systems Development Methods. Accounting, Management, and Information 
Technologies 10, 53–79 (2000) 

8. Madsen, S., Kautz, K., Vidgen, R.: A Framework for Understanding how a Unique and 
Local IS Development Method Emerges in Practice. European Journal of Information Sys-
tems 15(2), 225–238 (2006) 

9. Fitzgerald, B.: Formalized systems development methodologies: a critical perspective. In-
formation Systems Journal 6(1), 3–23 (1996) 

10. Avison, D., Nandhakumar, J.: Information Systems Development Methodology in Use: An 
Empirical Study. In: Lessons Learned from the Use of Methodologies. BCS, London 
(1996) 

11. Vidgen, R.: Constructing a web information system development methodology. Informa-
tion Systems Journal 12(3), 247 (2002) 



Misfit or Misuse? Lessons from Implementation of Scrum in Radical Product Innovation 31 

12. Harmsen, F., Brinkkemper, S., Oei Han, J.L.: Situational method engineering for informa-
tional system project approaches. In: Proceedings of the IFIP WG8.1 Working Conference 
on Methods and Associated Tools for the Information Systems Life Cycle. Elsevier Sci-
ence Inc., Amsterdam (1994) 

13. Brinkkemper, S.: Method engineering: engineering of information systems development 
methods and tools. Information and Software Technology 34(4), 275–280 (1996) 

14. Fitzgerald, B., Russo, N., O’Kane, T.: Software development method tailoring at Mo-
torola. Communications of the ACM 46(4), 64–70 (2003) 

15. Fitzgerald, B., Hartnett, G., Conboy, K.: Customising agile methods to software practices 
at Intel Shannon. European Journal of Information Systems 15(2), 200–213 (2006) 

16. Slappendel, C.: Perspectives on innovation in organizations. Organization studies 17(1), 
107–129 (1996) 

17. Nonaka, I., Takeuchi, H.: The Knowledge-Creating Company: How Japanese Companies 
Create the Dynamics of Innovation. Oxford University Press, New York (1995) 

18. Patton, M.Q.: Qualitative Evaluation and Research Methods, 2nd edn., p. 536. SAGE Pub-
lications, Thousand Oaks (1990) 

19. Yin, R.K.: Case study research - design and methods. SAGE Publications, Thousand Oaks 
(1994) 

20. Leavitt, H.J.: Applying organizational change in industry: Structural, technological and 
humanistic approaches. In: March, J.G. (ed.) Handbook of organizations. Rand McNally, 
Chicago (1965) 

21. Lyytinen, K., Mathiassen, L., Ropponen, J.: A Framework For Software Risk Manage-
ment. Scandinavian Journal of Information Systems 8(1), 53–68 (1996) 

22. Beck, K., et al.: Manifesto for Agile Software Development (2001),  
  http://agilemanifesto.org/ 

23. Mathiassen, L., Purao, S.: Educating reflective systems developers. Information Systems 
Journal 12(2), 81–102 (2002) 

 
 



P. Abrahamsson et al. (Eds.): XP 2008, LNBIP 9, pp. 32–41, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Method Configuration:  
The eXtreme Programming Case 

Fredrik Karlsson1 and Pär J. Ågerfalk2 

1 Dept. of Informatics (ESI), Methodology Exploration Lab 
Örebro University, SE-701 82 Örebro, Sweden 

fredrik.karlsson@esi.oru.se 
2 Department of Information Science 

Uppsala University, SE-751 20 Uppsala, Sweden  
Lero – The Irish Software Engineering Research Centre 

par.agerfalk@dis.uu.se 

Abstract. The Method for Method Configuration (MMC) has been proposed as 
a method engineering approach to tailoring software development methods. 
This paper evaluates MMC during three software development projects where it 
was used to tailor eXtreme Programming (XP). The study has been justified by 
the need to complement earlier evaluations of MMC and providing more con-
clusive tests to determine the effectiveness of the meta-method in practice. 
Also, since MMC originates from the plan-based method community, no tests 
have so far been made on agile methods. Many method engineering concepts 
have similar roots and it is of interest to evaluate their applicability also in the 
agile context. We report on the migration results together with lessons learned. 

Keywords: Method Configuration, Method tailoring, Method Engineering, eX-
treme Programming, Agile Method. 

1   Introduction 

An often used dichotomy within the field of software and information systems devel-
opment is that of plan-driven vs. agile methods [1]. While agile proponents emphasise 
‘just enough method’, plan-driven methods often try to cover every aspect of software 
and systems development. As a consequence, the latter have been criticized for being 
too inflexible and hard to comprehend [2]. 

Agile methods, which can be viewed as a reaction towards plan-driven methods 
[3], started to evolve in the mid 1990’s with methods such as DSDM [4], eXtreme 
Programming [2] and SCRUM [5], and characteristics inherited from Rapid Applica-
tion Development [6]. Despite the large number of agile methods, they all share a 
number of characteristics, such as iterative development models [1], emphasis on 
interaction with the end users [7] and face-to-face communication [8], and low confi-
dence in intermediate artefacts [9]. 

However, practical experience shows that all projects are unique and require uni- 
que methodological support [10]. Hence, there is no one-size-fits-all method—neither 
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plan-based nor agile [11, 12]. Method configuration [13] has been proposed as a possi-
ble solution to this problem. Here, one method, often termed base method, is taken as 
the starting point for configuring a situational method suitable to the project at hand. 
This is particularly useful when an organization wants to establish an organization-wide 
method to be used across all projects. Incentives for such an effort include more effec-
tive communication, reduced training costs due to common modelling languages and the 
utilization of industry standards, as well as the access to existing computerized tools. 

The Method for Method Configuration (MMC) [13, 14] has been proposed as a 
structured way to carry out method configuration. The approach is anchored in Activ-
ity Theory [15] and the concept of method rationale [16, 17] to emphasize the col-
laborative aspect of methods during method tailoring. Furthermore, MMC has been 
proposed as a tool to manage method knowledge between projects, since it builds on 
the idea of reusing method sections based on similarities in project characteristics. 

MMC has so far only been evaluated using a limited number of methods [14]. 
None of which are particularly agile. Therefore, more conclusive tests, to determine 
the effectiveness of MMC, are needed. Aydin et. al [18] state that only a few studies 
exist on tailoring of agile methods. In addition, as with most method engineering 
concepts and tools, MMC has its roots in the plan-based method community. Conse-
quently, it is of interest to see if it can successfully be moved to the agile context. 
Thus, the aim of this paper is to report on the use of MMC and its conceptual frame-
work during method configuration of the agile method eXtreme Programming (XP). 

The paper proceeds as follows. Section 2 presents the adopted research approach. 
Section 3 introduces a selection of key MMC concepts. Section 4 reports on the em-
pirical experiences from the use of MMC during three agile software development 
projects. Finally, Section 5 provides a concluding discussion. 

2   Research Approach 

The study was carried out as a case study in a small software development company 
in Sweden. Their business is mainly to provide project management expertise and run 
systems development projects that bring together a network of external partners. The 
company agreed to evaluate MMC through the use of MC Sandbox1 [19] in three 
commercial software development projects. The choice of XP as the base method was 
the industrial partner’s. They do not use it as a true organization-wide method, but 
only with some specific clients. 

The first author of this paper was the project manager during all three projects. How-
ever, he was not responsible for the method engineering, except for mentoring one 
of the software developers when modularizing the base method (XP). Rather method 
engineering was distributed among the developers and the majority of the method con-
figuration decisions were taken together during method-user-centred method configura-
tion [19] workshops. Since the teams were unfamiliar with MMC and MC Sandbox they 
received an introduction to both—lasting for approx. three hours. Furthermore, some 
of the developers participated in more than one of the projects, which facilitated 

                                                           
1 MC Sandbox is the computerized implementation of MMC. For the sake of simplicity we will 

only refer to MC Sandbox in the presentation when explicitly needed. 
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knowledge sharing. All of the developers had at least four years experience from sys-
tems development and had used XP in earlier projects. The selection of projects was 
based on the industrial partner’s current project portfolio. A summary of the projects’ 
characteristics is shown in Table 1.  

Table 1. Characteristics of Projects 

Project Type of Information System Person-hours Calendar 
Months 

No of 
Developers 

1 Web-based inventory system 1500 4 5 
2 Web-based time report system 800 2 4 
3 Web-based quotation system 1100 3 5 

Empirical data was collected using MC Sandbox, logbooks, and interviews with the 
developers. MC Sandbox allows for free text comments to be associated with each 
method configuration decision, thus containing developers’ comments. The log books, 
written by the first author during the method configuration workshops, are a comple-
ment that focuses on the configuration process as such. The interviews were semi-
structured using the logbooks and data from MC Sandbox as a form of interview guide 
[20]. The subsequent analysis focused on categorizing emerging issues into (a) conflict-
ing design principles between MMC and XP, (b) inexperience with MMC/MC Sand-
box, and (c) the developers’ knowledge of XP. In this paper we focus on the results 
from (a), which are presented in Section 5.2. Within (a), we grouped problems into 
categories that were associated with one or more design principle in MMC, XP or both. 
In cases where we only could associate the category with a design principle in either 
MMC or XP we searched for a conflicting design principle in the other approach. Inter-
view quotes are used to illustrate the developers’ opinions about these issues. 

3   Method for Method Configuration—Key Concepts 

The aim of the MMC is to support method configuration: the planned and systematic 
adaptation of a specific method through the use of reusable assets. The meta-method 
embraces the need for both structure and flexibility in software development practice 
and is anchored in the following design principles [14]: 

(1) The principle of modularization: (1a) self-contained modules, (1b) internally 
consistent and coherent modules, (1c) support for information hiding; (2) The princi-
ple of method rationale for selecting method parts: (2a) support analysis of potential 
to achieve rationality resonance (2b) support method-in-action decisions; and (3) The 
principle of a multi-layered reuse model.  

These design principles are implemented as three core concepts providing the pos-
sibility to work with reusable method assets: method components [15], configuration 
packages [14], and configuration templates [14]. The presentation below focuses on 
these three key concepts. A more extensive treatment of all concepts can be found in 
[14] and [15]. 
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3.1   The Method Component Concept 

A modularization concept is needed to enable systematic ways of working with 
method configuration. Through such a concept, specific parts can be suppressed, 
added or exchanged within the confines of a coherent method. A method component 
is a self-contained part of a method expressing the transformation of one or several 
artefacts into a defined target artefact, and the rationale for such a transformation. A 
method component has two parts: its content and its interface. 

Method Component Content. The content of a method component is an aggregate of 
method elements: A method element is a part of a method that manifests a method 
component’s target state or facilitates the transformation from one defined state to 
another. Method elements are constituted by prescribed actions (e.g. draw class 
diagram), concepts (e.g. class), notations (e.g. UML class), artefacts (e.g. class 
diagram), and actor roles (e.g. analyst). A development activity is essentially a set of 
prescribed actions with associated sequence restrictions that guide project members 
actions in specific situations. In performing these actions, developers’ attention is 
directed towards specific phenomena in the problem domain. These are concepts that 
express an understanding of the problem domain, and also of the method itself. Results 
of actions are documented by artefacts using a prescribed notation, giving the concepts a 
concrete representation. Artefacts are thus both deliverables from and input to (sub-
sequent stages of) the process. In MMC, methods are viewed as heuristic procedures 
and hence specified inputs are only recommended inputs. Finally, actor roles describe 
the functions that actors play in the method component. The selection of actor roles is 
determined by the prescribed actions that are needed for the transformation process. 

The rationale part of the method component has two concepts: goals and values. 
Each method element is included in the method component for reasons, which are 
made explicit by associating method elements to goals. Moreover, these goals are 
anchored in values of the method creator. Together these goals and values reflect the 
underlying perspective of the method from which the method component originates. 
When working with MMC, method rationale is more important than the deliverable as 
such. Through the method rationale it is possible to address the goals that are essential 
in order to fulfil the overall goal of a specific project. Prescribed actions and artefacts 
are viewed as means to achieve those goals. Hence, method rationale can help devel-
opers not to loose sight of the ultimate result, and also help them find alternative ways 
forward. 

The Method Component Interface. The purpose of the interface is to hide unneces-
sary details during method configuration. It draws on the general use of the compo-
nent construct in software engineering and that the primary interest during method 
configuration is the results offered and the required inputs needed, not how a task is 
executed. This reduction of complexity is achieved through the method component 
interface: A reference to a selection of method elements and rationale that is relevant 
for the task at hand. The interface becomes an external view of method components. 
The interface’s content depends on the task at hand [15]. During method configura-
tion, the method component’s overall goals and the artefacts are the primary selection. 
The artefacts are designated as input and/or deliverable (output), as discussed above. 
This is necessary in order to deal with the three fundamental actions that can be 
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performed on an artefact: create, update and delete. An artefact is classified as a de-
liverable when it is only created by the method component. If the artefact can be up-
dated by the same method component it is classified as input as well. In addition, we 
stipulate that a component can take one or several input artefacts, but has only one 
deliverable. Finally, the interface expresses the method component’s overall goals, 
representing the method rationale. These goals are used to discuss the rationality 
resonance possible to achieve during a project with certain characteristics. 

3.2   The Configuration Package 

Method configuration is mainly about deciding whether or not method components in 
a base method are to be performed, and to what extent. In MMC this is facilitated by 
the use of method rationale, which is expressed in the method components’ interfaces. 
The result of this selection, with respect to particular project characteristics, is repre-
sented in a configuration package. This selection of method components can, if re-
quired, include components from complementing methods. A characteristic is viewed 
as a question about one isolated aspect of the development situation. Such a question 
typically has several possible answers that constitute the characteristic’s dimension; 
one possible answer is called a configuration package. A configuration package is 
thus a configuration of the base method suitable for a characteristic’s value. Each 
characteristic addresses one or several method components and their purpose. A con-
figuration package is thus a classification of method components with regard to how 
relevant their overall goals are for a specific answer in a characteristic’s dimension. 
The characteristic sets the scope of a configuration package—the method components 
that are of interest for classification. The scope is used in order to reduce the number 
of classification operations that have to be performed when creating a configuration 
package. The classification of method components is based on a two-dimensional 
classification schema, as shown in Table 2.  

The vertical dimension focuses on how much attention the developers should de-
vote to a particular method component: ‘None,’ ‘Insignificant,’ ‘Normal’ or ‘Signifi-
cant’. If at this stage a method component is found to be unimportant, it can be  
classified as ‘Omit’ outright. The three aspects of the horizontal dimension— ‘Satis-
factory,’ ‘Unsatisfactory’ and ‘Missing’—cut across the vertical dimension. This 
dimension is referred to as the potential for achieving rationality resonance between 
the base method’s content and the software developers’ intensions. Together this 
scheme provides different variants of the fundamental method configuration scenarios 
that need to be supported: selection, exchange and addition. 

Table 2. Classification Schema for Method Components 

 Potential to achieve rationality resonance 
 Satisfactory Unsatisfactory Missing 
None Omit - - 
Insignificant Perform 

informal 
Exchanges informal Added informal 

Normal Perform as is Exchanges as is Added as is 
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3.3   The Configuration Template 

While configuration packages and characteristics are used to simplify analyses of the 
base method, we also need to be able to handle more complicated situations where 
characteristics exist in combinations. This is the purpose of the configuration tem-
plate. A configuration template is a combined method configuration, based on one or 
more configuration packages, for a set of recurrent project characteristics. The con-
cept allows the reuse of combined configuration packages that target development 
situation types common within the organization. In MMC the selection is based on the 
set of available characteristics and configuration packages. One configuration pack-
age can be chosen per characteristic and if a characteristic is irrelevant, it can be left 
out when selecting configuration packages. 

MC Sandbox semi-automatically builds a configuration template based on the se-
lections made. If conflicts arise between overlapping configuration packages, these 
are listed together with the reasons. Relevant configuration templates can be retrieved 
with a search engine based on a selection of characteristics and configuration pack-
ages. It is thereby possible to tailor the base method more efficiently. 

The situational method is based on a selected configuration template and is the 
method delivered to the project team for use. When the situational method is enacted 
in a project, experiences should be fed back to the configuration process in order to 
improve configuration templates and/or configuration packages and to facilitate 
knowledge sharing between projects. Such experience is typically fed back continu-
ously throughout the project. 

4   Empirical Examples  

The empirical work in this research included method configurations in three different 
projects. One important aspect of MMC is the idea of reuse. The three projects shared 
a number of aspects, such as involving development of web applications. Table 3 
 

Table 3. Overview of Configurations 

  Project 
Characteristic Configuration Package 1 2 3 
Knowledge about business process? High •   
 Low  • • 
On-site customer? Yes •   
 No  • • 
Co-located project team? Yes  • • 
 No •   
Project risk? Normal (normal planning) • • • 
 High (extended planning)    
Degree of management commitment? High • • • 
 Low    
Modeling of web aspects Yes • • • 
 No    
Type of testing Automated  • • 
 Manual •   
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contains the characteristics and configuration packages resulting from the method 
configuration work. The three rightmost columns in the table show the combination of 
configuration packages for each project; i.e. they illustrate the configuration templates 
used. From this table we find that the second and third project shared one configura-
tion template. The first project differed in several respects, but shared the three con-
figuration packages concerning project risk, degree of management commitment and 
modelling of “web aspects”, with the other two projects. 

Table 4. Configuration Package: On-site customer = No 

Method component Method component’s rationale Classification 
Vision card To capture the purpose of the system Perform as is 
Metaphor To describe the system’s likeness Perform informal 
User story To describe a path through the system Omit 
Use case To understand the system's behavior Exchanges as is 

We choose to exemplify the reuse aspect with the shared configuration package 
‘On-site customer = No’. This configuration package focuses how the project teams 
plan to handle the fact that no costumer will be on-site. The developers demarcated 
the configuration package to requirements aspects of XP (the base method).  

Table 4 shows the method components and their classifications. The first component 
is the Vision card. The systems developers expressed that it was important for the cus-
tomer to be able to “depict the future system” and that the feasibility of this method 
component “does not change with this kind of relationship to the customer.” Hence, the 
method component was to be performed as described in the base method. The second 
method component, the Metaphor, was to be used on an informal basis. As one of the 
systems developer expressed during a method configuration workshop: “we use them 
frequently but usually we do not document them.” According to the MMC classification 
scheme, such a use is classified ‘Perform informal.’ The last two method components in 
Table 4 illustrate the replacement of User stories with Use cases. The rationale for this 
exchange is captured in the statements: “we need to compensate [the increased distance] 
with more details”, “one needs tools that are not that interaction intense”, and “I view it 
[the use case] as a more suitable way.” Consequently, the user story component was 
suppressed for the benefit of use case component. 

5   Lessons Learned  

Three major lessons can be drawn, centring on MMC’s design principles and its ori-
gin in the plan-based method tradition. They are summarized in Table 5. 

Table 5. Major lessons learned 

No Lesson 
1 Different preferences for the use of up-front designs. 
2 Different preferences for the use of intermediate artefacts. 
3 Different preferences for method size. 
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The first lesson concerns MMC’s plan-based preference for up-front design. Here 
the systems developers had mixed views. The following represents the voices of three 
developers: “it is impossible to anticipate everything”, “unproductive, we were such a 
small team … we could have dealt with these issues during the project”, and “these 
adaptations are still plans.” However, other developers value in a shared understand-
ing of the ways of working before the projects and sharing experiences between pro-
jects: “[MMC] increased my understanding of how to mitigate [project] risks through 
systematic addition of methods”, “[MMC] is a vehicle for sharing knowledge, 
strengthened with experience”, “I guess you must view it [the configuration] as a 
sketch of your project … a sketch on how to collaborate”, and “we created an under-
standing of what we think is needed.” 

The second lesson concerns the agile methods’ lack of confidence in intermediate 
artefacts and MMC’s reliance on the method component concept, which centres on 
the artefact. This difference in philosophy is obvious in the content administration 
process of MMC. The content administration process is the process where MC Sand-
box is populated with method components and the base method (XP in this case). Due 
to space limitations, this process is not covered in detail in this paper but is fully 
elaborated in [14]. Basically, the modularization process has its starting point in the 
intermediate artefacts (models, etc) to which the remaining parts of the method com-
ponent’s content are traced. However, all central prescribed actions of XP cannot be 
traced to intermediate artefacts. One of the developers expressed the following confu-
sion about the content administration process: “I interpreted the main result as the 
artefact … even if it is not an artefact in its true sense.” 

The third lesson concerns the size of the base method. A central aspect of MMC 
and method configuration when working with plan-based methods is deciding what to 
exclude from the base method. The base method itself is the starting point for these 
discussions with developers. The content serves as an encyclopaedia of possible paths 
to take. However, XP is a lightweight method providing less guidance when it comes 
to suggesting possible paths. Consequently, method configuration came to focus on 
extension rather than exclusion. 

6   Concluding Discussion 

In this paper we have reported on software developers’ experience from using the 
Method for Method Configuration (MMC). The method was used during three sys-
tems development projects to tailor the agile method eXtreme Programming (XP). 
This study has been justified by (a) the need to complement earlier evaluations of 
MMC providing more conclusive tests to determine the effectiveness of the meta-
method, and (b) MMC’s origin is in the plan-based method tradition. Many method 
engineering concepts have their roots in this tradition and it is of interest to evaluate 
the possibility to transfer such constructs to an agile method context. 

Through content examples of method configurations we have shown that it is pos-
sible to use MMC and its conceptual framework on XP. Furthermore, we have identi-
fied reuse of both configuration templates and configuration packages between the 
three projects we have studied. This corroborates earlier evaluations of MMC. More-
over, three lessons have been learned about applying MMC to XP with respect to 
MMC’s origin in the plan-based method tradition. 
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The first lesson concerns MMC’s preference for up-front designs. We can report 
on mixed views concerning this aspect of MMC. Three systems developers viewed 
method configuration according to MMC as up-front designs of the project, express-
ing a fear of adapting the project and the people to the method. Others expressed 
value in creating a shared understanding of the way of working before the projects 
started and sharing experiences between projects. The second lesson concerned dif-
ferent preferences regarding the use of intermediate artefacts. While XP reflects a low 
confidence in intermediate artefacts, the method component concept of MMC centres 
on the artefact concept. Hence, the MMC design was to some extent difficult to apply 
and in some cases more attention was paid to the type of development results than the 
actual artefacts. The third lesson concerned the support the base method (XP) pro-
vided during the method configuration activities. MMC uses the base method as a 
source of possible paths to follow. XP, however, does not provide that extensive cov-
erage of different project paths. Hence, it was more demanding in terms of requiring 
the developers to contribute ideas for how to solve different development tasks. 

Finally, it should be acknowledged that the interpretive nature of this research 
might have induced researcher bias. Also, since we have evaluated MMC using only 
one agile method, XP, further research is clearly needed in order to be able to general-
ize the results. 
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Abstract. Much has been written about adopting agile software development 
within a large organisation. A key aspect of this significant organisational 
change is to ensure that a common understanding of the new technology 
emerges within all stakeholder groups. We propose that an analysis framework 
based on the concept of Technological Frames (TFs) can identify where under-
standing is in conflict across different stakeholder groups. We used TFs to ana-
lyse data collected in one organisation in the process of adopting an agile  
development approach. In doing so, we identified several dimensions (called 
‘elements’ in TFs) which characterise a group’s understanding of agility. In this 
paper, we present these elements and describe the TFs for four distinct groups. 
We suggest that these elements may be used by other organisations adopting 
agile methods to help understand the views of different stakeholder groups.  

Keywords: Technological frame, human aspects, empirical, qualitative.  

1   Introduction 

Many aspects have been identified as important in the process of adopting agile devel-
opment, especially in a large organisation. For example, which practices to adopt [1], 
how to accommodate restrictive regulations [2] and how to balance repeatable processes 
with uncertainty [3]. A key issue underlying these concerns is the need for a common 
understanding of the new technology within all stakeholder groups. But where will 
conflicts arise in this process? How can different groups be helped to converge on a 
common understanding?  

The aim of this paper is twofold: to suggest that Technological Frames (TF) [4] 
provide a useful analysis framework for studies wishing to answer these questions; 
and to present the results from such an analysis of one organisation. TF analysis helps 
to identify the elements that shape the process of translation by the key stakeholders 
[5], and hence offers a way to characterize where differences may arise. Using this 
framework provides a snapshot of the assumptions, knowledge and expectations of 
stakeholders during the adoption of agile methods in an organisation, and the prac-
tices constraining, framing and emerging in this process. To illustrate how TFs may 
be used, the specific framework of elements derived from a qualitative case study of 
one organisation adopting agile methods is presented; this specific framework may be 
a useful starting point for others attempting to understand conflicts between stake-
holder groups.  
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Section 2 introduces key literature on adopting agile development in a large  
organisation. Section 3 introduces technological frames. In section 4 we present  
the qualitative case study from one organisation. The analysis and interpretation of 
how “agile” is defined and implemented by the different stakeholders is presented in 
Section 5. Section 6 discusses our results; section 7 provides some conclusions. 

2   Adopting Agile in Large Organisations  

Software process changes represent complex organisational change and cannot be 
accomplished merely by replacing tools and techniques [6]. Adopting agile develop-
ment is no different from other organisational change events in this sense, and several 
authors have identified key challenges from their experience. 

Lindvall et al. [7] identify the greatest challenge to adopting agile practices as be-
ing the need to integrate with the existing environment, while Cohn and Ford [8] say 
that failing to persuade any stakeholder group to use the new process can impact 
negatively on the project’s outcome. Both of these emphasise the need to understand 
the wider organisational culture as well as the processes and structures that support it.  

Boehm and Turner [9] report the results of workshops aimed at identifying barriers 
to agile acceptance in large organisations. They describe three groups of issues that 
act as barriers to agile adoption: development process conflicts, business process 
conflicts, and people conflicts. People conflicts are identified as the most crucial to 
the success of agile adoption. 

At a more fundamental level, Weyrauch [10] points out that a common language 
needs to be developed between stakeholder groups. However this is not simply a 
matter of using the same vocabulary since this common language also needs to repre-
sent the same concepts.  

3   Technological Frames 

A TF is made up of two parts: elements of interpretation and elements of practice [4] 
Elements of interpretation include assumptions, knowledge and expectations about 
technology which shape a group’s understanding of the new technology, while ele-
ments of practice describe the constraints from their existing practices on adopting the 
new technology. The study of practices includes the existing network of artefacts, 
such as manuals, policies, etc. and the practices they represent. Underlying the TF 
view is that a community can be divided into different social groups. All members of 
one group share the same TF to various extents, but different groups may have differ-
ent TFs. Understanding a group’s TF with respect to a particular technology uncovers 
how that technology is being viewed by that group, and hence may identify conflicts 
between groups.  

The TF concept was originally developed to understand the sociocultural processes 
that guided the interactions of groups of scientists and technologists in the invention 
and development of a number of technological artefacts - the bicycle, bakelite and the  
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fluorescent lamp [4]. Subsequently, TFs have been used to investigate other kinds of 
technological change. Some studies, e.g. [11], use the concept of TF to successfully 
explain in what ways groups differ in their interpretation of systems and how this 
leads to changes in the way they are designed and adopted. Others have used TFs to 
understand conflicts among stakeholders: between producers and users of ERP soft-
ware [12]; in the adoption of intranets in large organisations [13]; and in participatory 
design [14]. In this study, we use TFs to understand the conflicting perceptions of 
stakeholder groups adopting agile methods in one organisation. 

A key characteristic of sociotechnical change is that groups in favour of the new 
technology tend to view existing practices as problematic, whereas groups not in 
favour of the technology say that the problem lies in the new tools. This key element 
of TF construction is referred to as ‘problem locus construction’ [12]. 

4   The Empirical Study: Data Gathering and Analysis 

4.1   The Case Study Organisation 

The organisation provides voice and data services around the world, building a ‘new 
wave’ business based upon networked IT services, broadband and mobility and is 
divided into several businesses, one of which focuses on software development. The 
organisation employs approx 100,000 staff, about 7500 of whom are software devel-
opers. Their headquarters is located in the UK, although a large portion of develop-
ment work is carried out off-shore. At the time of study, the agile adoption process 
had been running for approximately 2 years. The main thrust for agile adoption came 
from the software development business where the CEO mandated it, and it is here 
that most adoption work had been accomplished. 

4.2   Data Gathering 

Data was gathered through a variety of techniques including individual interviews, 
observations, face-to-face and telephone meetings, documents, and a wiki. We at-
tached ourselves to one project (Project Z) and also gathered data from representa-
tives of stakeholder groups not part of this project.  

Project Z was chosen because the individuals involved in the project had shown 
willingness and interest in adopting the agile approach, and hence had tried to under-
stand the technology. Also, the contractor working with the team developed code 
using some agile practices, which we thought might influence Project Z’s adoption of 
agile. Four people involved in Project Z were interviewed: the delivery manager, the 
user experience manager, the technical architect, and an outside contractor. One user 
stories meeting which included customer representatives, developers and agile advo-
cates, two user interface design meetings (by telephone with an off-shore contractor), 
and two delivery meetings (by telephone with an off-shore contractor) were observed.  

Three agile coaches, and members of a four-person agile development team not 
connected to Project Z were also interviewed. The team was observed for two days.  
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Data consisted of interview summaries and transcriptions, meeting notes, observation 
notes, artefacts and images, wiki pages and documents. In the interviews we were 
keen to investigate what the individual understood by the term ‘agile’, what their 
experience of agile was, and what it meant to them in their day-to-day work to apply 
agile principles. A semi-structured interview style was therefore adopted, allowing 
individuals to discuss other agile-related issues if they seemed important to them. 

During observation we looked for examples of the use of agile terminology, evi-
dence that an agile approach had been adopted to any degree, and whether the push to 
adopt agile methods had impacted on normal work patterns. 

A key document was a manual of agile development which captured the particular 
flavour of agile that the organisation was adopting. The online tracking system and 
repository of information (a wiki) for the four-person agile development team was 
also an important artefact. A particular emphasis in all the data gathering was to iden-
tify examples of conflict or breakdown [15]. TFs seek to understand how adopters 
interpret the new technology, and so studying breakdowns helps to explicate TFs. 

4.3   Data Analysis 

Following Critical Discourse Analysis (CDA) [16], the data was regarded as text 
reflecting stakeholders’ interpretive frames and actions, which, in turn, were taken as 
an indication of the social context and ideologies surrounding agile adoption. People’s 
interpretive frames are considered to have discursive properties, in accordance with 
the ideas of [17]. Following the TF framework, the data was analysed to identify 
elements of interpretation and elements of practice. Therefore the TF framework 
provided a top-down view of the data, and CDA provided a perspective for analysis 
from the bottom-up.  

Analysis focused on the situations of instability and fluctuation in which the value 
and usefulness of agile methods was defined. This process enabled the comparison of 
stakeholder groups in terms of their different TFs.  

5   Results: Making Sense of Agile  

Accounts about agile and its uses were present in interviews, observational data, pol-
icy documents, and on the wiki. Data analysis identified four elements of interpreta-
tion and five elements of practice that shaped how agile methods were defined and 
adopted within the organisation. These elements divided our participants into four 
groups each with a different TF. These elements and groups are shown in Table 1. In 
the discussion below, we summarise the key observations for each group.  

5.1   Agile Advocates and Coaches 

A group of Agile Advocates and Coaches is driving the agile ‘push’. Their mission is to 
disseminate knowledge of agile methods and facilitate their successful adoption across 
the organisation. From a TF perspective, this means that advocates must persuade other  
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staff to adopt the same elements of interpretation and practice to frame agile adoption as 
their own. One of the biggest challenges they were facing was to move Agile from the 
development teams into the rest of the business. 

Elements of interpretation. Agile was seen by the advocates and coaches as a flexible 
development method that represents a natural way of doing things – as “a subset of 
common sense”. They see agile as delivering “what the customer wants not what they 
asked for”, and this reflects their understanding of agile as enabling an increased 
collaboration between developers and other stakeholders. 

According to the advocates, increased collaboration does not mean letting custom-
ers and users fully steer the process of design and development, however. Instead, 
usability professionals and other user researchers from within the organisation should 
help customers and users to make decisions. We only saw one instance of this hap-
pening where a user proxy attended a user story workshop. 

This group believed that the collaboration brought by agile should benefit all areas 
of the business not just the development effort, including groups such as marketing 
and retail. They saw the applicability of agile as being across the entire business. 

Overall, the value seen by this group for agile adoption is increased customer satis-
faction. As one lead advocate reported, the motivation to bring agile into the organisa-
tion was “to be responsive to the changing needs of the business”. 

Elements of practice. One reported practice directly aimed at introducing agile meth-
ods was ‘embedded coaching’, where a coach joined a team of developers and trans-
ferred knowledge to them. However there were too many teams for the number of 
coaches, so new coaches were being trained. Translating agile principles to the rest of 
the business was attempted through special workshops and presentations. This was 
complemented by events of public recognition such as internal ‘Agile Awards’. A key 
tool was a manual of agile adoption generated by this group, but it was not designed 
to carry agile methods beyond software engineering, i.e. to the business environment. 
In terms of problem locus construction, advocates highlighted the inflexibility of 
current production processes as being a problem, while middle managers questioned 
the ability of agile to be integrated with current practice. The main mind shift required 
according to them was the need to think of projects as having flexible as opposed to 
fixed scope. One of the advocates said in this respect: “it is a big cultural change. We 
develop what we need and we keep things flexible.” To overcome this, the advocates 
developed workarounds and ways of knowing how agile a team has become. The 
agile manual lists five principles of agility: customer involvement, user stories, itera-
tive development, automated testing and continuous integration. Advocates have 
translated what each of these means to non-development staff but not all stakeholders 
find this translation logical or relevant to what they do. One instance of this transla-
tion is creation of ‘business scenarios’, which attempt to capture not only the IT  
activities but other activities related to the product, including technical and market 
research. As one of the lead advocates said, “there is no point in delivering an IT 
solution if the business has not done its job”. 
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Table 1. Technological Frames relating to Agile for the four groups identified 

 Advocates and 
Coaches 

Agile Team Project Z 
Team 

The Business 

Elements of 
Interpretation 
The value of 
Agile for me is 

Customer 
Satisfaction, 
Responding to 
changing needs 
of business and 
market. Re-use. 

Customer Satis-
faction, Busi-
ness Value, 
Continuous 
Delivery 

Faster deliv-
ery,   
Structure to 
what we do. 
Re-usability. 

Redundant 

Applicability of 
Agile 

Entire business 
process 

Software Engi-
neering  

Entire product 
process 

N/A 

Project Scope 
should be  

Flexible Flexible Fixed (but 
understand 
rationale for 
flexibility) 

Fixed 

Increased col-
laboration for a 
better product 

Agree Agree Agree Agree 

Elements of 
Practice 
How to be agile In negotiation: 

coaching, 
workshops, 
training. 

Highly defined Ad Hoc (will-
ing to bring 
Agile for 
structure) 

Highly Defined 
User Research 

Tools and Arte-
facts 

Agile manual, 
change process 
documents, 
wikis, online 
resource. story 
cards, MRDs. 

The wall, user 
story cards, 
charts, wikis, 
audio ‘culture’. 

Ad Hoc: excel 
sheets, wire-
frames, flow-
charts, audio 
‘culture’, 
MRDs. 

Audio ‘culture’, 
MRDs. 

User Input Workshops and 
meetings be-
fore and during 
the production 
process. 

Continuous, 
they should be 
part of the 
team. 

Only before 
production 
process. Then 
deadlines 
more impor-
tant - but want 
to change 

Only before 
production 
process. Then 
deadlines more 
important. 

Problem Locus 
Construction: 
Agile vs. Exist-
ing Production 
Process 

Agile will 
improve pro-
duction. Senior 
Management 
Confirms this. 

Agile will 
improve pro-
duction. Senior 
Management 
Confirms this.  

Agile will 
improve 
production 
processes, but 
do not know 
how. 

Agile is not 
adequate for our 
product re-
search proc-
esses. On the 
contrary, it is 
redundant. 

Workarounds 
on adoption 

Translating 
Agile to entire 
business: 
- User stories 
from MRDs. 
- Business 
Scenarios 

Retrospective 
writing of 
detailed docu-
ments to fit the 
organisation 
official proc-
esses.  

Extracting 
User Stories 
from MRDs 

N/A 
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Summary. The TF of this group constructs agile as delivering a product of increased 
quality that responds to the changing needs of the market. Most of the knowledge 
publicly accessible refers to software development and not to product design and 
research.   

5.2   The Agile Software Development Team 

Of the four groups described here, this one followed most of the agile manifesto prin-
ciples. They mainly delivered internal systems and their interpretation of agile was 
more focused and consistent than that presented by the advocates and coaches. 

Elements of interpretation. The team was proud of being agile and valued the ap-
proach: “It is not just doing one or two things to tick a box. It is the whole methodol-
ogy that counts. We can deliver if we want every two days. The fact that we can do 
that shows that we are agile. The customer is very happy!” They used agile to identify 
themselves as different from the rest by claiming that several areas within the organi-
sation did not understand what agile is. 

A central element in their interpretation of agile was collaboration with the cus-
tomer: they were able to discuss the product with customers on the same level, deliv-
ering a solution closer to their needs.  The team leader developed this point by saying 
“it is 'I need to speak to my customer and see what he says' rather than thinking 'this 
is my requirement I will go and do it'. The key change is to consider the customer as  
a part of the team and help them to get the most business value from the system.” 
Customer collaboration was viewed as being able to deliver business value to the 
development process and its product. Indeed, they saw agile as a set of software engi-
neering practices that help to deliver business value and they all believed that agile 
requires a mental shift where the scope of the product remains flexible. 

Saving wasted effort was another defining idea: “Being agile is about continuously 
getting feedback. You deliver small things quickly and then you build on them so you 
save a lot of wasted effort. Historically we used to deliver things that were not used.” 

Elements of practice. This team followed most of XP’s principles and techniques. 
They claimed to have been practicing agile working before the organisational adop-
tion and had used a number of workarounds in order to comply with incompatible but 
established processes in the wider organisation. For example, it was reported that long 
and detailed design documents were written in retrospect to fit the system rather than 
because they had any value.  

A key practice is continuous customer feedback, mostly through a wiki and fort-
nightly telephone meetings. The co-located team used a ‘wall’ where user story cards 
and charts were presented, and a wiki recorded their progress, including current user 
stories and related acceptance tests. This was especially useful for other project mem-
bers who were working remotely, e.g. the testers who were based offshore.  

From the interviews and observations conducted, it was not evident that this team 
has been directly influenced by any of the workshops or documents prepared by the 
advocates. For instance, they confirmed being aware of the agile manual and sharing 
most of what it prescribes, but they had not fully read it or used it as a guide. This 
team was awarded an agile prize within the organisation, but they have not applied 
agile techniques beyond their role as programmers and software engineers. 
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Summary. Most elements of this group’s TF led to a definition and practice of their 
development methods very close to the agile manifesto. They have used this to differ-
entiate themselves from the rest of the organisation and have in the past used work-
arounds in order to comply with an incompatible sociotechnical network.  

5.3   Project Z 

Project Z team is a bigger and more complex team than the agile team presented 
above. Project Z is made up of different stakeholders located in different areas of the 
organisation. In addition, most of the development work has been done by an out-
sourcing partner. In consequence, this project has many external dependencies. 

The introduction of agile was received positively by Project Z in the early stages. 
At the user stories workshop the team were enthusiastic and could see various oppor-
tunities in using agile, although we also observed some conflicts between marketing 
and other groups. Six months later, we could not identify a consistent agile approach 
or influence in what they had produced. However, they still stood by their initial per-
ceptions of what agile methods could offer them.  

Elements of interpretation. Their recurrent element of interpretation in describing the 
main benefit of agile was that it would allow them to deliver solutions much faster 
than they normally do. This idea was shared by developers, delivery and usability 
managers, product managers and technical architects. Another element used espe-
cially by usability and user interface designers, was the opportunity to bring end users 
closer to the design and production process as well as giving the user experience 
group a more coherent role in the production cycle. The usability manager for Project 
Z expressed this by saying: “The key is getting user experience people involved ear-
lier, it’s not about getting requirements and handing them over the wall”.  

Despite these positive perceptions, we identified frustration because the team had 
not been able to adopt agile fully. One indication of this was the absence of user sto-
ries in the discourse, or in any physical or electronic representation. The staff did not 
feel ‘touched’ by the organisation’s agile revolution, and there was a general feeling 
that “decisions were made at the top but it is not coming down” according to one 
delivery manager. He said: “big executives say you do this but people on the ground 
do not understand what it is all about”.  

Another element of interpretation was the need for greater collaboration and com-
munication across all stakeholders and the problems associated with it, especially 
between marketing managers and IT delivery managers. The IT delivery manager 
characterized the differences by saying: “I (marketing says) want that box and I want 
that now, whereas we (IT delivery) unpack the box”. The technical architect agreed 
that all communities need to engage earlier in the process so that decisions make 
sense from a customer, business and technical point of view. 

Elements of practice. Some of the practices shaping agile adoption reflect the inter-
pretative elements discussed above, the most obvious being the need for increased 
collaboration and communication across all stakeholders, including customers. How-
ever the organisation structure was hierarchical and the process of user input was 
constrained once the product requirements were identified.  
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There was some evidence of behaviours such as stand up meetings and user story 
workshops, and we identified several workarounds to integrate agile into the current 
way of working. One was the ‘hothouse’ a kind of workshop that brings together all 
the key stakeholders to build and refine prototypes and to agree on the next 90-day 
delivery. Extracting user stories from existing, very detailed ‘marketing requirements 
documents’ (MRDs) was another workaround. These MRDs were a prominent artifact 
found across the organisation. Leaders of Project Z claimed that it was very difficult 
to work with such detailed documents in a project whose scope could change rapidly; 
one agile developer described MRDs as “not based in reality at all”. 

“Engrained processes” arising from existing practices were mentioned by most 
members of the project team. According to the delivery manager, these address con-
tracts and integration with larger systems which are issues when adopting agile. To 
maintain appropriate communication with geographically distributed team members, 
wikis and a culture of phone meetings were encouraged. 

A practice identified by technical architects, delivery managers and usability man-
agers was that staff were trying to deliver in 90-day cycles, which meant that they had 
only ‘shrunk’ the Waterfall process without any qualitative change.  

Summary. A less refined understanding of agile, and a number of engrained processes 
that hinder adopting agile are evident in Project Z’s TF. However, we also found a 
positive perception of agile and efforts to integrate agile into what they do that re-
spond to this basic understanding. 

5.4   The ‘Business’ (or Customer Proxy) 

We did not have the opportunity to interview and visit the premises of the ‘business’ 
companies within the organisation. However, they played a major role in the first user 
stories workshop, our interviewees made reference to them, and we had the opportu-
nity to meet representatives of this group informally, which helped us to confirm the 
validity of other accounts that we gathered. Although we have less data from this 
group, we consider them here as they represent an important reference point in trying 
to describe and understand agile adoption. 

Elements of interpretation. The main interpretation of agile in this group is that they 
did not see any value in creating user stories. From their perspective, the MRD al-
ready reflected their work on user research and did not need to be repeated. However, 
there was no discussion or comment on the value of continuous user or customer 
feedback during the production process from this group. 

Elements of practice. Marketing have historically been physically separated and dis-
tant from the IT division. This affects the amount and quality of collaboration be-
tween the two groups. 

Summary. Overall, marketing’s perception of agile is very basic. A higher interaction 
with other groups in the organisation, especially advocates and mature agile teams 
may have an impact on the elements of interpretation of their TF about product devel-
opment processes.   
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6   Discussion 

Table 1 shows that the TFs of the four groups we have studied are quite different, but 
there are also similarities. Advocates and the agile team have a clear agile frame as 
part of their described production methods whereas Project Z shows an initial transi-
tion from their ad hoc methods towards agile. In the case of the business’s TF, we 
could not find any strong indication of agile integration.  

Three of the groups saw agile as having value for them, while ‘the business’ appar-
ently do not see the value of agile at all. One of the challenges faced by this organisa-
tion is how to extend an agile way of thinking beyond the developers, and both the 
Agile Advocates and Project Z believed that agile should cover the entire process, 
while the development team were content with focusing on implementation only. This 
shows a tension in the process of sociotechnical change: trying to translate principles 
created for the development of software into broader knowledge and processes to an 
audience with different roles, understandings and expectations, sharing a contrasting 
TF. One thing (the only thing) which all groups agreed upon was that increased col-
laboration would result in a better product. There is more variability evident in the 
elements of practice for each group, which is a consequence of each working to adapt 
to their own circumstances. As might be expected, the problem locus constructions 
for the first two groups identify problems in existing practices, while Project Z is 
unsure how to proceed and ‘the business’ blame agile itself. Agile advocates, the agile 
team and Project Z, agreed that the biggest cause of resistance to adopting the new 
methods lay in the need for cultural change in middle management.  

According to Bijker, TFs show power dynamics in the constitution of technology.  
Powerful members of a social group try to frame other members with their own mean-
ings and prescribed uses for a technology. For example, Advocates are trying to bring 
staff into their TF by rewarding mechanisms and faster delivery targets.  

7   Conclusions 

The Technological Frames developed here provide a snapshot of how agile was being 
interpreted and adopted in one organisation at the time of the research. They have 
identified some clear issues faced by the organisation and have highlighted areas of 
confusion and uncertainty. The analysis reinforces others’ findings regarding the 
adoption of agile processes within a large organisation. In particular, the importance 
of ensuring that all stakeholder groups are consulted and engaged in the adoption 
process, and that existing practices need to be understood and taken into account in 
devising new procedures. A key issue faced by individuals and groups appears to be 
coming to terms with what adopting agile means to everyday processes: What do I do 
when I get up in the morning? But also, what does it mean for the whole business to 
adopt Agile? 

The TF framework has provided a novel way to analyse the issues of integrating 
agile into an organisation. The TF elements presented here emerged from the data and 
hence are specific for one organisation, but they provide initial indications of where 
others may find areas of conflict. 
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Abstract. Providing support for distributed agile teams as they conduct plan-
ning meetings is tricky. In distributed settings, the use of paper index cards for 
planning isn’t convenient, as some of the team members do not have access to 
the physical cards. We present the results of an observational study where a dis-
tributed card based planning tool was evaluated against planning with physical 
cards. The feedback we received from the participants was encouraging. Results 
indicated that teams were excited to use the tool in part because telepointers 
made knowledge of the other participants actions easier. We also found that 
communication was improved as the tool kept teams interested in the meeting 
and conversations on topic.   

Keywords: Distributed Planning, Groupware, Agile Planning, Story Cards. 

1   Introduction 

Many software development teams today are involved in projects where the ability to 
have all team members sit together and plan the next iteration is difficult. Dispersed & 
distributed teams and off-shoring development is commonplace in the software indus-
try. The reality is that distributed software projects are here to stay and with them so 
are distributed planning meetings. Planning in an agile environment is something that 
does not fit well with distributed projects. Being able to see story cards as they are 
created and negotiating whether they are in or out of an iteration is something that is 
much easier to do when all team members can see and manipulate the story cards.  

Planning processes in the agile community varies from team to team. However, most 
teams follow the idea of using index cards (or similar sized sheets of paper) to record 
stories and subsequently organize then into iterations [1, 3]. Pen and paper allow easy 
and quick creating of stories during a meeting and makes organizing them either on a 
table or board effortless. This cannot be said when planning with distributed team mem-
bers. As team members are not at the same location, sharing the current state of the 
iteration plan becomes substantially more difficult. Picking up a pen and writing on an 
index card and placing it on the table is not helpful in creating a shared understanding of 
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the current state of the plan. Cards need to be created and manipulated on multiple sites. 
This replication can – and often does – lead to inconsistencies between sites resulting in 
misunderstandings and an overall slowdown of the planning process.  

Tools that support distributed planning must allow for easy and intuitive creation 
and modification of stories and iterations during the planning meetings and not after 
the meeting. This implies that digital representations of story cards and iterations must 
be as easy to create, modify and destroy as their physical counterparts. DAP [9, 10] is 
an open-source distributed project planning tool that supports card based planning in a 
fashion that resembles pen and paper based planning. For reasons discussed below, 
we picked this tool for evaluating if tools improve the effectiveness of distributed 
iteration planning meetings. In this paper, we present the results of a qualitative 
evaluation where DAP and distributed paper based planning were compared.  

The paper is structured as follows: Section 2 takes a look at existing works relating 
to agile project planning and groupware applications. Section 3 highlights DAP dis-
tributed planning features. Section 4 looks at the qualitative evaluation process, par-
ticipants, and context. Section 5 presents the results of our evaluation. We summarize 
our results in Section 6.   

2   Related Works 

Software systems that provide support for both collocated and distributed agile project 
planning have been around for quite some time. Existing options such as: Scrum 
Works [4], XPSWiki [11], Rally [12], Version One [16], and XPlanner [17] provide 
basic functionality for creating and organizing stories in one way or another. Most of 
these systems use traditional web technologies and as a result present planning infor-
mation in the form of tables supporting create, read, update and delete operations.  

The collaborative aspect of these systems, though effective, leaves a lot of room 
for improvement. Awareness information that allows others to know who is online 
and working or editing information is often limited or not available at all. Research 
into supporting collaboration with computers has been around since the early 1960’s. 
Many researchers focusing on Human Computer Interaction have made significant 
strides in improving our understanding of how to build more collaborative tools. This 
collaboration aware [15] or groupware research has tended to focus on generalized 
group activities in order to better understand the entire groupware spectrum. A large 
part of the literature in this area looks at tasks such as drawing and or editing text  
[5, 15]. The focus on general group tasks has provided significant amounts of insight 
for tool developers to draw upon. Recommendations, however, tend to be generalized 
to all groupware applications and their relevance to agile planning tasks is varied.  

Early work by Tang [15] produced a number of recommendations on how to ap-
proach the design of groupware applications. Of significant importance when building 
groupware applications is the consideration of: hand gestures during communication, 
the importance of the workspace tools for mediating collaboration, and the role of 
spatial orientation in structuring the collaborative activity.  

Specifically for planning tasks, workspace awareness is important to understand in 
more detail. Gutwin et al. [8] breaks down workspace awareness into three parts: 
knowing what others are able to see, knowing where their mouse is located and when 
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it is moving (telepointers), and finally seeing the movements and modifications of 
artifacts in the workspace as they happen (What You See Is What I See, or WYSI-
WIS). Research into workspace awareness puts a strong emphasis on sharing the 
workspace with everyone connected. With a shared workspace, one important aspect 
is knowing where and what others are doing. To provide this information to everyone 
all three aspects need to be supported.  

To ensure that everyone sees the same information, an interface that supports the 
WYSIWIS paradigm is essential [13, 14]. This ensures that when one artifact is 
moved or changed that those changes are shared with everyone immediately (in real 
time), thus duplicating the environment on every client.  

An important aspect for workspace awareness involves supporting telepointers  
[6, 7, 15]: the ability to point to locations in the shared workspace on all connected 
clients. Support for telepointers in the workspace provides support for gestures in the 
workspace as it shares all the interactions of one mouse with the other clients. Tele-
pointers alone do not completely address gesturing in the workspace, however, they 
drastically increase team members abilities to refer to an artifact in the workspace.  

Recently, two agile planning tools were developed that incorporate ideas from the 
groupware community. We used one of them, DAP, for our study and describe it in 
detail below. The 2nd tool, CardMeeting [2], is a web-based agile planning application 
that moves away from existing implementations by representing planning information 
as colored cards in a shared environment. The system provides users the ability to 
create blank index cards that look identical to their physical counterparts. The cards 
can be moved around the workspace with ease. When compared to existing agile 
planning tools, however, there are no accounting features or indicators of which card 
belongs to any given iteration. It simply creates digital cards in a workspace that can 
be managed and modified by every distributed individual.  

The use of a shared environment that simulates face-to-face planning presents the 
requirement that updates to that environment are near real-time. When comparing 
DAP and CardMeeting against collocated agile planning performance levels were 
noticeably different. Both tools were tested with two clients located next to each 
other. CardMeeting experienced substantial delays, with interactions taking in excess 
of two seconds, interactions in DAP were substantially shorter. (See section 5.3 for 
more on DAP’s performance). 

3   Distributed AgilePlanner (DAP) 

DAP provides a shared planning environment (Figure 1) that helps distributed teams 
to conduct a planning meeting synchronously in real time [9,10]. DAP uses visual 
objects to represent the various different planning artifacts. These visual artifacts 
allow team members to plan in a way that mimics paper based planning with the 
added benefit that team members do not have to be in the same room to share a plan-
ning space. Besides providing standard effort accounting functionality, DAP is able to 
reconstruct previous planning sessions effortlessly. This allows teams to quickly re-
member the context of the last meeting and track the progress of the project.  
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Fig. 1. DAP environment 

3.1   Interacting with Planning Artifacts 

Story card and iteration creation is straightforward and mimics paper based planning. 
Clicking or selecting the story card or iteration button and then clicking or dropping the 
artifacts at the desired location creates the artifact. Once the artifact is dropped at the 
desired location it is immediately shared with all other connected clients. DAP’s flexi-
bility allows for story cards and iterations to be created anywhere in the workspace. 

Editing of story or iteration information again mimics team members using paper 
cards. Card fields are quickly edited by clicking on the desired field and changing its 
contents. Editing of the text is done directly on the card so that all team members, 
distributed and collocated, can see the changes happening in real-time. 

DAP takes great care in making card organization intuitive while leaving teams 
free to organize cards in a way that best suits them. A large component of card or-
ganization is moving a card from a given location to another. In DAP this is accom-
plished via a simple drag-and-drop action. Moving multiple cards involves selecting 
multiple cards and dragging the group. Iteration objects containing cards are also 
moved by the same means. Iterations act as containers for story cards and when 
moved they keep the internal organization of the stories.  

3.2   Distributed Planning 

Our primary reason for choosing DAP for our study is its distributed team support. 
Traditionally, as we saw earlier, tools to support distributed agile teams do not pro-
vide much synchronous and immediate feedback to the others participating in the 
meeting at a different location. DAP attempts to provide team members with as much 
as possible non-verbal information as team members would get if they were all sitting 
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in the same location. In order to provide this kind of awareness, artifacts are shown in 
all the shared workspaces as soon as they are created.  

In order to support pointing to artifacts for distributed teams, DAP makes use of 
telepointers [8] (Figure 1:a). DAP’s telepointers provide connected clients the ability 
to point out, highlight artifacts or gesture to others in real time. This feature provides 
team members with a natural and non-verbal means communicating, in addition to 
verbal communication.  

4   Study Design 

To understand the impact of a distributed planning tool that uses two dimensional 
representations of story cards as well as groupware features, a preliminary but struc-
tured qualitative study was conducted. The study looked at how teams interacted with 
story cards in both a paper-based environment and then using the DAP tool. The pur-
pose of the study was to determine if tool support for distributed planning improves 
upon existing paper based planning approaches.  In addition, the study hopes to high-
light the strengths and shortcomings of such a tool.  

4.1   Participants and Context 

The evaluation of DAP took place over the course of six months in early 2007. Dur-
ing this time five teams were observed (amounting to twenty six participants) as they 
conducted various planning meetings. All five teams were predominantly composed 
of graduate students from the areas of software engineering and management studies. 
The teams can be categorized into two groups Case Study Teams (two teams) and 
User Study Teams (three teams). The case study teams were involved in existing 
software development projects for clients. The user study teams were participating in 
mock project planning meetings organized by the researchers, but no development 
was carried out afterwards. User study teams were used to provide a larger user base 
for observation, as no other development teams were available.  

The Case Study teams had existing projects for delivery to a customer. User Study 
teams, on the other hand were given a high level project description, a vague descrip-
tion of a point of sale application. Teams were given a short and limited (30 second) 
introduction to the DAP planning tool, comprising of a short tour of the tool.  

The five teams were observed in a variety of situations. The three user Study teams 
participated in two distributed planning meetings, one with paper index cards and one 
with the DAP tool. Of the two Case Study teams the first participated in three distrib-
uted planning all using the DAP tool as they were already using the tool for their 
development, while the second team participated in one collocated planning meeting 
with paper index cards, one distributed planning meeting using paper index cards and 
another distributed planning meeting using the DAP tool. Collocated planning was 
not possible for most of the teams due to the geographical limitations.  

Participants were located in Canada, the United States and the United Kingdom. 
Developers for all the teams were located in one Canadian city with customers located 
in another Canadian city, a city in the United States and a city in the United Kingdom. 
Participants experience with story card planning varied from team to team, with more 
then half of the participants having little to no experience with the planning approach.  
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4.2   Data Collection and Evaluation Criteria 

Data was collected from the meetings through observations of the planning meetings, 
and interviews. Observations were conducted by means of video and the researchers 
taking notes during the planning meetings. Researcher observations were conducted 
by one researcher in the United Kingdom and one in Canada. No researchers were 
able to be on site with the US team.  

After the planning meetings, participants were asked a variety of questions relating 
to their experience in the study. Questions focused on: the perceived learning curve of 
the tool, the perceived ease of use and interaction with the tool, the impact the tool’s 
use had on productivity compared to previous meetings and experiences.  

5   Study Results 

Feedback from the participants in addition to the observations from the planning meet-
ings was affirmative. Participants were generally positive towards their experience with 
DAP. We did not observe any difference between participant responses based on loca-
tion nor user type. Participants seemed excited and expressed a desire to use and interact 
with DAP. However, this does not mean that there weren’t issues that manifested. Issues 
surrounding communication as well as tool related issues did occur.  

5.1   Observations 

Observations from the teams highlighted a number of positive and negative effects that 
DAP brings to distributed environments. The case study teams demonstrated that a tool 
like DAP has an impact on synchronizing the entire team while at the same time keep-
ing everyone involved and engaged in the planning when compared against distributed 
paper based planning. Based on our own experiences as educators, we decided to use 
eye contact and fidgeting as a way to subjectively determine team member engagement. 

Team members engagement was most noticeably affected with the introduction of 
DAP. The levels of perceived engagement in the meeting as expressed by eye contact 
and the amount of fidgeting from each team member increased while using the tool. 
When comparing the three meetings of the second Case Study team (collocated, dis-
tributed and DAP) the meetings with the most eye contact and the least amount of 
fidgeting were the collocated and the DAP meetings. The distributed planning meet-
ing where no tool was used saw almost everyone on the team looking around the 
room, closing their eyes for long periods of time and continuous fidgeting in their 
chairs. The collocated and DAP planning meetings saw all team members focusing on 
the customer, either physically in the room (collocated) or on their interactions on a 
large shared display (DAP). Only rarely did a team member shift their focus away 
from the planning tasks. In addition team member’s body language differed: during 
the collocated and DAP meetings team members positioned themselves to face the 
customer /display and a tendency to lean towards the customer/display. This type of 
body positioning was not seen during the paper-only distributed planning meeting.  

Tool usage across all five teams was relatively similar. Team interaction with DAP 
was dominated by the developers with the customers interacting on occasion. The 
exception to this was the third user study team. The interactions with the tool changed 
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mid meeting when one of the customers asked if they could use the tool as well. Once 
they started using the tool, they dominated its control, creating new story cards adding 
descriptions and even adding the estimate values after discussing them with the de-
velopers. All throughout the meeting both the customers and the developers expressed 
excitement about using the tool. Comments like: “this is neat” or “oh cool”. 

A point of significant interaction and discussion for all teams were the telepointers. 
Team members liked the idea of being able to point to an object in the workspace and 
having their colleagues at the other location see their actions. The customer for one of 
the case studies commented during one of the planning meetings: “this is exciting. 
This is great!” after using the telepointers to point to a story card being discussed. 
Following that same meeting a project manager commented “It’s the first time that I 
really saw that [telepointers] was useful, because when [he] said look here!” Similar 
sentiments regarding telepointers were expressed during the other planning meetings 
with everyone making positive comments regarding them.  

Although participants were excited about using DAP, teams did experience some 
trouble interacting with the tool. Every team had trouble with editing story card con-
tent. Editing of story cards was implemented as a single click on the field once the 
card was selected. However, everyone used a double click to try and edit the fields. 
Double clicking resulted in the card collapsing instead of entering edit mode, as the 
participants expected. This resulted in frustrations amongst the teams and resulted in 
the teams asking the observer for help.  

The second point of frustration came from creating story cards. One of the user 
study teams was trying to create a story card on top of another story card. It appeared 
that the team wanted to keep the story cards in the same visible workspace and not 
have to scroll around. This was a much smaller point of frustration and resulted in the 
team making a few attempts before resizing the other cards and then creating the card 
on top of an iteration.1 

5.2   Feedback 

Of the twenty-six participants, in the five teams, twenty provided feedback on their 
experiences in the study. The feedback was encouraging with similar comments being 
made by many of the participants. We did not see any differences between feedback 
from developers and customers. Generally, participants found that DAP was “... very 
very easy to use”, with the exception of editing cards. In addition, participants com-
mented on the visual representations of the cards indicating that “...it gave [them] an 
exact picture of the planning project”.  

During conversations with the participants telepointers again came up as an impor-
tant part of DAP. Participants indicated that they liked how “...[they] could monitor 
whatever was happening on the screen of the other party” and “...that simple pointing 
[was] possible”. In addition to the telepointers, participants liked the fact that the story 
cards had explicit areas for the story name and a description. In particular the descrip-
tion area was an important feature as it encouraged them to add more information to 
the story. One user study participant, acting as a developer, compared the virtual cards 
to paper cards and commented that when using the paper cards “...there was nothing 

                                                           
1 Most of the usability issues identified by our study have now been fixed by the DAP developers. 
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that forced me to enter a description but the tool had the description [area] so I felt 
like, you know, I should fill this in”.  

Comments from participants continuously highlighted the impact that DAP had on 
communication during the meetings. The majority of those interviewed felt that the 
tool helped with keeping the discussions on track. They felt that during the distributed 
planning meetings where no tool was used that team members would easily and often 
go off topic or get caught up in an idea and they would then have a hard time getting 
back on track or interjecting to pose a question.  

Participants perceived productivity2 was slightly increased with the introduction of 
DAP. Participants felt that with the conversations being more directed and on topic in 
addition to being able to see, read and interact with the planning artifacts in near real-
time helped increase the productivity of the meetings. Participants also believed that 
they had a better understanding of the stories for the current iteration and spent less 
time discussing individual stories. They also found that creating cards was just as 
simple and quick as creating paper cards.  

5.3   Real-Time Performance 

Response times for various actions in DAP are near-real-time. Actions in DAP were 
tested both in a controlled laboratory setting with limited network activity and in a 
cross-continent setting (Canada - United Kingdom). For both time trials the DAP 
server was located in Canada. Table 1 summarizes the times for the various different 
actions in DAP. Times were calculated by hand with a stopwatch, researchers com-
municated verbally (via VIOP system in the cross-continent case). Action starts were 
verbalized by one individual and when the other individual had seen the change they 
would verbally indicate to stop the clock.  

Table 1. DAP Performance 

 

As we can see, the majority of actions in DAP takes two seconds or less regardless of 
the network settings. Results from the laboratory setting were considerably faster result-
ing in near instantaneous changes to the workspace. We can see that there is a delay 
introduced when collaborating over greater distances, however, the delay is still rela-
tively short and did not have an impact on the user study teams ability to collaborate.  

5.4   Limitations 

The research into the effectiveness of DAP has provided insight into supporting distrib-
uted agile planning. The results of our initial study – although encouraging – suffer from 

                                                           
2 When interviewing study participants, we did not define “planning productivity” but let them 

use their own understanding of the term. 
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a number of limitations. Specifically, the participants for the user study are graduate 
students and it is unclear how well they represent agile teams working in an industrial 
setting. The participants are also volunteers – creating a potential positive bias in the 
results.  

Secondly, biases are introduced due to the fact that half of the volunteers that par-
ticipated in the user studies were colleagues of the primary researcher. The bias intro-
duced by the volunteers knowing the researcher, are partially kept in check by having 
the remaining half of the participants in the user study teams being from other univer-
sities where there was no prior contact with the researcher or knowledge of the tool.  

Finally, industrial evaluation is extremely minimal (one individual on one case 
study team) and DAP was only compared against paper based planning. No compara-
tive evaluation was conducted between DAP and other distributed agile planning tools 
and no comparison where the order in which the planning methods were examined 
were conducted. The lack of comparison against other industrial tools and the limited 
involvement of industrial participants introduce a bias into the results presented here 
and demand further investigation. The reason for focusing on DAP instead of alterna-
tive tools was our desire to primarily compare paper-based distributed planning with 
tool-based distributed planning. We picked what we consider the best-of-breed tool as 
the basis for our study. After our study indicates the benefits of tool support, a next 
step would now be to compare different agile planning tools and evaluate if there are 
any differences in planning effectiveness. 

6   Conclusions 

Tools to support distributed agile planning have made significant strides in bringing the 
benefits of collocated planning to distributed teams. Research from the groupware 
community like a shared workspace and telepointers provide teams with additional non-
verbal information that is missing from paper based distributed planning meetings.  

The results from our observational study are encouraging in that teams found the 
additional awareness information beneficial. Participants were very receptive of the 
tool and felt that communication and productivity were positively affected when 
compared to the paper based distributed planning they experienced. In addition, par-
ticipants’ feedback regarding the use of telepointers is important and suggests that 
future agile planning tools consider their inclusion.  

Further investigation into the effects of distributed planning tools that use physical 
representations of planning artifacts is warranted. In addition, a comparative evalua-
tion that examines the impacts of the various different agile planning tools is needed.  

Distributed AgilePlanner provides card-based planning to agile teams – but it uses 
a shared vertical surface to display iterations and story cards. Our ongoing work looks 
into using digital tables for distributed planning and promises to be even closer to 
collocated agile planning meetings. 
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Abstract. A tool is presented for guiding Test-Driven Development (TDD), 
called TDD-Guide. The tool is integrated into an existing development envi-
ronment and guides the developer during the development by providing notifi-
cations that encourage use of TDD. The TDD practice is defined through rules 
that can easily be changed and are used to generate code incorporated to a de-
velopment environment using an aspect-based framework, so that the develop-
ment of the tool has agile characteristics. Feedback from user experiments both 
validates the rules and suggests refinements to improve TDD-Guide, as is 
shown in descriptions of two user experiments. 

Keywords: Rule-based framework, test driven development (TDD), software 
process support, user evaluation. 

1   Introduction 

Test-Driven Development (TDD) is widely considered both one of the central contribu-
tions of Extreme Programming to general agile techniques [1], and one of the most 
difficult practices to internalize [2, 3]. In this paper the TDD-Guide tool is shown both 
to effectively encourage use of test-driven development, and to allow incremental and 
flexible integration into an existing general development environment. The tool can 
detect conformance or deviation from test-driven practice as coding or testing steps are 
being developed, and provide valuable notifications to the developer. Some of the noti-
fications provide the developer with positive feedback when the practice is followed, 
while others identify deviations from TDD. When deviations are detected, the tool can 
guide the developer to correct the deviation or even strictly enforce TDD by not allow-
ing the developer to perform an operation deviating from the practice. 

TDD-Guide is an application of the Aspect-Oriented Process Support (AOPS) 
framework. This framework, whose concepts were first introduced in [4], facilitates 
the definition and deployment of support for a variety of software processes in the 
form of rules and here the framework is used to define rules to support TDD. As its 
name suggests, the framework is based on aspect-oriented technology [5]. Using the 
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support definition, code containing aspects and classes is automatically generated, 
ready to be integrated into the target development environment. Such integration 
guarantees the customization of the environment according to the defined rules. This 
aspect-based integration approach is used here on the Eclipse platform and thus the 
generated types are in AspectJ1 and Java. The rules for TDD, code generated from this 
set of rules, a repository of key TDD events and their connection to the environment, 
together with a user-interface common to all framework products, all integrated into 
Eclipse, comprise the TDD-Guide tool. 

The rules defined using the framework are simple to express, and it is relatively easy 
to add, remove or modify rules. The framework is especially appropriate for defining 
development practices that are flexible, may need frequent adjustment, and can be seam-
lessly integrated with an existing, familiar, development environment. This differs from 
previous Process Centered Engineering Environments (PCE’s), such as [6, 7], that gener-
ally replace existing environments and are oriented to a fully detailed process model. 

The current version of TDD-Guide is the result of ongoing research whose goal is to 
define practical and effective TDD rules. Given that goal and the flexible nature of the 
framework, we chose to define the rules in an agile fashion, starting from a basic and 
simple set of rules that is iteratively refined. In each iteration, the existing set of rules is 
tested on real developers and the gathered user feedback is used to refine the set toward 
the next iteration. In this paper, two such iterations are described, focusing on the ex-
periments within them. In each experiment, student developers with novice TDD skills 
were given a Java development task, and were asked to develop the task using TDD. 
TDD-Guide was integrated in advance into the users’ development environment 
(Eclipse), and significant development steps were logged. Based on the logs and ques-
tionnaires, we searched for and developed possible rule refinements. We were also 
interested in examining the reaction of the developers to this kind of on-line guidance.  

We present results showing that TDD-Guide is in general perceived by the users to 
be helpful and that the tool indeed is effective in guiding TDD. More importantly, we 
show how the experiments provide important user feedback that helps both to improve 
the rules themselves and to refine the user-interface. In the next Section we present the 
user-interface and rules of TDD-Guide while explaining how rules are defined using the 
framework. The experiments’ goals, description, and results are presented in Section 3, 
and conclusions and future directions are provided in Section 4. 

2   TDD-Guide and the AOPS Framework 

We metaphorically view a software development process as a trail defined by the 
process methods and practices; the developers are considered as hikers who are sup-
posed to follow the trail but, for various reasons, once in a while deviate from it. Ac-
cordingly, an AOPS rule can be of kind deviation or on-track; a rule of kind on-track 
when triggered denotes that the developer is following the trail, and encourages the 
developer by providing positive feedback. Similarly, a rule of kind deviation is acti-
vated when the developer deviates from the desired trail; here, the rule may force the 
developer to return to the trail, or alternatively provide the developer with the choice 
to deviate while presenting negative feedback with different severity levels. 

                                                           
1 The AspectJ Project, http://www.eclipse.org/aspectj/ 
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2.1   TDD-Guide User-Interface 

Upon activation of an AOPS rule, its message is presented to the developer in the 
AOPS view (Figure 1), where an appropriate icon denotes the type of the message. In 
addition, the AOPS bar (Figure 2) updates its color according the kind of the activated 
rule and also supplies a tooltip to quickly observe the rule’s message.  

  

Fig. 1. The AOPS view Fig. 2. The AOPS bar 

Rule messages may also be presented to the developer within Eclipse dialogs and 
wizards. In Figure 3, for instance, we see the same “No failing test exists” message, 
but presented within the Java class creation wizard. This tight integration with Eclipse 
allows natural enforcement of the rule by simply disabling the ‘Finish’ button. How-
ever, in editing mode the same rule is not mandatory and can be overridden. 

 

Fig. 3. Java class creation wizard augmented with an AOPS message 

2.2   Rule Definition 

To define AOPS rules, the manager/governor (the one who defines the rules) should 
first define an abstraction of the underlying development process, namely a set of 
entities that represent important elements in the process. Then, rules are defined that 
operate on the entities. 
 



66 O. Mishali, Y. Dubinsky, and S. Katz 

In Figure 4 we see some of the entities and the rules that constitute TDD-Guide. 
Two entities are defined, CodingSpace and TestingSpace, representing the space where 
the functional code is developed and where the unit tests are developed, respectively. 
Each entity can have key-events and attributes; key-events represent abstract events that 
occur during the development related to the modeled process element, and attributes are 
meant to hold related important values. Both entities have two key-events representing 
creation and modification of types in the space, and in addition, TestingSpace has two 
attributes numOfFailingTests and numOfBrokenTests; both attributes are of type Integer 
and hold the current number of failing tests and broken tests (that do not compile), re-
spectively. An AOPS rule is activated when one of the key-events defined in its condition 
part is activated and its predicate, also defined there, holds. The rule NeverWrite-
CodeWithoutFailingTest is therefore activated when the developer creates a new 
type/class or modifies an existing one and neither a failing test nor a broken test exists. 
Activation of this rule is the most severe deviation from TDD and therefore a strategy of 
type error is defined (a strategy describes the general course of action taken upon rule 
activation). The second rule ChallengeExistingCode is of kind on-track and is activated 
when the developer is modifying a test and no failing test exists. The rule encourages the 
developer by clarifying the task ahead: writing a test that is not passed by existing code. 

Four more rules are defined. Two of them enforce coding standards that distinguish 
between coding and testing elements, and another one HaveOneActiveTest recognizes 
deviations from the TDD recommended guideline of not trying to fix several things at 
a time2. The last rule MakeExistingCodePass encourages the developer to fix the code 
when in the coding space and having one failing test. 

 

Fig. 4. Sample TDD entities and rules 

The defined entities are just declarations and thus should be connected to the un-
derlying development environment. This process of connecting the entities to the 
environment is called entity-mapping and uses a repository of concrete Eclipse 
method calls not elaborated here. After the mapping, during development of an appli-
cation the entities are continuously updated to reflect the state and behavior of the 
underlying process elements that they represent. The entities, their mapping, and the 
rules, are all defined using the framework’s graphical interface. A public release of 
                                                           
2 http://c2.com/cgi/wiki?OneUnitTestAtaTime 

Entity CodingSpace 
 

key-event codeCreation 
key-event codeModification 

Entity TestingSpace 
 

key-event testCreation 
key-event testModification 
attribute numOfBrokenTests 
attribute numOfFailingTests 

Rule NeverWriteCodeWithoutFailingTest (deviation, error) 
   condition  
Key-events: codeCreation, codeModification 
Predicate: numOfFailingTests() == 0   
&& numOfBrokenTests() == 0 

Rule ChallengeExistingCode (on-track) 
    condition  
Key-events: testModification 
Predicate: numOfFailingTests() == 0 
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the AOPS framework is expected within several months. An Eclipse plug-in of TDD-
Guide is available upon request from the authors. 

3   Evaluating TDD-Guide 

A support tool to guide TDD can be best validated through user experiments. The 
validation should involve user experience that is rigorously planned and executed 
aiming at refining the tool to be more effective [8, 9]. The users in our case are devel-
opers in software development teams who work to produce code according to some 
predefined functionality and need to produce unit tests to support the code. 

In this section we describe the two user experiments of the first two development 
iterations of TDD-Guide. The first experiment was a spike whose major purpose was 
to examine the initial set of the rules of the first iteration in a real development setup. 
Based on this spike, several changes were introduced to the tool. The second version 
of the tool was experimented with in a larger setting, more focused on rule refine-
ment, namely examining the effectiveness of the rules in supporting TDD, and search-
ing for unanticipated development states. 

3.1   First Experiment 

Six experienced programmers familiar with Java and Eclipse, and less familiar with 
TDD, were given a simple development task and asked to develop the task while using 
TDD. The initial feedback was encouraging: all of the participants showed positive 
reactions to the idea of accompanying the development with messages and alerts, and 
four participants reported that the messages helped them to develop test-first. No change 
was noticed in Eclipse performance due to the addition of aspects into it.  

The experiment led to changes in the user-interface, in the rules, and in the log-
ging. Four participants reported that paying attention to the AOPS view did not dis-
rupt their concentration in developing the task. The other two felt that it sometimes 
was a burden. Accordingly, we decided to add the AOPS bar (Figure 2), hoping that 
colored feedback would be more intuitive than a purely textual one. The rule Never-
WriteCodeWithoutFailingTest in its first version attempted to treat a special case: 
when the developer had a broken test, the rule allowed moving to the code without 
requiring to execute the test (assuming that the developer is interested in creating, 
e.g., a missing declaration and then returning to the test). However, we observed that 
two participants did not act according to our assumption. They indeed created a miss-
ing declaration, but instead of then returning to the test they continued to develop the 
code without first running JUnit. We changed the rule so that test execution is re-
quired before each move to the code, to make the TDD cycle simpler and more uni-
form. Since execution of broken tests is also reported by JUnit with red indication, we 
also added a warning to the rule to remind the developer that the JUnit bar is red due 
to a compilation error and not because of a failing test. We also added time-stamps to 
the logs to facilitate better reasoning. 
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3.2   Second Experiment 

The participants in the second experiment were 34 CS-major fourth-year students in 
an advanced Software Engineering project course. The experiment had three phases: 

1. Pre-experiment phase in which participants filled in a questionnaire about the 
level of their familiarity and experience with programming concepts and tools in 
general and with TDD in particular. Then, they heard a one-hour lecture about 
unit testing and specifically about TDD.  

2. Experiment experience phase in which participants moved to the computer lab 
where they were guided in groups of 2-4 to perform a specific programming task. 
After completing the task they filled in a personal reflection. 

3. Post-experiment phase in which participants were asked one week after the ex-
periment to indicate two features of TDD-Guide that they perceive as most  
significant and two possible improvements or extensions. This feedback was ob-
tained using a web-based feedback mechanism familiar to the students.            

Twenty seven of the participants filled in the questionnaire of the pre-experiment 
phase. The results show that participants felt knowledgeable with Java programming 
and object-oriented design, less knowledgeable with Eclipse IDE and unit testing, and 
beginners in JUnit and TDD. Regarding the development process, participants were 
less experienced with measuring the development process and product, but felt 
knowledgeable and even expert with working in pairs.  

Given a project named money.conversions that contains classes and conversion 
utilities3, participants were asked to define a class Money that represents a certain 
amount of money in a specific currency. In addition, the class should have the method 
Money add(Money m, String currency) where the returned Money represents the 
addition of the called Money object and the given Money argument, in the given cur-
rency argument. Participants were asked to develop according to the TDD technique 
(within 35 minutes) and to take notice of AOPS messages. As in the first experiment, 
aspects were also added to Eclipse to log actual behavior and timing information. 

3.2.1   Experiment Outcomes 
We illustrate the experiment findings for the NeverWriteCodeWithoutFailingTest rule 
of TDD-Guide that detects a deviation as aforementioned. We considered recurrences 
of series of events in the logs that show a specific behavior of the developers either 
before or after the deviation. The logs of twelve groups that completed their task were 
considered and the following four findings were formulated:  

 The first finding deals with the intuitive tendency of developers to start programming 
with coding rather than with testing. An expected behavior in the beginning of the 
log is Test - TestFailed - Code where Test means writing test lines, TestFailed means 
that running JUnit causes a failure, and Code means writing code lines. Four logs out 
of twelve include Code - DeviationMessage - Test at the beginning of the log (mean-
ing that they start directly with code as they used to, noticed the AOPS deviation 

                                                           
3 The given task is a simplified version of a well-known TDD example by Kent Beck and Erich 

Gamma (http://junit.sourceforge.net/doc/testinfected/testing.htm). 
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message that appears and responded by starting to test). This tendency to start with 
coding was also found in the middle of the task when instead of the expected Code - 
TestSucceeded - Test we found Code - TestSucceeded - Code - DeviationMessage - 
Test. These cases show that novice developers can benefit from TDD-Guide mes-
sages and by following them they overcome their tendency to start coding without 
testing, and thus adhere to the TDD practice. Since this rule can be overruled in edit 
mode, we found two cases of Code - DeviationMessage - Code meaning the devia-
tion message was ignored by the developers who continued to work on the code al-
though there was no failed test. This can be also explained as a refactoring activity 
and was marked by us for further investigation. 

 The second finding concerns getting used to actually run the tests before moving to 
code. We found eight cases in six logs where developers did Test - Code - Devia-
tionMessage - TestFailed - Code meaning they worked on the test and switched to 
code without receiving the feedback of running JUnit. Following the deviation 
message they ran the test, causing a test failure, and went back to code. 

 The third finding relates to the learning curve that can be observed especially when 
adding the time measure of the different activities. The following series of events 
was found starting at the beginning of a specific log:  

o Code - DeviationMessage for 1 minute; no work for 2 minutes; 
o Test for 15 seconds;  
o Code - DeviationMessage for 4 seconds; no work for 7 seconds; 
o Test for 8 minutes; 
o Code - DeviationMessage for 1 second; 
o TestFailed - Code  

The deviation message was used three times to correct the development in this 
trace. We observed here and elsewhere that the time to respond to the deviation 
messages decreased while the time invested in testing increased. 

 The fourth finding reveals strong emotions against testing and can be seen as anec-
dotal: one group used “i dont want to test” as part of their test file name. 

3.2.2   Participants’ Reflection on the Experiment 
After completing the task, participants filled in their level of agreement with state-
ments related to the experiment. Table 1 summarizes their answers; a clear majority is 
marked in grey. As can be observed most participants felt that the Eclipse IDE works 
as usual (statement 1) and that TDD-Guide helped them in working according to the 
TDD technique (e.g., statement 6).  However, statements for which no clear majority 
exists reveal issues that may suggest rule refinement. For instance, statements 2 and 4 
reveal usability issues, and statements 8 and 13 disagreement with the TDD guiding 
rules (we refer to these issues in Section 4). Statements 7 and 16 uncover resistance to 
the TDD concept.  We believe this only emphasizes the necessity of the guidance, in 
particular for novices who are not yet familiar with the advantages of TDD. 

To assess the longer-term impact of this experience, we asked for feedback one 
week after the experiment. As noted, participants were asked to indicate two features 
of TDD-Guide that they perceived as most significant and two possible improvements 
or extensions to the tool. Thirty two participants responded to this phase. 
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Table 1. Reflecting on the experiment activity 

# Statement Agree Tend to 
agree 

Tend to 
disagree

Dis- 
agree 

No 
answer 

1 During development, I felt that the Eclipse 
interface responded as usual 

9 15 8 2  

2 Paying attention to the AOPS messages 
was a burden 

3 14 14 3  

3 I have hardly had any AOPS Deviation 
(Error) messages 

1 12 11 8 2 

4 Some of the AOPS messages were not 
comprehensible  

5 12 11 5 1 

5 Sometimes I didn’t agree with what an 
AOPS message was saying  

2 4 15 12 1 

6 The AOPS messages helped me to develop 
test-first  

11 13 8 1 1 

7 I find test-first an annoying technique 5 14 13 2  

8 Sometimes, I just ignored an AOPS mes-
sage 

9 9 8 8  

9 Sometimes, I felt that an AOPS message 
was needed but it didn’t show up 

3 5 18 8  

10 I think that accompanying the develop-
ment with messages and alerts is not a 
good idea and just interferes with the 
fluent work 

1 8 17 8  

11 Several times, AOPS messages led to a 
change in my behavior 

4 16 10 4  

12 I looked several times at the reference 
page to figure out how to develop test-first 

3 6 10 15  

13 When a failing test does not exist, the 
AOPS system should always disallow any 
coding 

5 13 13 3  

14 I got several “false alarms” (incorrect 
AOPS messages)  

2 3 14 14 1 

15 The AOPS view was more useful than the 
AOPS bar 

2 18 11 3  

16 I will definitely develop test-first in the 
future 

2 15 10 6 1 

17 Most of the AOPS Warning messages 
were justified 

6 24 5 -  

Most of them indicate the main tool features, though some mixed the TDD tech-
nique itself with the features of the guiding tool. Following are some of their sugges-
tions for improvements: “A feature can be added to mark code that is already covered 
by tests thus help with the testing management”; “Better indication of the current 
stage in the development process, sometimes it was difficult to understand what the 
environment expects us to do”; “Introduce development tasks into the environment in 
order to enable the planning of the product roadmap according to the list of tests that 
should be written”; “An error should not always be created in order to go forward, 
there can be an option to skip the obvious errors in the beginning or at least to mark 
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them for example as ‘preliminary development remarks’”; “In my opinion no signifi-
cant improvements/extensions are needed”; “I suggest to emphasize the status 
marker”; “Possible extension is an automatic correction offer when a problem is diag-
nosed”; “Add voice alert when there is a warning”. 

4   Conclusion and Future Work 

We conclude this paper by describing the implications of the outcomes presented on 
the TDD-Guide rules, the user-interface, and the log used to gather information. 

As previously mentioned (Section 3.1), after the first experiment we added a warn-
ing to the rule NeverWriteCodeWithoutFailingTest that is activated when the devel-
opers write code while having only broken tests. Its purpose was to remind them that 
the JUnit bar is red due to a compilation error and not because of a failing test. The 
logs show that although the warning was presented, usually the developers did not 
execute the test again after the missing declarations were created but continued to 
code in that state, without knowing for sure that the test fails. One possible remedy 
could be to activate the warning again after some time. We should also examine 
whether the warning message is clear enough. 

The addition of time-stamps to the logs discovered that a significant aspect of a 
correct TDD trail is related to time. For instance, we found several cases where tests 
were developed (for the first time) for more than ten minutes before moving to the 
code, and cases where the first successful test execution took place only after fifteen 
minutes, both indicating that the initial TDD steps are too complex. A new story de-
fined for the third development iteration of TDD-Guide is to provide timing alerts, 
e.g., if the developer stays too long in the testing space. 

Although Section 3.2.1 discussed the NeverWriteCodeWithoutFailingTest rule, of 
course the other rules were examined and guidelines for their refinements exist. The 
rule HaveOneActiveTest was defined to be activated when the developer is in the 
coding space and has more than one failing test. However, one log revealed that cod-
ing while having several failing tests is not always a deviation; that may happen when 
coding indeed starts with one failing test however changes made in the code cause the 
failure of others. Although it may indicate tests that are not reasonably independent, it 
should not be classified as a deviation. Thus, the first improvement is to distinguish 
between that case and the case where the deviation is certain, that is, where coding 
starts with several failing tests. The logs report on three occurrences of the latter and 
show that the rule’s notification was ignored, i.e., the developers continued to code. 
The reason may be that the guidance was applied in retrospect, i.e., when the devel-
opers already had the tests written. The lesson learned here is that a deviation should 
be reported as early as possible, when its correction is practical. 

As noted in Section 3.2.1, the pattern Code - DeviationMessage – Code could also 
be a sign for a refactoring activity and in that case the TDD rules should not report a 
deviation. Therefore, another new story for the third iteration is to define refactoring 
as a new state where modified TDD rules apply. 

There is a need to emphasize the user interface indications (see statement 2 in Ta-
ble 1 and the last feedback in Section 3.2.2).  In the next iteration we plan to add vo-
cal indications. Another point to consider is the use of interactive communication with 
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the developer, e.g., pop-ups asking for real-time developer feedback or a button 
whose pressing indicates moving to a refactoring state. 

The performance logs were the primary aid for reasoning on the development and 
the effectiveness of TDD-Guide. During their analysis, we noted that different views 
of the logged data are needed, e.g., to identify recurrent patterns and to analyze all 
activations of an individual rule.  These views were created manually and we plan to 
add their automatic creation. We are also considering the use of a relational database 
that will store the data and allow queries and reports. 

As confirmed by the experiments, after two iterations TDD-Guide is already an  
effective tool for guiding test-driven development. Its flexibility and light-weight 
integration into the Eclipse IDE, provided by the AOPS framework, increases the 
potential of widespread adoption for this tool and its extensions to additional agile 
software processes. 
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Abstract. To quickly localize defects, we want our attention to be focussed on
relevant failing tests. We propose to improve defect localization by exploiting
dependencies between tests, using a JUNIT extension called JEXAMPLE. In a
case study, a monolithic white-box test suite for a complex algorithm is refac-
tored into two traditional JUNIT style tests and to JEXAMPLE. Of the three refac-
torings, JEXAMPLE reports five times fewer defect locations and slightly better
performance (-8-12%), while having similar maintenance characteristics. Com-
pared to the original implementation, JEXAMPLE greatly improves maintainabil-
ity due the improved factorization following the accepted test quality guidelines.
As such, JEXAMPLE combines the benefits of test chains with test quality aspects
of JUNIT style testing.

1 Introduction

A well-designed test suite should exhibit high coverage to improve our chances of iden-
tifying any defects. When tests fail, we want to quickly localize defects, so we want our
attention to be focussed on the relevant failing tests to identify the root cause of the de-
fect. However, when some part of the base-code gets changed, a small defect can cause
a domino effect of multiple failing unit tests. This is a problem, because the person
changing the code has no other option than to browse all failing unit tests to try and
deduce a single root cause. This task can prove to be quite difficult when that person is
unfamiliar with the test code that fails.

Dependencies between unit tests, the cause of this domino effect, have generated
considerable controversy [6,12,4]. Common wisdom states that defect localization is
improved by avoiding dependencies between tests, yet empirical evidence shows that
latent dependencies exist anyway even in well-designed test suites [9]. This suggests
that, despite the guidelines, dependencies between tests are inevitable.

In this paper we propose to improve defect localization by making dependencies
between tests explicit. For example, a developer can declare that a testRemove test
depends on the successful outcome of a testAdd test. Based on these depedencies,
a testing framework can automatically determine a suitable order to run the tests, and
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to skip tests that depend on other failed tests. This setup prevents the domino effect of
failing tests. We test this hypothesis by means of a case study in which we compare four
implementations of the same test suite: a JEXAMPLE-based implementation and three
alternative JUNIT-based implementations.

The contributions of this paper can be summarized as:

– We propose explicit test dependencies as solution for the domino effect in defect
localization (e.g. in Chained tests),

– We introduce JEXAMPLE, an extension of JUNIT that uses annotations to declare
explicit dependencies between test methods,

– We present empirical evidence that JEXAMPLE provides five times better defect
localization than traditional JUNIT, without considerable degradation in perfor-
mance, code size or duplication.

The remainder of the paper is structured as follows: after related work in Section 2,
Section 3 introduces JEXAMPLE, illustrating the difference between chained test meth-
ods and conventional JUNIT test methods. Section 4 covers the case study, with
Section 5 discussing the results and stating some concluding remarks.

2 Related Work

Many authors have been studying techniques to prioritize test cases, selectively execute
regression tests or reduce test suites.

Kung et al. discuss a cost-effective selective regression testing approach after
changes in an object-oriented program, by (i) determining the set of affected classes
and (ii) prioritizing the testing of classes to minimize test stub construction [10]. A sim-
ilar approach is followed by Wong et al., first applying a modification-based selection
technique followed by test set minimization (minimal selection preserving a coverage
criterion) and prioritization (increasing cost per additional coverage) [19].

Rothermel et al. propose several techniques for prioritizing test cases with the goal
of improving the rate of fault detection. Coverage and fault-detection ability, in various
forms, are used to determine the test cases execution order [14]. Results show that
all techniques improve the rate of fault detection compared to the standard, randomly
ordered suite.

Stoerzer et al. automatically classify changes depending on the likelihood that they
contribute to a test’s failure [16], by monitoring test execution and addressing the local
change history in Eclipse.

Gaelli et al. infer a partial order of unit tests corresponding to the coverage hierarchy
of their sets of covered method signatures [8]. Their work shows that most tests either
cover a superset of another test method’s coverage or cover themselves a subset of
another test, concluding that most tests implicitly depend on other tests. In case of test
case failures, the developer is guided to tests which were found to be smallest in a
previously stored hierarchy of a successful test run. In our a priori approach, letting
developers explicitly link tests, we do not need a green running suite in the first place.

There exists a consensus about the following quality aspects of test code. When sup-
porting fast and frequent code-test cycles, not only should a test run take minimal time
[15,5], but detected defects should be communicated to the developer in an informative
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manner [6]. This implies that the link between the test error and the responsible unit
under test is made explicit. In an evolving system, test code needs to be understood,
reviewed and extended by team members. Moreover, knowing that (refactoring) op-
erations to the production system potentially invalidate the corresponding tests, a test
suite’s code should be easy to understand and change [17]. As test code is typically not
verified beyond reviewing (at 150 to 200 lines of code per hour [2]), tests are advised to
be short and simple. Test smells are described as maintenance prone constructs that are
specific for software test code [4,12], in addition to regular deficiencies such as code
duplication. As such, they are to be avoided.

Dependencies between unit tests have generated considerable controversy [4,6,12].
As a motivating example to illustrate a test dependency, consider the test code in List-
ing 1: the unit under test is a simple Stack class, for which two test methods are
given, testPush and testPop, both implemented to run independently of each
other. However, as each of the two test methods must cover Stack’s push method
(there is no pop without push), an implicit dependency between testPop and
testPush is introduced: whenever testPush fails, testPop is likely to fail as
well.

Listing 1. Implicit dependency between test methods

public class StackTest {
private Stack stack;

@Before
public void setup() {

stack = new Stack();
}

@Test
public void testPush() {

stack.push("Foo");
assertEquals(false, stack.isEmpty());
assertEquals("Foo", stack.top());

}

@Test
public void testPop() {

stack.push("Foo");
Object top = stack.pop();
assertEquals(true, stack.isEmpty());
assertEquals("Foo", top);

}
}

On one side of the controversy, detractors consider dependencies to be a form of
“bad smell” in testing code. Van Deursen et al. use the term Eager Test to refer to a test
method checking several methods of the object to be tested [4]. They say that depen-
dencies between the enclosed tests make such tests harder to understand and maintain.
Van Rompaey et al. provide empirical evidence to support this claim [18]. Fewster and
Graham state that the efficiency benefit of long tests (where setup and tear-down is
only performed once) is far outweighed by the inefficiency of identifying the single
point of failure [6]. The xUnit family of testing frameworks, as exemplified by JUNIT,
advises its users to avoid dependencies between tests. Test methods are supposed to be
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independent artifacts, sharing at most a (re-initialized) fixture constituting the unit under
test. Meszaros uses the term ChainedTests to point to this test design [12], motivating
that it may be a valid strategy for overly long, incremental tests. On the down side, the
implicit fixture initialized by previous tests may impede the understandability of a sin-
gle test. On the supporting side of test dependencies, we find testing frameworks such
as TESTNG that provide support to define explicit dependencies between test methods
and or test cases [3].

3 JExample in a Nutshell

In order to facilitate chained tests, JEXAMPLE extends JUNIT as follows: (i) test meth-
ods may return values; (ii) test methods may take arguments; and (iii) test methods may
declare dependencies.

When using JEXAMPLE there is no need for fixtures or setup methods. Any test
method M0 may be used as a setup method, using its return value x as the fixture for
its dependents. That is, JEXAMPLE takes the return value x of M0 and passes it on as
an argument to all methods that depend on M0. Chained tests are related to the idea
of example-driven testing, which states that fixture instances are valuable objects, and
hence, to be reused and treated first-order first order by a testing framework [7].

When executing a standard JUnit test case (e.g., Listing 1), the JUNIT framework
executes setup before each test method, using a field to pass the fixture instance from
setup to test methods. Considering this, we may say that setup creates an example
instance, and that all other tests depend on this instance. Hence, we promote setup to
become a test method with return value:

Listing 2. Promote fixture to test with return value

@Test
public Stack testEmpty() {

Stack empty = new Stack();
assertTrue(empty.isEmpty());
assertEquals(null, empty.top()));
return empty;

}

Note the assertions in the method body. As setup is now a proper test method we
may even test the fixture before passing it on. Next, we rewrite testPush to depend
on the result of setup using a @Depends annotation as follows:

Listing 3. Take another test’s result as input value

@Test
@Depends("testEmpty")
public Stack testPush(Stack stack) {

stack.push("Foo");
assertFalse(empty.isEmpty());
assert("Foo", empty.top());
return stack;

}
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When executing the test in Listing 3, the JEXAMPLE framework will first call setup
in order to fetch its return value and then pass the return value as an argument to
testPush. As this method might possible modify its argument, we must either clone
the example instance before passing it on or call setup twice. The current implemen-
tation of JEXAMPLE does the former (of course only if setup succeeds, otherwise all
dependents of setup are skipped anyway).

Next, we readdress Listing 1 to find deeper levels of dependencies, turning the test
case into a graph of chained test methods. And indeed, there is a test method that im-
plicitly depends upon testPush’s outcome: testPop cannot be exercised without
pushing some element first. Hence we implement testPop as follows, avoiding the
duplicate call to push by depending on testPush’s return value:

Listing 4. Avoid code duplication using dependencies

@Test
@Depends("testPush")
public Stack testPop(Stack stack) {

Object top = stack.pop();
assertEquals(true, empty.isEmpty());
assertEquals("Foo", top);
return stack;

}

Given a defect in Stack’s push method, the pop test is ignored by JEXAMPLE,
thereby pointing precisely to the defect location.

4 Case Study

In this section we report on a case study that compares four different implementations
of the same unit test suite. The goal is to check how Chained tests improve defect
localization, and how JEXAMPLE promotes quality criteria related to performance, size
and code duplication.

The (pre-existing) JUnit test suite under study exercises an implementation of the
Ullmann subgraph isomorphism algorithm — i.e., an algorithm to compare the struc-
ture of graphs. This set of rigorous, white box tests was written to verify the core of a
research tool as well as the interaction with a third party graph library.

Ullman Original is the original implementation of the case-study. Figure 1 illustrates
how the test suite is implemented as a single test case consisting of six very long test
methods. The test methods concentrate on a growing unit under test and are hence
implemented as an alternating series of initialization and assertion code, entangling
fixture and test code.

We refactored this original test suite implementation to three alternatives (i) best
practice JUNIT tests; (ii) JUNIT using test case inheritance; and (iii) Chained tests using
JEXAMPLE. The goal of this refactoring was to obtain equivalent implementations of
the same test suite using different test design styles.

The Ullmann JUnit-style (UJ) implementation follows the original JUnit test guide-
lines as described by Beck and Gamma [1]. Tests on the same unit under test are
grouped together, by sharing fixture objects and a setup method. To apply this style
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UO = original tests

UJ = traditional JUnit implementation UR = testcase reuse, ie subclassing

UC = chained JExample implementation

Fig. 1. Polymetric view of the four alternative test suite implementations: The innermost boxes
represent test methods (including setup methods); the height of the boxes shows the method’s
LOC (lines of code) metric; edges show test dependencies. The enclosing boxes represent test
cases; edges show test case inheritance.

to the Ullmann case-study, the original test suite is split into eight test cases that each
focuses on a different snapshot of the growing unit under test.

The Ullman test case Reuse (UR) implementation relies on test case subclassing to
build a set of chained yet isolated test cases. This implementation uses a specific sub-
classing pattern, turning each iterative initialization step of the original test into a sub-
class that calls super.setUp() in its setup method to reuse previous initialization
code. As such, test dependencies are specified by the test case inheritance hierarchy.

Ullmann Chained JExample-Style (UC), finally, introduces explicit dependencies us-
ing JEXAMPLE. Mirroring the iterative initialization code of the original test methods,
and using the dependency mechanism presented in Section 3, a root test method creates
an example instance of an empty graph object, and passes the instance on to dependent
methods. The dependent methods extend the example instance a bit, check some asser-
tions, and eventually pass the instance on to another level of dependent instances, and
so on. Dependencies between methods are declared by the developer using @Depend
annotations, whereas passing on a method’s return values to its dependents is done by
the framework while running the test suite.

Figure 1 presents the test design of the four implementations using polymetric views
[11]. The innermost boxes represent test methods (including setup methods). The height
of these boxes show the method’s SLOC (source lines of code) metric, while edges
show test dependencies. The enclosing boxes represent test cases; edges show test case
inheritance.

4.1 Evaluation Procedure

To evaluate defect localization, we measure the number of reported test case failures
after randomly introducing defects in the system’s code with a mutation testing tool
(Jester [13]). Using the explicit dependencies between tests, JEXAMPLE ignores tests
that depend on a failed test. As such, we expect the UC implementation to report fewer
failures than the other three implementations.
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Besides defect localization, we select test suite run-time performance, test size and
code duplication from the set of common test quality criteria. To quantify the adherence
to these criteria, we use the following set of metrics:

– Performance. We measure the execution time of each implementation. To measure
execution of test suites with failures, we use the created mutations.

– Size. We calculate the overall size (source lines of code) of the test suite as well as
the number and size of test methods. While the former tells us something about the
code base as a whole that needs to be maintained, the latter identifies how well the
test suite is factorized.

– Duplication. We measure the amount of duplication1 in each implementation as a
result of the presence or absence of reuse possibilitities.

For comparison reasons, we control a couple of test suite equality factors. First, we
ensured that all four implementations exhibit the same coverage, being 96.9% (Java)
instruction coverage (measured using Emma2). Secondly, we aimed to keep the same
number of assertions. Ultimately, slight differences appeared (between 81 and 85 as-
serts) due to varying reuse opportunities.

4.2 Results

Defect localization. In order to quantify the traceability quality of the four implemen-
tations, we created eight scenarios, named MUT1-MUT8, where a single mutation in
the Ullmann code causes the tests to fail. Jester changes constants in the code and adds
clauses in boolean conditions to test the defect detection strength of a test suite. For
each mutation scenario, we then measure the number of failures JUnit reports. Know-
ing that only one mutation has been introduced at a single location, ideally only a single
failure should be reported.

Table 1. Number of failures: absolute number/ig-
nored tests (relative number)

UO UJ UR UC
MUT1 4 (66%) 12 (46%) 14 (52%) 2/12 (6%)
MUT2 2 (33%) 2 (8%) 2 (7%) 2/0 (4%)
MUT3 1 (17%) 10 (38%) 9 (37%) 1/12 (3%)
MUT4 1 (17%) 1 (4%) 1 (4%) 1/0 (3%)
MUT5 1 (17%) 10 (38%) 9 (37%) 1/12 (3%)
MUT6 1 (17%) 1 (4%) 1 (4%) 1/1 (3%)
MUT7 1 (17%) 10 (38%) 9 (37%) 1/12 (3%)
MUT8 4 (66%) 11 (42%) 9 (37%) 2/14 (4%)

Table 2. Average execution time (in
seconds) of 30 test runs

UO UJ UR UC
SUCC 0.512 0.600 0.747 0.554
MUT1 0.506 0.603 0.753 0.539
MUT2 0.516 0.609 0.753 0.554
MUT3 0.500 0.597 0.748 0.534
MUT4 0.516 0.600 0.751 0.556
MUT5 0.499 0.594 0.752 0.533
MUT6 0.513 0.610 0.747 0.547
MUT7 0.502 0.600 0.755 0.537
MUT8 0.515 0.613 0.754 0.546

Table 1 presents the failures reported during test runs on the mutated Ullmann code
in absolute numbers as well as a percentage of the number of tests. For UC, we add
the number of tests ignored by JEXAMPLE. The results show that for a single mutation,

1 Using CCFinderX — http://www.ccfinder.net
2 http://emma.sourceforge.net
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typically multiple tests fail. In the case of the original implementation, the number of
failures varies between 1 and 4 (out of 6 test methods). For UJ and UR however, up
to 14 tests fail as a result of the factorization of test methods. Due to the ordered test
execution of the UC implementation, at most 2 tests fail during a test run, while up to
14 are skipped. Overall, test runs on the UJ and UR implementations report five times
more defect locations than the JEXAMPLE tests. The original implementation, however,
only reports about 36% more defect locations.

Performance. Table 2 lists the average execution time for the four test suite implementa-
tions, and for 5 scenarios. In the first scenario called SUCC(ESS), we execute the tests
on the original Ullmann implementation. In the four cases we reuse the mutations of
Ullmann created earlier. The results are collected as the average execution time of 30
test runs, measured with the UNIX time command on an Intel Pentium 4, 3 Ghz, 1 Gb
Ram, Sun JDK 1.6.0, JUnit 4.3.1.

For the successful test run on the original implementation of the Ullmann algorithm,
we observe that the original test suite implementation has the fastest average, followed
by UC, UJ and UR. We apply Student’s t-test to verify whether there exists a signifi-
cant difference between the test execution time sample sets. As a result, we can indeed
conclude — with a confidence of 95% — that UC is 7-8% slower than UO, yet 8-12%
faster than UJ and 35-41% faster than the UR approach. The results do only indicate sig-
nificant performance increases – compared to the SUCCESS scenario – for mutations
where 12 to 14 tests are skipped in the UC implementation.

Size. The original Ullmann test implementation, lacking any form of encapsulation for
individual tests or set-up, is the most concise one. As a consequence, the UJ and UC
implementations are 77% and 87% larger. UR is even 2.4 times as large.

Due to explicit set-ups and fixtures for the multiple test cases the original Ullmann
test case (NOTC — number of test cases) has been refactored into, and the method
header code for many test commands, the alternative implementations are better fac-
tored, as Table 3 shows. The average test method length has dropped from close to 40 to
around 10, while the number of assertions per test method decreased from 14 to below 4.

Duplication. To evaluate the level of code duplication, we used CCFinderX to calculate
and report code clones. Table 4 summarizes the results. The original implementation
contains the least duplication, with 266 tokens (out of 3446) involved in any code clone.
The alternative implementations contain between 4200 and 4500 tokens, 13 to 22% of

Table 3. Size of the four implementations ex-
pressed in Source Lines Of Code (SLOC),
Number Of Test Cases (NOTC), Number Of
Test Setups (NOTS) and Number Of Test
Methods (NOTM)

UO UJ UR UC
SLOC 311 551 735 582
NOTC 1 8 26 4
NOTS 1 8 25 0
NOTM 6 52 54 34

Table 4. Code clone results, configured with a
minimum clone token size of 50, soft shaper
and p-match in CCFinderX

#tokens % tokens
UO 266 7.7%
UJ 597 13%
UR 938 22%
UC 780 18%
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which is listed in code clones. UC contains about 5% more code covered by clones
than UJ.

5 Discussion and Conclusion

In this paper we introduced the idea of making dependencies between tests explicit
to improve defect localization. We proposed JEXAMPLE, an extension of JUNIT that
allows the tester to annotate test methods with its dependencies. In a case study, JEX-
AMPLE is compared to more traditional JUNIT-style tests.

The case study showed that compared to alternative test suite implementations, JEX-
AMPLE tests indeed exhibit an improved defect localization. Moreover, such test suites
execute faster and contain less code than traditional JUNIT tests. Compared to a test
design style consisting of monolithic test methods entailing long chains of tests, JEX-
AMPLE tests run somewhat slower and contain some more source code, but rely upon
good unit testing practices of encapsulated, concise test methods to ensure maintain-
ability. JEXAMPLE thus combines the best of both worlds: it exhibits the benefits of test
chains with the test quality aspects of JUNIT style testing.

There exist a couple of open challenges to consider regarding maintenance of chained
tests. First, the dependencies between tests have to be indicated by the developers. For-
getting to do so, or introducing wrong dependencies leads to potentially more failures
for a single defect. In the future, automated support to track such dependencies might
alleviate this effort. Secondly, with JEXAMPLE, the concepts of a fixture and a set-up
become implicit, rendering their identification harder.

Being an extension of JUNIT, JEXAMPLE tests can co-exist with regular tests.
Moreover, the migration process merely consists in adding dependency and parameter-
passing annotations, as well as cloning the passed-on objects. Our evaluation showed
that JEXAMPLE-style tests are especially useful for expressing long test chains as well
as for unit tests with obvious dependencies in test suites.

Reproducible Results Statement: A prototype of JEXAMPLE, as well as all four sce-
narios of the case-study are available for download at: http://scg.unibe.ch/
Resources/JExample
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Abstract. The development of a Web application using agile practices is pre-
sented, characterized by empirical software measurements that have been per-
formed throughout the duration of the project. The project is the specialization 
of jAPS, an open source Java Web portal generation framework, for building a 
Research Register management system. The agile principles and practices used 
in the project are described and discussed. During the various phases of the pro-
ject some key agile practices, such as pair programming, test-based develop-
ment and refactoring, were used at different levels of adoption. The evolution of 
some object-oriented metrics of the system, and their behavior related to the ag-
ile practices adoption level is presented and discussed, showing that software 
quality, as measured using standard OO metrics, looks directly related to agile 
practices adoption. 

Keywords: Software metrics, agile methodologies, object-oriented languages. 

1   Introduction 

Agile methodologies are becoming mainstream in software engineering. More and 
more projects worldwide are being managed in this way. However, most of them are 
performed within private firms, and the availability of software data enabling empiri-
cal software engineering studies about them is still scarce. 

Moreover, classical software engineering evolved studying the typical software 
projects of the seventies and eighties, where users interact with a centralized system 
through specific user interfaces running on a terminal or on a client. The first applica-
tions of agile methodologies, like the Chrysler C3 project [1] where Extreme Pro-
gramming was born, were of this kind too. Nowadays, most software development is 
performed either maintaining existing systems, or developing Web applications. We 
define Web application development as building software that interacts with the user 
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through a Web browser, and where many, or most of its functionalities are obtained 
by assembling together software components already available. A Web application is 
commonly structured in a front-end using some dynamic Web content technology, a 
business layer performing suitable computations, and a data repository hosted on one 
or more servers. For the reasons quoted above, the availability of qualitative and 
quantitative data about Web application projects using agile methodologies is still 
quite scarce. 

In this work we present in detail a Web software project developed in Java  
language and carried on using an agile process. Throughout the project we collected 
metrics about the software being developed. Since Java is an object-oriented (OO) 
language, we used the Chidamber and Kemerer (CK) OO metrics suite [2]. The adop-
tion level of some key agile practices had been recorded as well during the project.  

The goals of this paper are two: (i) to present the principles and practices of the 
specific agile process we devised for the project, assembling agile practices taken 
from XP [3], Scrum [4] and FDD [5]; (ii) to present some quantitative measurements 
performed on the system under development, and relate them with the adoption of 
some key agile practices, which have been used discontinuously during the develop-
ment. We found that some key software quality metrics show significantly different 
mean values and trends during different phases of the project, and that these changes 
can be positively related with the adoption of some agile practices, namely pair pro-
gramming, test-based development and refactoring.  

The paper is organized as follows: in section 2 we present the agile process we 
used; in section 3 we present in some detail the software project and the phases of its 
development; in section 4 we present the OO metrics used and their evolution 
throughout the phases of the project; in section 5 we discuss the results, relating soft-
ware quality as resulting from the metrics measurements with the adoption of some 
agile practices; section 6 concludes the paper. 

2   The Agile Practices Used 

Before starting FlossAr project, we examined the state of the art of agile software 
development, and devised a specific agile process using a set of practices that we 
deemed most suited to our Web application development. 

Agile Methodologies (AMs) are a recent approach to software development, intro-
duced at the end of the nineties and now widely accepted worldwide as “mainstream” 
software engineering [6]. AMs offer a viable solution when the software to be devel-
oped has fuzzy or changing requirements, being able to cope with changing require-
ments throughout the life cycle of a project. Several AMs have been formalized, the 
most popular being Extreme Programming (XP) [3], Scrum [4], Feature Driven De-
velopment [5], DSDM [7] and others. All AMs follow the principles presented in the 
Agile Manifesto [8]. 

Very often, software teams intending to pursue and agile approach do not follow 
“by the book” a specific AM, but discuss and decide a set of agile practices to be 
used, and from time to time review the project and make adjustments to these prac-
tices. This is explicitly referred to in one of the principles of the Agile Manifesto: “At 
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regular intervals, the team reflects on how to become more effective, then tunes and 
adjusts its behavior accordingly” [8].  

Web application development is relatively new, and it still lacks the many consoli-
dated programming practices applied with traditional software. One of the main pecu-
liarities of this kind of development is a heterogeneous team, composed by graphic 
designers, programmers, Web developers, testers. Moreover, the application has typi-
cally to be run on different platforms, and to interact with other systems. So, the 
choice of the development practices to use is of paramount importance for the success 
of the project. The team first defined some key principles to be followed: 

 

• Modularity and code reuse: the functional blocks of the underlying framework 
must be kept, and new modules must be added on each of them with no interven-
tion on the framework itself. Moreover, the specialized software produced must be 
reusable.  

• Evolvability and maintainability: it is very important that errors and failures must 
be fixed quickly, and the software can be easily modified and adapted. In fact, 
there is no such thing as a general purpose register of research, but each university 
or research institution wishes to customize such a system to cope with its specific 
features and requirements. 

• Portability: this was a specific requirement of FlossAr, to be able to be sold in the 
hardware and software contexts of different research institutions. For other spe-
cialization projects, it might not be as important. 

 

Following the above principles, the team chose and defined an agile process in-
cluding some agile practices, most of them derived from XP process [3]. They were: 

 

• Pair Programming: all the development tasks were assigned to pairs and not to sin-
gle programmers. Given a task, each pair decided which part of it to develop to-
gether, and which part to develop separately. The integration was in any case made 
working together. Sometimes, the developers paired with external programmers 
belonging to jAPS development community, and this helped to grasp quickly the 
needed knowledge of the framework. 

• On Site Customer: a customer's representative was always available to the team. 
This customer-driven software development led to a deep redefinition of the struc-
ture and features of the system, particularly in the first months of the project. 

• Continuous integration: the written code was integrated several times a day. 
• Small Releases: the development was divided in a sequence of small iterations, 

each implementing new features separately testable by the customer, guaranteeing 
feedback. There were three major releases, at a distance of two months each other. 

• Test-Driven Development (TDD): all code must have automated unit tests and ac-
ceptance tests, and must pass all tests before it can be released. The choice whether 
to write tests before or after the code was left to programmers. 

• Refactoring: a continuous refactoring was practiced throughout the project, to 
eliminate code duplications and improve hierarchies and abstractions. 

• Coding Standards: the same coding standards of the original jAPS project were 
kept to increase code readability. 

• Collective Code Ownership: the code repository was freely accessible to all pro-
grammers, and each pair had the ability to make changes wherever needed.  
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• Sustainable Pace: this practice was enforced throughout the project, with the ex-
ception of the week before the main releases, when the team had to work more than 
forty hours to complete all the needed features in time. 

• Stand-up Meeting: every day, before starting the work, an informal short meeting 
was held by the team, to highlight issues and to organize the daily activities. 

• Feature List and Build by Feature: a list of the features to implement, ordered by 
their relevance, was kept in a Wiki, and the system development was driven im-
plementing them. These features are user-oriented, meaning that most of them de-
scribe how the system reacts to user inputs, and have a priority agreed with the on 
site customer. 

 

The resulting agile software process proceeds by short iterations and takes advan-
tage of many “classical” agile practices, mainly taken from XP. Its main peculiarity is 
the control process, which is less structured than Scrum Sprint and XP Planning 
Game, with less meetings and standard artifacts. 

The goal of some of the agile practices quoted above is to enable the team to  
successfully react to changes in the requirements, to maximize feedback with the cus-
tomer and among the team, and to enable everybody working better. On Site  
Customer, Small Releases, Stand-up Meeting, Feature List, Build by Feature and Sus-
tainable Pace are all practices of this kind. These practices were adopted during the 
whole development process, and moreover do not directly prescribe how code is writ-
ten. Therefore, it is impossible to assess their impact on the quality of the code,  
expressed using the quality metrics described in the followings. 

The other practices concern how the code is written and upgraded, and have a more 
direct impact on the quality of the code. Coding Standards and Continuous Integration 
have been applied throughout the development, so it is not possible to analyze their 
impact on code quality in the presented project. On the other hand, Pair Programming, 
TDD and Refactoring had different adoption levels during the phases of the project, 
so it is possible to study their impact on the quality of the produced software, meas-
ured in term of object-oriented software metrics. 

3   The Project and Its Phases 

The presented project consisted in the implementation of FlossAr, a Register of Re-
search software for universities and research institutes, developed with a complete 
OO approach, and released with an Open Source license. FlossAr manages a reposi-
tory of data about research groups and research results – papers, reports, patents, pro-
totypes – aimed to help research evaluation and matching between firms looking for 
technologies and knowledge, and researchers supplying them. Its architecture is that 
of a standard Web application, and both researchers who input their profiles and 
products, and people looking for information access the system through a standard 
Web browser.  

FlossAr has been implemented through a specialization of an open source software 
project. We intend for specialization the process of creating a software application 
customized for a specific business, starting from an existing, more general software 
application or framework. The general framework we customized is jAPS (Java Agile 
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Portal System) [9], a Java framework for Web portal creation released with GNU 
GPL 2 open source license. jAPS comes equipped with basic infrastructural services 
and a simple and customizable content management system (CMS). It is able to inte-
grate different applications, offering a common access point. FlossAr has been devel-
oped by a co-located team of four junior programmers, coordinated by a team leader, 
with limited previous experience of agile development. During the development, 
FlossAr team adopted the agile process that has been defined in the previous section.  

The project evolved through five main phases, each one characterized by an adop-
tion level of the key agile practices of pair programming, TDD and refactoring. These 
phases are summarized below: 

 

• Phase 1: an exploratory phase where the team studied both the functionalities of, 
and the way to extend the underlying system (jAPS). It started on February 15th, 
2007 and lasted three weeks. We will not consider this phase in the measurements 
and in the subsequent discussion. 

• Phase 2: a phase characterized by the full adoption of all practices, including test-
ing, refactoring and pair programming. It lasted nine weeks, leading to the imple-
mentation of a set of the required features. 

• Phase 3: this is a critical phase, characterized by skipping the adoption of pair pro-
gramming, testing and refactoring, because a public presentation was approaching, 
and the system still lacked many of the features of competitor products. So, the 
team rushed to implement them, compromising the quality. This phase lasted seven 
weeks, and included the first release of the system after three weeks. 

• Phase 4: an important refactoring phase, characterized by the full adoption of test-
ing and refactoring practices and by the adoption of a rigorous pair programming 
rotation strategy. This phase was needed to fix the bugs and the bad design that re-
sulted from the previous phase. It lasted four weeks and produced the second re-
lease of the system. 

• Phase 5: Like phase 2, this is a development phase characterized by the full adop-
tion of the entire set of practices, until the final release on October 1st, 2007, after 
the last nine weeks. Note that the system development was stopped for three weeks 
during Summer holidays, so in practice this phase lasted six weeks. 

4   Software Metrics 

Throughout the project, we computed and analyzed the evolution of a set of source 
code metrics, including the Chidamber and Kemerer suite of quality metrics (CK) [2], 
the total number of classes, and the lines of code (LOCs) of classes and methods. The 
quality of a project is usually measured in terms of lack of defects, or of ease of main-
tenance. It has been found that these quality attributes are often correlated with spe-
cific metrics. The CK metrics that proved to be the most relevant in our test case are 
RFC and LCOM metrics. Other CK metrics, like CBO and WMC were highly corre-
lated with RFC and LCOM, respectively, as reported also in many other studies [10], 
and we do not report them here; CK inheritance metrics NOC and DIT are of no in-
terest, also due to the relatively small size of the system. The considered metrics are: 
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• Response For a Class (RFC): a count of the methods that are potentially invoked in 
response to a message received by an object of a particular class. It is computed as 
the sum of the number of methods of a class and the number of external methods 
called by them. 

• Lack of Cohesion in Methods (LCOM): a count of the number of method pairs 
with zero similarity, minus the count of method pairs with non-zero similarity. 
Two methods are similar if they use at least one shared field (for example they use 
the same instance variable). 

 

CK metrics have been largely validated in the literature. In a study of two commer-
cial systems, Li and Henry studied the link between CK metrics and the maintenance 
effort [11]. Basili et al. found, in another study, that many of the CK metrics were 
associated with fault-proneness of classes [12]. In another study, Chidamber et al.  
reported that higher values of CK coupling and the cohesion metrics were associated 
with reduced productivity and increased rework/design effort [13].  

We also consider the LOCs of methods metric, computed for each method of the 
system. It is good OO programming practice to keep short the method LOCs, because 
every method should concentrate on just one task, and should delegate a substantial 
part of its behavior to other methods.  

In this paper, we consider just the average values of RFC, LCOM and method 
LOCs metrics, averaged on all the classes or methods of the system. The average is 
just a rough measure of the metrics, because it is well known that the distributions of 
CK and method LOCs metrics follow a power-law [14]. However, also given that the 
number of classes of the system is of the order of some hundreds, the average of these 
metrics should suffice to give an idea of the average quality of the system. 

4.1   FlossAr Metrics Evolution 

In this section we analyze the evolution of FlossAr source code metrics. At regular 
intervals of two weeks, the source code has been checked out from the CVS reposi-
tory and analyzed by a parser that calculates the metrics. The parser and the analyzer 
have been developed by our research group as a plug-in for the Eclipse IDE.  
 

Number of Classes. This metric measures the total number of classes (including ab-
stract classes and interfaces), and is a good indicator of system size. The number of 
classes generally increases over time, though not linearly. As reported in Fig.1, the 
project started with 362 classes – those of jAPS release 1.6. At the end of the project 
the system had grown up to 514 classes, due to the development of new features im-
plemented by the specialized system. 
 

Besides the class number, we analyze in detail the evolution of CK and LOC metrics, 
that are very useful for understanding the complexity of the system developed, and to 
assess the quality of the product built and how the agile practices used during the pro-
ject affected the metrics in the different phases. All of the three metrics considered 
should be kept low for having a system of “good” quality. The basic statistics of these 
metrics (mean and standard deviation) are reported in Table 1 for each relevant phase 
of the project, that is for all phases but phase 1. Note that, when these metrics are 
computed every other week, they refer to an average of the CK metrics over all 
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Fig. 1. The evolution of the number of classes 

Table 1. Statistics related to measured metrics, for the relevant project phases 

Metrics Phase 2 Phase3 Phase 4 Phase 5 
 mean st.dev. mean st.dev. mean st.dev. mean st.dev. 
LCOM 25.3 0.4 30.0 5.2 34.7 1.3 33.0 0.4 
RFC 14.5 0.34 16.0 0.43 15.3 0.16 15.1 0.11 
MLOCs 9.53 0.15 10.7 0.27 10.8 0.05 10.9 0.07 

the classes of the system, or of the method LOCs over all its methods. The statistics 
shown in Table 1, on the other hand, show the mean and the standard deviation of 
these (average) metrics computed in the sampling days, over a phase of the project. 

LCOM: The evaluation of LCOM average value, reported in Fig. 2 in conjunction 
with other metrics and the process phases, shows a stable behavior during the second 
phase, with an average value of 25.3, and then a steady increase in the middle of the 
third phase. The peak occurs at the beginning of the fourth phase (RFC peak happens 
two weeks before), where it reaches a value slightly less than 36. LCOM shows a sub-
sequent slow decline until it stabilizes at an average value of 33 during the fifth phase. 
The standard deviation of LCOM values computed during phases 2 and 5 are low 
compared to those of phase 3 and, to a lesser extent, phase 4. This reflect the strong 
variations of LCOM occurring in these phases. 

RFC is a measure of the complexity level of system classes. The evolution of the av-
erage value of RFC is reported in Fig. 2, together with the other considered metrics. 
RFC shows a fair increase during the first development phase of the project (phase 2), 
followed by a much higher increase during phase 3, up to a peak with an average 
value of 16.4 methods callable in response to a generic message sent to an instance of 
the class. During phase 4, the average value of RFC shows a strong decrease, until it 
reaches a plateau of about 15 methods callable in response to a message. The standard 
deviation is relatively high in the second and third phases of the project, when RFC 
tends to increase, while it is lower in the last two phases, when it stabilizes. 
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Fig. 2. Development phases and evolution of some key metrics related to software quality 

Method LOCs. This metric is the average number of lines of code of a method. The 
evolution of Method LOCs, reported in Fig. 2, shows an increasing trend during phase 
2 and the beginning of phase 3, until just before the first release, and then a relative 
stabilization, with some minor fluctuations, during the remaining of the project. Also 
in this case, the measured standard deviation reflects whether the metric is varying, or 
is relatively stable.  

Table 2. Confidence level that the measurements taken in two consecutive phases significantly 
differ, according to K-S two-sample test 

Metrics Phases 2-3 Phases 3-4 Phases 4-5 
LCOM 91.5% 75.0% 97.0% 
RFC 99.98% 98.1% 97.0% 
MLOCs 99.97% 90.3% 56.4% 

To assess how these measurements differ from a phase to the next one (excluding 
the first inception phase), we performed a Kolmogorov-Smirnov two-sample test. 
This KS test determines if two datasets differ significantly, i.e. belong to different 
distributions, making no assumption on the distribution of the data. For each com-
puted metric, we compared the measurements belonging to a phase to those belonging 
to the next one1. The results are shown in Table 2, showing in bold the cases with 

                                                           
1 Since all the metrics computed at a given time depend also on the state of the system in the 

previous measurement, the assumption underlying KS test that the samples are mutually in-
dependent random samples could be challenged. However, we used KS test to assess the dif-
ference between measurements in different phases as if they were independent sets of points, 
and we believe that at a first approximation the KS test result is still valid. 
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significance levels greater than 95%. Phase 2 metrics differ very significantly from 
phase 3 in two cases (RFC and MLOCs), and get a significance higher than 90% also 
for LCOM. The difference of the metrics of other consecutive phases are lower, 
though in some cases there is significance greater than 95%. These results in fact con-
firm the difference in trends and values of the various metrics in the various phases 
that are patent in Fig. 2. 

5   Discussion 

As described in section 3, the level of adoption of key agile practices, and namely pair 
programming, testing and refactoring was highly variable in the different phases of 
the process. Our first observation is that, since these practices were always applied or 
not applied together, it is not possible to discriminate among them, or to assess their 
relative usefulness, using the data gathered in this case study. Consequently, we will 
talk of “key agile practices” as applied together. 

The evolution of the studied metrics in conjunction with the process phases, as 
shown in Fig. 2, results in significantly different values and trends, depending on the 
specific phase. Our hypothesis is that this variability is due precisely to the different 
level of adoption of the key agile practices, because, to our knowledge, this is the only 
difference among the various phases, as regards external factors that might had an 
impact on the project. The only relevant internal factor in play is the team experience, 
both in applying agile practices and about the system itself. Since the project duration 
was relatively short, we estimate that that the latter factor affected significantly only 
phase 2. Let us now discuss the metrics trends during the various phases. 

Phase 2 is characterized by a growing trend both of RFC and LOCs – denoting a 
worsening of software quality – and by a stationary trend of LCOM. The starting val-
ues of these metrics are those of the original jAPS framework, constituted by 367 
classes and evaluated by code inspection as a project with a good OO architecture. 
Note that phase 2 is characterized by a rigorous adoption of agile practices, but we 
should consider two aspects: 

 

• the knowledge of the original framework was initially quite low, so the first addi-
tion of new classes to it in the initial phase had a sub-optimal structure, and it took 
time to evolve towards an optimal configuration. 

• some agile practices require a time to be mastered, and our developers were junior; 
 

Phase 3 is characterized by a strong pressure for releasing new features and by a 
minimal adoption of pair programming, testing and refactoring practices. In this phase 
we observe a growth both in the CK metrics, related to coupling among classes, and 
in the LOC metric, indicating that in this phase the quality has been sacrificed for 
adding more new features. All the metrics collected in this phase are quite or very 
significantly higher than those of the previous phase, denoting a further, clear worsen-
ing of software quality.  

Phase 4, that follows phase 3, is a refactoring phase where the team, adopting a 
rigorous pair programming rotation strategy together with testing and refactoring, 
were able to reduce the values of the most important quality metrics. No new features 
were added to the system. However, the number of classes increased during this 
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phase, because refactoring required to split classes that had grown too much, and to 
refactor hierarchies, adding abstract classes and interfaces. In particular, RFC com-
plexity metric was very significantly reduced since the beginning of phase 4, and 
LCOM was reduced as well, mainly at the end of the phase. Method LOCs was not 
reduced, but it stopped to grow. Note that the values of the metric at the end of phase 
4 seem to reach an equilibrium.  

The last development phase (phase 5) is characterized by the adoption of pair pro-
gramming, testing and refactoring practices, and by the addition of further classes 
associated to new features. In this phase the metrics don't change significantly – al-
though in the end their values are slightly lower than at the beginning of the phase – 
maybe because the team has become more effective in the adoption of the agile prac-
tices compared to the initial phase 2. 

In conclusion, in phase 2 we observed a deterioration of quality metrics, that sig-
nificantly worsened during phase 3; phase 4 led to a significant improvement in qual-
ity, and phase 5 kept this improvement. The only external factors that changed during 
the phases were adoption of pair programming, TDD and refactoring, that was aban-
doned during phase 3, and systematic use of these practices during phase 4, aiming to 
improve the quality of the system and with no new feature addition. As regards inter-
nal factors, in phase 2 the team was clearly less skilled in the use of agile practices 
and in the knowledge of jAPS framework. 

Although it is not possible to draw definitive conclusions observing a single, me-
dium-sized project, these observations quantitatively relate software quality metrics 
with the use of key agile practices, and this relation is positive – when pair program-
ming, TDD and refactoring are applied, the quality metrics improve, when they are 
discontinued, these metrics become significantly worse. 

6   Conclusions 

In this paper we presented an agile process – aimed to support the development of 
FlossAr, a Web application for managing a Register of Research – which was devised 
having in mind the specificities of the project and of the team. The process uses sev-
eral agile practices, taken from XP, Scrum and FDD. 

During the development. we systematically performed measurements on the source 
code, using software metrics that have been proved to be correlated with software 
quality. Moreover, the development itself evolved through phases, characterized by a 
different adoption level of some key agile practices such a pair programming, TDD 
and refactoring, and by different team skills in using these practices and in the knowl-
edge of the software framework which the system was built upon. Consequently, we 
correlated the most relevant quality metrics with the agile practices adoption, showing 
a significant difference in quality metrics of software developed in the various phases, 
and a systematic improvement of software quality metrics when agile practices are 
thoroughly used by skilled developers. Clearly, these results represent just a first step 
toward a more rigorous and systematic assessment of the effect of the use of agile 
practices on software quality, as measured using standard metrics. 

Future work will be performed measuring other bigger projects, taking into account 
also the number of bugs and the effort to fix them. We also plan to use metrics more 



 An Agile Development Process and Its Assessment Using Quantitative OO Metrics 93 

sophisticated than the simple computation of the average of metrics computed on the 
classes of the system. Such metrics will be related to behavior of the distributions of 
CK metrics on the class population, especially in the tail of the distribution, or could 
be complexity metrics computed using the complex network approach [14]. 
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Abstract. The appearance of Agile methods has been the most noticeable 
change to software process thinking in the last fifteen years [16], but in fact 
many of the “Agile ideas” have been around since 70’s or even before. Many 
studies and reviews have been conducted about Agile methods which ascribe 
their emergence as a reaction against traditional methods. In this paper, we ar-
gue that although Agile methods are new as a whole, they have strong roots in 
the history of software engineering. In addition to the iterative and incremental 
approaches that have been in use since 1957 [21], people who criticised the tra-
ditional methods suggested alternative approaches which were actually Agile 
ideas such as the response to change, customer involvement, and working soft-
ware over documentation.  The authors of this paper believe that education 
about the history of Agile thinking will help to develop better understanding as 
well as promoting the use of Agile methods.  We therefore present and discuss 
the reasons behind the development and introduction of Agile methods, as a re-
action to traditional methods, as a result of people's experience, and in particu-
lar focusing on reusing ideas from history.  

Keywords: Agile Methods, Software Development, Foundations and Concep-
tual Studies of Agile Methods. 

1   Introduction 

Many reviews, studies and surveys have been conducted on Agile methods [1, 20, 15, 
23, 38, 27, 22]. Most of these studies focus on the reaction to traditional methods as a 
reason behind Agile methods. However, Agile ideas have been around long time ago, 
and people who criticized the traditional methods suggested alternative approaches 
which were nothing but Agile ideas. Unfortunately these alternative approaches had 
not been treated seriously enough, and that is why it took us another 30 years to figure 
out that this is an effective way to develop software.  

In their famous paper “Iterative and Incremental Development: A Brief History”, 
Larman and Basili mentioned that iterative and incremental development was in use 
as early as 1957 [21]. In addition, they described projects that used iterative and in-
cremental approaches in the 1970s. In this paper we will focus on the historical roots 
of other aspects of Agile thinking such as the response to change, customer involve-
ment, and working software over documentation. 
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2   What Does It Mean to Be Agile 

The understanding of the word Agile varies in practice. In addition, it is difficult to 
define Agile methods as it is an umbrella for well-defined methods, which vary in 
practice. This section will show how this word was explained in literature by its pro-
ponents, as well as by other researchers.  

Some researchers tend to define Agile as a philosophy. Alistair Cockburn’s defini-
tion is “Agile implies being effective and manoeuvrable. An Agile process is both 
light and sufficient. The lightness is a means of staying manoeuvrable. The suffi-
ciency is a matter of staying in the game” [13]. Barry Boehm describes Agile methods 
as “an outgrowth of rapid prototyping and rapid development experience as well as 
the resurgence of a philosophy that programming is a craft rather than an industrial 
process” [7]. 

Another way to describe Agile methods is by stating the basic practices various 
methods share. Craig Larman stated, “It is not possible to exactly define agile meth-
ods, as specific practices vary. However short timeboxed iterations with adaptive, 
evolutionary refinements of plans and goals is a basic practice various methods share” 
[22]. Boehm gives more practice-oriented definition, “In general, agile methods are 
very lightweight processes that employ short iteration cycles; actively involve users to 
establish, prioritize, and verify requirements; and rely on tacit knowledge within a 
team as opposed to documentation” [7]. In an eWorkshop on Agile methods organ-
ized by the Centre of Experimental Software Engineering (CeBASE), the participants 
defined Agile methods as iterative, incremental, self-organizing, and emergent. In 
addition, they stated that all Agile methods follow the four values and twelve princi-
ples of the Agile Manifesto [15]. Boehm provided similar definition as he considered 
that a truly Agile method must include all of the previous attributes [7]. 

2.1   The Author’s View 

The previous reviews and discussions were essential to form our understanding of 
Agile methods. In this subsection, we will illustrate our understanding by providing 
our definition of an Agile method. In other words, what makes a development method 
Agile. An Agile method is adaptive, iterative and incremental, and people oriented 

• Adaptive: An Agile method welcomes change, in technology and requirements, 
even to the point of changing the method itself [16]. In addition, it responds to 
feedback about previous work [22]. Fowler stated that an adaptive process is the 
one that can give control over unpredictability. 

• Iterative and incremental: The software is developed in several iterations, each 
from planning to delivery. In each iteration part of the system is developed, tested, 
and improved while a new part is being developed. In each iteration, the function-
ality will be improved. In addition, the system is growing incrementally as new 
functionality is added with each release. After each iteration (s), a release will be 
delivered to the customer in order to get feedback.  

• People-oriented: “People are more important than any process. Good people with 
a good process will outperform good people with no process every time [8]. In an 
Agile method, people are the primary drivers of project success [13]. Therefore, the 
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role of the process in an Agile method is to support the development team deter-
mine the best way to handle work [16]. Furthermore, an Agile method emphasises 
on face-to-face communication within the team and with the customer who is 
closely involve with the development process rather than written documents. 

To summarize: Software development is an unpredictable activity; therefore, we 
need an adaptive process to control this unpredictability. Iterative and incremental 
development will be the best controller for this process. In addition, it needs creative 
and talented people.  

3   What Was Behind Agile Methods 

Some interesting questions are: 

What was behind Agile methods? 
Where Agile methods were introduced?  
What are the origins of Agile thinking? 

We will answer these questions through three points: reaction to traditional meth-
ods and business change, reusing ideas from history, and people’s experience. Then 
we will go through each Agile principle to see which one are new and which are not 
with evidence. 

3.1   Reaction to Traditional Approaches and Business Change 

Although iterative and incremental approaches were in use a long time ago, unfortu-
nately, many sources still recommend the single pass software development lifecycle 
which known as the waterfall. However, researchers recognized the problem with the 
waterfall and suggested another approaches such as the V-Model [9], the Spiral model 
[6] and then the Rational Unified Process (RUP) [8]. These approaches tried to solve the 
waterfall problems but they are still heavyweight, document and plan driven ap-
proaches. Fowler refers to these approaches as engineering methodologies which may 
work perfectly for building a bridge but not for building software, as building software 
is a different kind of activity and it needs a different process [16]. Agile Methods are a 
reaction to the bureaucracy of the engineering methodologies.  Another reason behind 
Agile methods is the increasing change in the business environment. According to 
Highsmith and Cockburn, Agile methods were proposed from a “perspective that mirror 
today’s turbulent business and technology change” [13]. The traditional approaches 
could not cope with this change as they assume that it is possible to anticipate a com-
plete set of the requirements early in the project lifecycle. In reality, most changes in 
requirements and technology occur within a project’s life span. 

3.2   Reusing Ideas from History  

Many Agile ideas are hardly new. Furthermore, as the following paragraphs show 
many people believed long age that this is the most successful way of building soft-
ware. However, these ideas have not been treated seriously, and in addition, present-
ing them as an approach for developing software is new [16, 22]. 
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Iterative and incremental development is at the top of our list. When we defined an 
Agile methods we considered IID the heart of any Agile method. People were using 
these approaches successfully in the 70s and the 80s. Larman and Basili found early 
roots for (IID) iterative and incremental development since 1950s in NASA and IBM 
Federal Systems Divisions (FSD) [21]. According to them, NASA’s 1961-63 Project 
Mercury was run with “short half-day iterations”. In addition, the Extreme Program-
ming practice of test-first development was applied as tests were planned and written 
and then the code were written to pass the tests. Furthermore, they use continuous inte-
gration as each mini-iteration required integration of all code and passing of the tests.  

In 1970, Winston Royce who criticised the sequential model, recommended “five 
additional features that must be added to the basic approach to eliminate most of the 
development risks” [29]. These steps had the favour of iterative development.  In step 
two, he recommended an early development pilot model for a 30-month project. This 
model might be scheduled for 10 months. In addition, in step five, he stated that the 
customer should be formally involved and he/she have to commit himself/herself at 
earlier points before the final delivery. 

In their famous paper “Iterative and Incremental Development: A Brief History”, 
Larman and Basili described a number of projects were iterative and incremental 
approaches were in use. These projects were major, government, life-critical systems, 
involving large numbers of people. In addition, most of the projects used a combina-
tion of top down concepts and incremental development. The projects used different 
iterations’ lengths, which were longer than the range recommended by today’s itera-
tive methods. 

People who criticised the waterfall suggested alternative approaches. In his paper 
“Stop the life-Cycle, I Want to get off”, Gladden suggested a new view of the devel-
opment process and he called it the Non-Cyclical Hollywood Model. According to 
Gladden, this model satisfies three propositions [18]:  

System objectives are more important than system requirements: this meets the 
Agile idea of having a general understanding of the system rather than having detailed 
requirements which will change over the project 

• A physical object conveys more information than a written specification: this is noted 
as the Agile manifesto values: Working software over Comprehensive documentation. 

• System objectives plus physical demonstrations will result in a successful product: 
by successful project he meant that a product that performs the function intended 
and satisfies the customer’s need. 

Gladden believed that most users do not have a clear idea about their needs. In ad-
dition, he raised the problem of missing and changing requirements. 

Another suggestion was from McCracken and Jackson in their paper “Life Cycle 
Concept Considered Harmful”. They suggested two scenarios of system development 
processes [25]: 

Prototyping: They suggested building a prototype extremely early in the develop-
ment process as a response to the early statements of the user. A series of prototypes 
or a series of modifications to the first prototype will gradually lead to the final prod-
uct. This is exactly how development in Agile is meant to be, with short iterations 
each of which improves the system. In addition, they recommended a close relation 
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with the user: “development proceeds step-by-step with the user, as insight into the 
user’s own environment and needs is accumulated”. 

The second suggestion was a process of system development done by the end-user 
and analyst in this sequence: implement, design, specify, redesign, re-implement. 
Again, to start with implementing the system is the idea of modern iterative develop-
ment. In addition, they suggested providing the user with an implementing tool and 
one version of a system. It is a similar idea of the CASE tools, which were used in 
Rapid Application Development (RAD) the early version on DSDM.  

Agile ideas appeared in old development processes as well. In 1985, Tom Gilb 
wrote “Evolutionary Delivery versus the ‘Waterfall model’”. In this paper Gilb intro-
duce the EVO method as an alternative of the waterfall which he considered as “unre-
alistic and dangerous to the primary objectives of any software project”. 

Gilb based EVO on three simple principles [17]: 

• Deliver something to the real end-user 
• Measure the added-value to the user in all critical dimensions 
• Adjust both design and objectives based on observed realities. 

In addition, Gilb introduced his “personal list” of eight critical concepts that ex-
plain his method. When he discussed the early frequent iteration, he emphasised the 
concept of selecting the “potential steps with the highest user-value to development–
cost ratio for earliest implementation” [17]. Another important concept in EVO 
method is “Complete analysis, design and test in each step” where he stated that the 
waterfall is one of the great time wasters with too many unknowns, too much dynamic 
change and systems complexity. Gilb stressed being user oriented:  

“With evolutionary delivery the situation is changed. The developer is specifically 
charged with listening to the user reactions early and often. The user can play a direct 
role in the development process”  

And being results oriented, not process oriented,  
“Evolutionary delivery forces the developers to get outside of the building process 

for a moment, frequently and early – and find out whether their ship is navigating 
towards that port of call many cycles of delivery away” 

Obviously, many of Gilb’s concepts meet Agile principles. Not only the frequent 
delivery and the short iterations, but also he stressed the user role in the development 
process. In addition, he recommended an adaptive process and he gave the developers 
the power to change the direction of the process.  

After Gilb’s EVO, in 1988, the DuPont Company presented a methodology called 
Rapid Iterative Production Prototyping (RIPP). The main goal was to build working 
prototypes that could be presented to customers regularly to ensure that the finished 
product is what they wanted. The company guaranteed “Software in 90 days… or 
your money back” [3]. 

James Martin expanded this methodology into a large formalized one which be-
came the Rapid Application Development (RAD). The RAD lifecycle has four 
phases: requirements planning, user design, construction and implementation (Martin 
1991). What distinguishes RAD from traditional lifecycles is that in RAD construc-
tion phase we do the detailed design and code generation of one transaction after 
another. Each transaction can be shown to the end users to make adjustments. In addi-
tion, the “timebox” applies to the construction phase. The team will be given a fixed 
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timebox within which the system must be constructed. The timebox inputs are the 
functions and the design framework of the system. The output is the system which 
will be evaluated to decide whether to put it in production or not. Within the timebox, 
“continuous iterative development is done” in order to produce a working system by 
the end of the timebox [24].  Martin recommended 60 days length for the timebox, 
with a 1-5 person team. The term “timebox” was created by Scott Shultz and was first 
used in DuPont. Shultz stated that the timebox methodology was successful as all the 
applications were complete in less time than it would have taken just to write the 
specification for a COBOL or FORTRAN application [24]. 

We can see that RAD has almost all Agile ideas. Actually, it formed the base for 
DSDM, one of the Agile methods [34]. RAD recommended quick delivery, iterative 
development, a small team of highly trained developers who work together at high 
speed, and user’s involvement at every stage. Clearly, these ideas are the heart of 
Agile methods.  However, the term “timebox” is used differently in Agile. In RAD, it 
is the whole construction phase and it consists of many iterations, where in Agile the 
timebox means a fixed iteration. In a fixed iteration, if the requests of the iteration 
can’t be met within the timebox, the scope will be reduced [34,22]. 

3.3   People’s Experience 

As has been already mentioned, the manifesto gathered people who needed an alterna-
tive to traditional approaches. Importantly, most people involved in the manifesto had 
experience in software development. Furthermore, they had their own well-defined 
methods such as Extreme Programming (XP), Crystal and Scrum.  

Ken Schwaber, one developers of Scrum, described his experience in the early 
1990s when he was running a software company. He mentioned that their require-
ments were always changing and their customer’s methodology did not help, instead 
it slowed them down. In order to solve the problem, he showed these methodologies 
to process theory experts at the DuPont Experimental station in 1995. He stated that 
they were amazed that his company was using an inappropriate process. In addition, 
they said that systems development had so much complexity and unpredictability that 
it had to be managed by an “empirical” process control model [32]. Ken’s company 
and other organizations asked another question, which is why empirical development 
approaches deliver productivity while defined processes such as Capability Maturity 
Model (CMM) do not. They passed the question to scientists at DuPont Chemical’s 
Advanced Research facility, and the answer was that CMM is treated as a well-
understood defined process while it is not, and it is performed without control and 
therefore it gives unpredictable results [31]. 

Kent Beck, founder of XP, also had a story. In April 1996, he was hired to help 
Chrysler, a payroll system. The project was in a state where two months away from 
production, the development team were not “computing the right answers yet”. With 
the CIO of Chrysler, they decided to start from scratch with a smaller team. With Ron 
Jeffries, who became the first XP coach, and with the help of Martin Flower with 
analysis and testing, the first XP project took off. They worked on the base of three 
weeks iteration, where they implemented stories chosen by the domain expert. In 
April 1997, the system was live, and it was resalable, cheap and easy to maintain and 
extend. Beck stated “it was a technical and business success” [4]. 
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Another story is from Alistair Cockburn, one of the Agile Manifesto authors. In 
1991, IBM Consulting Group asked him to write a methodology for object-
technology projects [12]. He decided to interview the project teams. He found out that 
their stories were different from what was mentioned in methodologies books. He 
found that “close communication, morale, and access to end users separated in stark 
contrast the successful projects [he] visited from the failing ones”. Cockburn tried 
these ideas on a $15 million, fixed-price, and fixed-scope project of forty-five people. 
He was the lead consultant of the project and he wrote up the lessons learned from the 
project interviews, and from the project itself. Using these ideas, Cockburn built his 
Agile method Crystal. Interestingly, unlike most of other authors of the manifesto he 
stated that he came to Agile principles “through the need for efficiency, not the need 
to handle rapidly changing requirements”.  

3.4   What’s New (and Not) About Agile Methods 

In this section we will go through each Agile principle, and we will try to find the 
roots of this principle. We will see this section will support our previous argument. 
This will be illustrated in the next table. 
 

Principle New or not with Evidence 
Our highest priority is to satisfy the cus-
tomer through early and continuous deliv-
ery of valuable software. 

EVO first principle: deliver something to the 
real end-user [17]. 

Welcome changing requirements, even late in 
development. Agile processes harness change 
for the customer's competitive advantage. 

Relatively new, the problem always existed 
but without a real solution. 

Deliver working software frequently, from 
a couple of weeks to a couple of months, 
with a preference to the shorter timescale.  

In EVO the frequent and early delivery is 
essential, also RAD recommended quick 
delivery [17, 24]. 

Business people and developers must work 
together daily throughout the project. 

Relatively new as some approaches recom-
mended good relation with customer, how-
ever, the idea of daily communication and 
on-site customer is new. 

Build projects around motivated individuals. 
Give them the environment and support they 
need, and trust them to get the job done. 

These ideas were raised in the psychology of 
computer programming book which was 
published in 1985; the author empathized on 
the importance of motivation which is the 
inner directing force (chp10). In addition, he 
mentioned that the richness of the environ-
ment gives it a self–maintaining quality which 
resists the imposed changes.(chp4) [37]. 

The most efficient and effective method of 
conveying information to and within a de-
velopment team is face-to-face conversation.  

The previous book focused on the impor-
tance of how the working space can affects 
the social interaction which in turn will affect 
the work. The author emphasized on how 
face to face communication helps transmit-
ting useful information [37]. 

Working software is the primary measure of 
progress.  

EVO second principle: measure the added-
value to the user in all criteria dimensions [17]. 
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Agile processes promote sustainable devel-
opment. The sponsors, developers, and 
users should be able to maintain a constant 
pace indefinitely.  

In the Death March book, Edward Yourdon 
pointed the importance of managing and con-
trolling progress and he suggested the “daily 
build” concept to succeed that mission [39]. 

Continuous attention to technical excellence 
and good design enhances agility.  

Probably we could find the same idea of the 
importance of doing a much better program-
ming job (technical excellence) in Dijkstra’s 
famous article “Humble programmer” [40].  

Simplicity the art of maximizing the 
amount of work not done--is essential.  

The famous saying on simplicity of design 
comes from  Antione de Saint-Exupery: 
"Perfection is achieved, not when there is 
nothing more to add, but when there is noth-
ing left to take away" [30]. 

The best architectures, requirements, and 
designs emerge from self-organizing teams.  

We could find the idea of self-organizing 
team in open source projects which were out 
roughly at the same time as Agile methods. 
In the Cathedral and the Bazaar paper, Ray-
mond referred to the developers as people 
bring their own resources to the table [28]. 

At regular intervals, the team reflects on 
how to become more effective, then tunes 
and adjusts its behaviour accordingly.  

The idea of process improvements was pre-
sented in CMMI level 5 with different em-
phasize as in Agile all the team will reflect 
on improving the process not only the man-
agement [36]. 

4   Discussion and Conclusion 

Although Agile methods are new as a whole, their principles and ideas have been 
around long time ago, and people who criticized the traditional methods suggested 
alternative approaches which were nothing but Agile ideas. Unfortunately these alter-
native approaches had not been treated seriously enough. For example Somerville 
first edition of the software engineering book describes “The Software Lifecycle”. At 
this point the word “waterfall” was not yet in common use: if you assume there is 
only one lifecycle, you do not need to give it a name. By the time edition 1989 Som-
merville states that “one of the reasons for the wide spread adoption of the ‘waterfall’ 
model is that it allows for the straight-forward definition of milestones throughout the 
course of a project. Alternative approaches, such as evolutionary prototyping, are 
such that milestone definition is a more difficult and less certain process”. Even in the 
most recent edition (the 8th in 2007) Sommerville devotes just one chapter (chapter 
17) out of 32 to “rapid” software development. In this chapter it is claimed that “dis-
satisfaction with these heavyweight approaches led a number of software developers 
in the 1990s to propose new agile methods” [43]. In this paper we provided historical 
and anecdotal evidence that a) dissatisfaction with heavyweight approaches existed 
long before the 1990s, b) non-waterfall projects succeeded as early as 1957 and c) 
viable alternatives such as EVO, RAD and RIPP had been developed and applied 
successfully in the 1980s. 

We hope that the strong emerge of Agile methods and the pressing need for such 
development methods these days will convince the software development community 
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that this is the right way to develop software. In addition, we think that the education 
about Agile thinking history will help understanding as well as promoting the use of 
Agile methods. 
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Abstract. Over the last seven years we have been using eXtreme Programming 
(XP) in two commercial software development settings within the University of 
Sheffield. The detailed performance of a variety of different project teams has 
been analysed by the Sheffield Software Engineering Observatory - a joint re-
search project between the Department of Computer Science and the Institute of 
Work Psychology - during this period, based on empirical data collected from 
these projects. A number of research questions have been investigated: the 
comparison between XP and a traditional software development approach in 
terms of product quality and the impact on quality of the number of XP  
practices used etc. Problems associated with some aspects of XP have been 
identified and adaptations and development of the XP methodology have been 
introduced. Other issues studied in the Observatory include the relationship  
between methodology and individual well being; the impact of personality on 
project outcomes; the level of conflict in different groups; the relationships be-
tween customers and programmers and issues relating to testing. The possible 
benefits of XP have been assessed alongside the problems with implementing 
the methodology in a variety of settings. 'People' issues are a major determinant 
in successfully adopting the XP approach in a sustainable way. This paper is a 
brief review of some of this work. 

Keywords: XP, empirical software engineering, methodological compliance, 
human factors. 

1   Introduction 

The last 7 years or so have seen an explosion of interest in agile development methods 
and attempts by many software development organisations to adopt these ideas. How-
ever, there is little rigorous research data about the long term benefits or otherwise of 
the adoption of such techniques. 

The Software Engineering Observatory at the University of Sheffield1 exists to ex-
amine a variety of issues in modern software engineering practice in controlled condi-
tions and in as a realistic a setting as possible. In order to achieve this we base this 
                                                           
* Also epiGenesys Ltd. <http://www.epigenesys.co.uk> 
1 http://www.observatory.group.shef.ac.uk 
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work around a large number of commercial software development projects carried out 
in University companies. The Observatory is a collaboration between the Department 
of Computer Science and the Institute of Work Psychology in the University. This 
means that we can look at a wide number of aspects of software development particu-
larly some associated with ‘people’ issues such as team cohesion, well-being, conflict 
and personality and how these factors may impact on software quality. 

2   The Observatory Context 

Over the last 20 years the curriculum in the Department of Computer Science has 
included a second year module called the Software Hut. This module, lasting for the 
whole of the second Semester, involves teams of students developing a software ap-
plication for an external business client. The way that it is organised involves dividing 
the students into teams of between 4 and 6 individuals. There are a number of external 
clients and each client is involved with between 3 and 4 teams. These teams then 
compete to build a suitable solution for the client’s needs and the client then chooses a 
preferred solution from those delivered and the winning team is rewarded with a small 
cash prize. 

Twelve years ago a new initiative was undertaken, this involved the setting up of a 
commercial software house that was run by the fourth year undergraduates and the 
advanced masters students as part of their course. This company, Genesys Solutions 
has traded successfully during this period and has recently been spun out as a full 
University company (epiGenesys) with professional full time manager and technical 
staff, as well as the students who are working in the company as part of their studies. 

In both of these activities students are required to spend around 15 hours per week 
over 12 weeks, in the case of Genesys this is throughout the two Semesters. 

An interesting factor in these activities is that the population of students moves on 
after the end of their involvement – thus presenting us with the problem of both deal-
ing with a major break in development work for those projects that extend beyond the 
end of the academic year and of maintenance on past projects produced by program-
mers who have since moved on. These issues focus a spotlight on the type and quality 
of the documentation that is produced during a project. Over the years this has seen 
the development of a number of developments in terms of the design approach, infra-
structure, management and quality assurance mechanisms that we have developed. 

In 2000 we started to use a version of XP. In Genesys XP was adopted as fully as 
we could and has been the fundamental approach taken for all projects. In the Soft-
ware Hut we initially divided the class into two halves, one half was asked to use XP 
and the other the plan based approach using the Discovery methodology (A J H 
Simons, Object Discovery: A process for developing medium-sized applications, 
Tutorial 14, ECOOP 1998 Tutorials, (Brussels : AITO/ACM, 1998), 109pp). The 
projects were arranged so that each client worked with teams of the same level of 
experience, some teams using XP and the others the Discovery method and we were 
then able to compare the two approaches under realistic conditions to see which ap-
proach tended to be the most successful. 

As well as the final product we are able to analyse all of the intermediate project 
material, minutes of meetings of the teams and of client meetings, timesheets, 
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requirements and other documents, test sets, quality assurance reports, program code 
etc. We sample this material on a weekly basis [17]. This provides a rich resource of 
information that is unhindered by problems of commercial confidentiality. 

A key factor that distinguishes this type of research from much of the available lit-
erature in empirical software engineering is that all the projects are real ones, have a 
real client, involve detailed business analysis as well as the delivery of working soft-
ware and are thus a much better test for measuring the benefits and problems of a 
complete software engineering process. The fact that we can also run comparative 
experiments on real projects is probably a unique facility (previous studies have only 
assessed toy projects with professionals and students comparatively, often with a 
focus on only single XP practices [15, 16, 20].  

In terms of the Genesys company we can study the adoption of agile approaches 
within a realistically operated software house – no comparative studies are carried out 
in Genesys since it is, essentially, a commercial operation with targets for earning and 
productivity. 

One of the reasons why we adopted an agile methodology was the realization that 
the type of documentation available during maintenance was often misleading and 
unhelpful. Although a large amount of design documentation (UML diagrams etc.) 
was archived it rarely reflected the final state of the code since it wasn’t always up-
dated as implementation decisions were made after the initial design phase. This we 
began to question the purpose of all this documentation. The choice of XP as the agile 
approach was driven by a number of issues: 

1. It was a complete package of techniques (practices) focused on the delivery of 
high quality software to meet the client’s business needs; 

2. The emphasis in XP on testing set it apart from another approaches – software 
testing had, for a long time, been a major research interest of the group. 

The idea of using XP was very popular with most – but not all – students who had 
previously been fed a diet rich in UML and formal methods. The motivation to try to 
meet the client’s requirements as they changed during the elicitation and analysis 
phases was also an attraction. 

3   Problems Associated with Introducing XP 

Although the reception of the main tenets of XP were enthusiastically received during 
the initial training is soon became apparent that it was a very hard methodology to 
adopt fully. Some aspects were quite easily done, for example the idea of describing 
requirements a set of stories – although there was some confusion about the size of a 
story. Iterations tended to be quite large initially until we managed to get enough 
experience to help the students think in terms of delivering chunks of code on a 
weekly basis. There was a general problem in that much of the early literature on XP 
was written for experienced programmers rather than novices. In particular, the em-
phasis on testing and refactoring was something that few students were prepared for. 
There was a severe shortage of a texts with real practical examples and advice that 
would allow students to adopt XP fully. Many of the books were rather theoretical, 
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conceptual and philosophical treatments that did not provide the students with enough 
practical detail to help them progress. 

Over the years we have studied a large number of XP projects and gathered a great 
deal of detailed data. Many conclusions can be drawn from this information, issues 
relating to how easy it is to adopt XP, what additional support is needed, how the XP 
approach compares with a traditional approach? What impact does the personality of 
individuals have? Does XP engender a more positive attitude to work, and so on? A 
number of papers discuss the detailed empirical approach, the data and its analysis, 
for example: 1, 2, 6, 9–14, 17-19, 24. One of the longer term aims of the Observatory 
project is to provide on-line access to much of this raw data for bona fide researchers 
– who may have to sign a Non-Disclosure Agreement to protect client confidentiality. 

4   Adoption of and Compliance with the XP Methodology 

Some of the practices associated with XP are enthusiastically adopted, these include 
using stories and small increments, continuous delivery as far as it is practical and 
extensive communication with customers – it is not practical for us to have on-site 
customers but teams will meet their customers weekly for much of the project. The 
reduction in design documentation is popular and many students are less than inspired 
by UML so that an extensive design period is usually counterproductive. 

More problematic practices include test first and, for some, pair programming. The 
evidence from the research literature on pair programming is pretty inconclusive and 
controversial and rarely carried out under realistic conditions found in a real project. 
We have found that many students welcome the idea and, after some initial issues 
settle down well to pair programming – they gain a great deal an learn a lot by work-
ing intensively in pairs. Since our main objective is to provide a deep learning envi-
ronment for students this is a positive aspect. Some students find it extremely hard to 
do, these are usually those with a particular type of personality – loners and highly 
introverted types. 

Williams [20] presented some evidence for the benefits of pair programming. The 
approach has been criticised on blogs such as hacknot.info [21] and other experiments 
by other researchers [7] have produced different conclusions. In practice, pair 
programming is not for everyone since some people’s personality is such that they 
seem to be unable to cope with the intense relationships with their partners that are 
needed. Our experience has been that, in the right context, that is, a real project with a 
real customer and combined with the other XP practices, pair programming works for 
most people – many of whom become very enthusiastic about it. 

Test first has been something of a disaster. It is very rarely done properly, program-
mers find it very unnatural since they have never met the concept before and their atti-
tudes are rather set from their first programming classes and it is difficult to overcome 
this. They are happy to write done outline tests at the time of writing their story cards 
but rarely actually write complete tests – let alone running them on empty code. 

The evidence for the benefits of a Test First approach is also mixed. The first thing 
to say is that it is actually quite difficult to carry out – nearly all of the approaches to 
teaching introductory programming that are found in universities tend to downplay 
testing – if it is considered seriously at all. Thus many programmers find the idea of 
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writing a test set before they start coding unnatural. This makes it difficult to carry out 
comparative experiments without having to undertake some extensive training on the 
technique. 

Janzen [23] found that the design of the software was ‘better’ – smaller and less 
complex units whereas [22] found that the quality of the design was poorer. There are 
a number of other examples of inconclusive results e.g. [16].  

One comment that is worth making is that the time that tests are written and used is 
only one of a number of factors that might impact on the benefits of doing Test First, 
another is the type of tests created – testing is very dependent on the capabilities of 
the test sets to detect faults and so influences the ultimate quality of the software 
under test. Simple measures such as test coverage can provide some insight into the 
quality and effectiveness of a test set but things are more complicated than that. 

5   Areas Where XP Needs Strengthening and Supporting 

There are a number of things that we have done to try to make the XP processes 
better. One of these is to focus much more on the architecture and dynamic modeling 
of the proposed system. We have tried to formalize and document certain aspects of 
the project in such a way that any document that has been introduced serves a 
multiple number of uses – in other words it must add value in more than one aspect of 
the project. An example of this is the stories – these are defined in a simple template 
which is shown below. Apart from the usual administrative information – story 
number etc. we have also included some information about what triggers the story – 
the background information tha it needs to operate correctly (for example data from a 
database or look-up table etc.) and what the expected results are of this story in 
operation. This data provides a basis for strong test design. On the reverse we put 
some more useful information including descriptions of the tests and any non-
functional requirements. 

 

Fig. 1. Story card examples from a system developed for a retail company 
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We also generate some operational descriptions using generalised state machine 
diagrams [18, 19]. 

 

Fig. 2. An eXtreme X-machine (XXM) for a simple orders database 

In this diagram the circles represent natural states of the systems – positions where 
certain functionality is possible and the squares are states where queries will be made in 
order to complete a process properly. Screens are also displayed where appropriate – 
these can often be very helpful when discussing the system with a customer. If neces-
sary, the transitions can themselves be replaced by a more complex diagram detailing 
what is happening at a lower level of abstraction. Thus we have a genuine hierarchical 
way of describing complex systems which is very easy to understand and use. 

Such diagrams will be used to help everyone understand what the overall objective 
of part of the system is, will be the basis for some analysis – for example, identifying 
what needs to be done to add suitable robustness to the system – in other words we 
will have to think through the machine design and ask ourselves – how could each 
transition fail and what should we do about it? 

The diagrams can also be used to generate very powerful functional tests – one 
simple way is to ensure that every possible path through the machine is triggered at 
least once. These techniques have been very successful in our projects. 

These are examples of how XP can be developed as an agile development approach 
by addressing those areas that are either not fully defined or could be improved. Fur-
ther details will be available in [3, 4]. 

6   People and XP 

There is again a problem in identifying conclusive and convincing evidence about the 
benefits of XP. Carrying out comparative experiments in an industrial setting is al-
ways going to be a problem and much of the evidence is based on simple experiments 
involving students.  
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Macias [6] found a small benefit in a comparative study involving small industrial 
projects. The quality of final software delivered was evaluated by the external clients 
using a systematic measurement process with a maximum value of 50 and Bayes 
theorem was applied to these data. The average of External quality was 34.95 then a 
team succeeded if Q > 34.95 and a team failed if Q <= 34.95. With this criteria the 
following probabilities were obtained: 

• Probability that a successful team was XP: 0.5454 
• Probability that a successful team was Trad: 0.4545 
• Probability that a failing team was XP: 0.444 
• Probability that a failing team was Trad: 0.555 

This gives a measurable difference but not a significant one between the two 
treatments (XP and traditional design-led). 

Abdullah [2] found that the more XP practices used the better the quality of the 
software, again in small industrial projects. 

  

Fig. 3. Spider diagrams comparing product quality with the number of XP practices used over 3 
years of projects 

The marks were the evaluations of the products by the external clients, there were 7 
different clients, 51 teams and 230 programmers in this series of experiments. 

The line graphs (Fig. 4) reflect a constant relationship pattern between practices 
and external quality in all of the cases The Spearman test conducted revealed a sig-
nificant positive relationship between the two variables [n=6, r=0.749, p = 0.086].  

Abdullah also found [3] that there was evidence that teams using XP experienced a 
higher level of well-being than teams using a design-led approach involved in the 
same projects.  

Thomson found that the link between changes as reported by developers and those 
made to the code was not strong for any teams whatever the method – suggesting that 
changes occur in the high level design not necessarily in volume – perhaps supporting 
the use of refactoring [17]. 

The research on the role of personality and XP performance and compliance has 
been taken further by Karn and Cowling [9-14]. This work has looked at conflict in 
teams, how conflicts were resolved, the amount of discussion and openness exhibited 
by individuals in teams etc. Personality characteristics were also examined using a 
standard personality test and some conclusions drawn from this about the sort of 



 Seven Years of XP - 50 Customers, 100 Projects and 500 Programmers 111 

combinations of personalities that made good XP teams, [9]. Where there were 
problems it was often caused by developers having very different levels of experience 
and where the more experienced members resented helping the others. This was a 
major problem with some pair programming activities. 

 

Fig. 4. The influence of the number of XP practices adopted and the quality of the final product 
taken from [24] 

7   Conclusions 

There has been a lot of research into whether agile developments actually deliver what 
is claimed. In particular some of the practices discussed above have been considered to 
see if they work. In many cases the detailed experiments involve students carrying out 
tasks in a laboratory setting. Unfortunately these experiments often lack credibility in 
the sense that it is not possible to generalise their finding to real industrial settings – in 
other words the results lack external validity. Secondly, by taking the individual prac-
tices and considering them in isolation from the other practices may also fail to provide 
evidence for the benefits of XP and other ‘complete’ agile methodologies.  

Over the past seven years we have gained a lot of experience of using XP in real 
commercial development projects. In some cases we have been able to run 
comparative experiments – pitching XP against a design led approach; using test first 
against test last and so on. We have seen how personalities affect the outcomes of 
projects, what parts of XP don’t work well without some extra development and how 
it is possible to run a company on an agile basis when the staff turnover is also 
extreme (everyone leaves together in June and new teams arrive in October!).  
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Abstract. Agile Methods are becoming each day a more and more frequently 
used alternative among software developing organizations producing high-
quality products in real-world projects. Despite this growth in industry, few 
academic institutions provide courses related to this new software development 
approach. This paper describes an initiative of introducing agile method 
concepts through a Master’s Degree course where the students had not 
experienced XP before. In spite of being MSc students they had previous 
software development background in industry environment. In this work we 
present how the issues found over the process may and have been handled as 
well as the benefits found; how the XP practices have been adapted and applied 
in a project with time, personnel, and skill constraints and what hindered some 
principles from being fully effective. We also present real results and open 
problems for further studies from this experience. The study used a real-life 
application taken from a need of a real software development company. 

Keywords: Agile Methods, XP-Inexperienced, Adaptation, Teaching. 

1   Introduction  

In the last years, Agile Software Development has been successfully adopted by 
Companies in different market segments like Airlines Companies [1], Banking [2] 
and Railways [3], Universities [4,5], Research Institutes [6,7,8], and Government 
Agencies [9]. Many agile methods like Scrum [10], XP [11], Crystal [12], and Lean 
[13] are now used in worldwide organizations.   

However, most of the undergraduate, graduate, and post-graduate courses still use 
traditional methods to teach software engineering. Usually, the software engineering 
courses are based on tools, heavy documentation, follow a previous plan, and use 
waterfall-based lifecycles when one project is assigned to the students. 

There are many worldwide initiatives using Extreme Programming as the main 
approach in academic courses that show the students how agile methods work. We 
can find these initiatives in several countries, like in Brazil [5], Germany [4], New 
Zealand [14], and USA [15]. Academic initiatives to evaluate new methods and 
techniques are very important, since experimentation in industrial environment is 
extremely expensive, and therefore, more difficult.  
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Following this line, a Software Engineering course in a Master’s program has been 
oriented to perform agile software development approach. The course consisted in 
working on a project employing the agile practices as much as possible to develop a 
real-life application. It is important to mention that despite being Master’s students at 
the moment, the team came from the software development industry, which implies in 
experienced software developers, but with no experience in agile techniques. 

The proposal context is a real software development project where agile practices 
were introduced to the developers in theoretical classes of a Software Engineering 
course. The results also show lessons learned from this process. Besides this 
introduction section, there are six other sections. Section 2 shows how the course has 
been organized, what project has been chosen, and how it was planned to be executed. 
Section 3 explains how the restrictions have influenced throughout the development 
and outcome of the project. The XP practices that have been used and how these 
practices have been adjusted to the project are presented in Section 4. The problems 
occurred during the development and what was the impact on the process and the 
results achieved are indicated in Section 5. Section 6 aims to present the lessons 
learned from the whole project and the course. Finally, Section 7 brings the 
conclusions of this work. 

2   The Study Context 

This section shows how the MSc course has been organized, the project that has been 
chosen, and the execution planning. 

2.1   Methodology 

The course had two goals: the first was to introduce the concepts of agile software 
development to the students using Extreme Programming as a method to conduct a 
project. Working on a real-life application development using agile practices as much 
as possible can provide more realistic information than performing a theoretical study. 
The second goal consists in evaluating if a team having few experience in agile 
techniques could apply some of them in a real project. 

To reach the goals mentioned above, the study was conducted in two phases. The 
first definition was to analyze the course with the purpose of teaching in the context 
of M.Sc. students. At the end of the course the students would prepare a workshop to 
discuss the final results. 

The second definition was to analyze the course with the purpose of evaluating the 
effectiveness of the experience from the faculties’ point of view. This particular result 
should be used as data to improve the course for the next semesters. 

2.2   The Course 

The course lasted one semester and contained a total of 60 hours of classes, distributed 
in 4 hours a week. It was divided in two parts. The first one, which lasted about 12 
hours, was supposed to present the main points of agile methodologies by reading 
specific papers and discussing them.  The second part, which was supposed to last about 
48 hours, was dedicated to apply the agile practices to the software development, based 
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on what the students have learned on the previous classes. However, as the students 
worked from home, more than 48 hours were employed to do the job. 

On the first 12 hours the course provided fundamentals of Agile Software 
Development and the students had to present workshops about them. These workshops 
were used to train the students on the following techniques: XP [11], Scrum [10], Test 
Driven Development (TDD) [16] and Refactoring [17]. After the workshops were 
presented, the students chose one real-life application and Extreme Programming as a 
methodology to develop the system that would solve it. 

The next phase was dedicated to the project development, which is more detailed in 
the next section. At the end of the project, the students presented a workshop showing 
the status and conclusions of the project, pointing out problems, enhancing the lesson 
learned, constraints and, last but not least, the positive aspects of the project. 

2.3   The Project 

The project consisted in developing a system to automate tests cases generation from 
use cases entries on a web environment. The software requirements were given by a 
real software development company that had the need for such a tool, but no 
resources to develop it. The main goal of it was to save time on creating test cases. As 
advantage, the tests personnel could be assigned to other tasks like increasing test 
coverage, for example. 

The development was divided into components, which represent use cases as follows: 

• Project record: responsible to keep the project registration; 
• Requirement record: responsible to keep the project requirements; 
• Actor record: responsible for the actors registration of each use case in the 

system; 
• Field record: responsible for the I/O fields registration of each use case; 
• General flow record: responsible for general flow registration that may be 

applied to many use cases; 
• Use case record: most important functionality of the system, where all the 

other previous modules are related. It is responsible to keep the use case 
registration of each project; 

• Test case generation: responsible for the automatic test cases generation from 
the selection of use cases. 

The project development lasted three months and was divided into a planning 
phase and five iterations according to the schedule described on Table 1. 

Table 1. Macro Schedule 

Planning 23/Aug/07 to 30/Aug/07 
Iteration 01 04/Sep/07 to 13/Sep/07 
Iteration 02 18/Sep/07 to 04/Oct/07 
Iteration 03 09/Oct/07 to 25/Oct/07 
Iteration 04 30/Oct/07 to 15/Nov/07 

Iteration 05 (Final) 20/Nov/07 to 29/Nov/07 
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The planning took three classes (6 hours) to be completed and defined roles, scope 
of the project, estimation of how long the iterations would last, practices to be used, 
deadlines, technology, and the writing of the first stories was performed, defining the 
main stories and the planning of the first iteration.  

The first iteration was shorter than the others with two weeks because it was used 
to provide background information to the members who had little knowledge about 
the technology. This iteration was also used for one of the programming pairs to try 
coding some stories and provide background knowledge about the possible problems 
and the size of the project, and also fix few technology issues.  

The iterations 2, 3 and 4 were used to code and plan the next iteration. At the end 
of each one, a release with valuable software was delivered.   

The last iteration was supposed to cover some possible delays. Since the project 
had both scope and deadline set, some sort of safeness was supposed to be provided 
by this short iteration, if needed. This practice is known as “Slack” in [19]. 

The infrastructure used in the project was the university laboratories and free tools 
that were required. A configuration and a database server were created by the students 
and their services were available on the internet. The work in laboratories was not 
mandatory and the students could work remotely. The developed software was cutting-
edge, using technologies as Java 1.5, JSP & Servlets, Eclipse, Ant, Subversion, MySql 
and Mantis. 

2.4   The Team 

The team was composed by seven students and two faculties. The students have been 
organized in three programming pairs and it was necessary to assign a special role for 
one student: the Libero [5] The Libero was supposed to support the programmers 
creating the product web screens and continuously test the releases that were being 
delivered, contributing to refactoring, improvements and representing the client since 
the student on this role worked in the company which actually demanded the software.  

The faculties initially assumed the role of clients, but they were exchanged by real 
users of the system before the beginning of the project development and they assumed 
the chicken [10] role. The faculties were inexperienced in the practice of agile 
software development and, among the students, only one had more solid experiences 
with XP. This particular student volunteered to be the coach and tracker of the 
project, but since that the team was small and inexperienced in both technology and 
methodology, the team decided to keep him on the programming role and follow the 
project without coach, tracker, and specific tester roles. 

The details of the project status were frequently posted at the project’s wiki Page 
(http://engsw-mestrado-2007.pbwiki.com/). The documents are in Portuguese at the 
moment because this was the real communication channel used by the team on the 
project.  

3   Project Constraints 

Conventional practices usually focus on commercial environment where the work load 
is usually up until forty hours a week and sometimes more. In spite of some non-agile 
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environments have attributes similar to agile ones, such as the work environment 
structured according to the project to be executed, the skilled team, customer and 
process to be handled, agile environments focus on team work where everyone may 
play different roles. The academic environment, where the project started at, stressed 
out some restrictions that directly influenced not only the project results, but the way to 
be and actually was executed as well. The most important constraints are explained as 
follows. 

3.1   Development Environment 

University laboratories were used for the pair programming as well as the domestic 
environment for the remote work. Using the university facilities were perhaps of the 
most dangerous constraint in the beginning of the project, since some privileges 
access and network securities were not in charge of the students. 

3.2   Workload 

It has been determined that the project should be worked on four hours a week, which 
is equivalent to the Software Engineering course defined working hours. This has 
been scheduled for the whole project (planning, coding, and testing – although testing 
has not been devoted much attention to). The fixed fourteen weeks, four hours a week 
actually would result in about 48 hours of work to complete the project, however, 
more work than these hours were delivered by the team. 

3.3   Customer Involvement 

The clients, initially represented by the Software Engineering faculties, were not 
present in every moment of the project. Thus, the rest of the team itself had been in 
charge of all project’s re-planning like: scope redefinition, deadlines, and costs. The 
final users here represented by two employees from a private IT company which 
could potentially be a client to use the system, have made the validation at the end of 
each iteration but they were not present on the project development either. 

3.4   Leadership 

The professors acted as project supervisors together with one of the members from 
the development team who had a more XP practical experience. Thus, there has 
definitely been no coach role developed by any one on this project.  

3.5   Team 

Most of the members of the team did not have full domain of the used technology for 
the project development and agile methods experience either. As this project did not 
take place in a corporative environment, it was not possible to hire skilled personnel 
for all necessary training. Thus, each member was responsible for his/her own 
required learning.  

The number of people in the team was also restricted to seven, since that was all 
enrolled to the course. Other problem was the pairing. The pairs for the programming 
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were set in a way that they could work together, even though one was a very skilled 
programmer and the other not so experienced. 

The small number of students also brings to the team the issue of lack of roles. 
Some of them very important, like coach and trackers, could clearly have its absence 
noticed. 

3.6   Tracking 

Once again, since the team was not expert on the methodology, it was not possible to 
have a well defined tracking system for the project development training. This 
constraint has drawn some modifications on the original XP features which will be 
detailed on the next section. 

4   XP Practices  

Some of the agile practices have been successfully adopted and used throughout the 
project; while others were neglected due to some specific reason detailed below and 
still few remaining ones have only been partially used. Here are our findings: 

• Pair Programming – This practice has been partially followed. In spite of initial 
planning has defined that the team was supposed to be divided in pairs as it should 
be, the practice has been corrupted. Two out of three pairs have decided to switch 
the programmer pair in some times of the iterations in a matter of sparing each 
other from getting tired or addicted to doing the work and perhaps not watching 
the activity or watching out for errors. That way, both of the workers could play 
the role of watching the programming and not just programming itself. The pairs 
have also remote and/or individually worked. Due to local infrastructure issues 
and restrictions explained on the previous section, all the members came to 
finding best to work individually in some days. It was needed to set the 
environment at their homes and work remotely; hence the pairs were working 
separately from each other. This practice has been adjusted according to the 
working pace of the project. Considering the project was not being done in 
industry and there were a lot of factors interfering on the pairs working together 
the whole time, it was known that this practice would be affected. However, the 
pairs communicated as much as possible when they were working remotely from 
home, which, stimulated to reach the objectives of the practice. 

• Sustainable Pace – This practice consists on the team keeping a feasible working 
pace, enough to complete the projects with no delays. It has not been followed 
thoroughly though. The idea was to work on the project the defined hours of the 
classes in a week, which was four hours. One of the pairs has worked around 
fifteen hours a week during the last three iterations while the other two pairs have 
been idle on the same period though. On the previous weeks, the two mentioned 
pairs were working around six to eight hours a week. This discrepancy was due to 
the dependency between the stories. One pair was in charge of a story and another 
pair could not start another story until that first one is ready. The extreme long 
time to finish one story by the first pair and not let the work continue was because 
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the pair decided to remodel the whole code structure too on the same iteration and 
they had to integrate the changes. As there was no coach and the two faculties did 
not watch out for this hold up, the pace has been compromised. The team did not 
find itself in a muddle; it was rather stuck and idle, with no one to manage the 
situation and re-address activities. The team did what they thought it was best for 
their tasks on the iteration and did not worry about the others. It is known that in 
XP one may have more freedom on working regarding process, but that does not 
mean the people can do whatever they want to. This is another evidence of the 
inexperience of the team on the methodology. 

• Refactoring – This practice is about remaking the code in order to improve it by 
removing redundancy, eliminating unused functionalities, adapting it to patterns or 
even trying to make the software work in an acceptable way. Refactoring 
throughout the entire project life-cycle saves time and increases quality [18]. Here, 
it was practiced in three iterations: 

o On the second one to standardize the screens; 
o On the third one to make the database stand for multi-connections and; 
o On the one before the last one, to place the entities in the project pattern 

determined by this database change.  
In fact, of course refactoring helped on the code perspective. It is known that this is 

not an only XP practice, but rather much of a general development good practice. 
• Planning Game – A project starts with a short exploratory phase in which the 

customer expresses the requirements [5] and the development team helps creating 
stories to fulfill a release plan detailing which story should be implemented in 
each iteration. This practice has been partially accomplished. The requirements 
were defined by a real client, a company which had the need of implementing the 
system but did not have enough resource to do it.. So the team learned the 
requirements from the customer and created an idea. Then the planning began. 
The idea was broadcasted to all and the whole team participated on the creation of 
the stories which turned into iterations. The planning of each iteration was 
performed by the whole team. Each programming pair chose the stories to 
implement based on dependency between one another. On the Planning Game, a 
brainstorming happened so that the meaning of each story to be developed was 
clear. It was not possible to implement a tracking system to monitor the 
development of the stories because of the lack of experience of the team on the 
practice. The faculties did not become available for this. Even with the possibility 
to use methods such as Story Points or Pair-Hours [11], the team did not find itself 
in a homogeneous pace to work with desired production estimates. 

• Stories – They work as use cases but are distinct from long requirements. They are 
more closely to user scenarios detailing only enough to build a reasonable low risk 
estimate, but not restricted to user interface implementation. This practice has been 
almost all accomplished. Stories were created during the Planning Game and well 
understood by the team. The stories together with one another are supposed to result 
on the system desired. One small detail that has been modified and probably did not 
influence in the job was that the stories have been kept in a wiki repository created 
by the team and not manipulated in story cards as recommended. That way, they 
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were still pretty visible to all. Another interesting thing to be pointed out is that user 
stories may be used to create acceptance tests for using in the end of the 
development as checklist. 

• Short Iterations – The development team is supposed to deliver small releases 
instead of big amounts of codes at a time. Whatever is planned to every iteration 
should be completed with the ones next to it. On the current project, this has been 
performed. The iterations lasted three weeks and all of them have generated 
functional software versions with new functionalities, even if they have not 
completely met the scope, they were delivered with observations to be followed 
on the next iteration. This was considered a good practice. The workers have a 
short deadline and are forced to be productive most of the time. In a traditional 
methodology development software process, the deadlines for the developers are 
too far and it is common to see them starting working on a pace and finishing 
working extra time. Here, with a tight date, it was necessary to watch the results at 
the end of each day and have a better and closer monitoring of their own activities, 
which helped on a more stable and smooth kind of a work. 

• Face to face Communication – XP requires direct communication among all 
members and this may be a limitation. This has been partially used; only when 
everyone was at the same site (lab). As previously mentioned, a considerable part 
of the project has been developed remotely, hindering this practice from being 
effectively performed. The course schedule used to be twice a week and that was 
the time the students really had to attend the classes. They did not belong to the 
academic activities or board that made them stay at the university for longer time. 
Other Masters activities were usually performed by their local jobs, homes or 
whatsoever. However, the team did not face serious issues on communication. 
With all resources available such as instant messaging, email, mobile and Voip 
technology, the team was always communicating and exchanging information 
during the development. This would have been completely different if this project 
had been executed in industry. As the workers were supposed to be paid for 
working on a project like this, in industry, they would spend most of the hours of 
their days at the office working on it. Thus, face to face communication would 
definitely not be a problem. 

• Collective Code Ownership – This topic indicates that the code created by a 
programming pair may be modified by any other pair. Or still that it is shared and 
owned by all. Everyone is able to edit it and see the changes made by others. But 
it still remains as a unique code. The project had its configuration management 
based on Subversion tool (SVN). Thus, the code was available to all the 
programmers. This actually helped the workers, in a way that if a pair had 
changed something in a specific class or whatever part of the code and tried to 
upload it through the tool to attach it to the rest of the code when some other 
worker had checked it out, a warning would pop up and let know somebody else is 
working on it. The changes may and probably will affect the code if that warning 
is ignored, since the other worker is currently working on the same code, so this 
practice must be taken a closer look. 

• Coding Standards – It indicates that the developers must agree on a common set of 
rules enforcing how the system shall be coded. This turns the understanding easier 
and helps on producing a consistent code. Java was the chosen programming 
language for coding. Aside of that, the team did not gathered to discuss a common 
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pattern. However, maybe for a regional reason when everyone is used to program 
in a way or maybe just luck, there was not any problem found regarding this issue 
and the coding was pretty homogeneous. 

As the team was mostly inexperienced with the methodology, there was a strong 
desire to follow the XP practices rigorously. However, this was not possible and the 
team learned about the rule “Fix XP When It Breaks”, which was to adapt the practice 
trying to be developed to the project’s restriction. The rules must follow until the 
team has changed them [18]. The team wanted to adapt to the changes and it is 
important to point out that, maybe, some adaptation may have gone to a different path 
from agility. For instance, the face to face communication is a great impact practice 
on the project and as it could not be followed, the workers adapted it to the way they 
thought it was best. And this might have been not agile, in spite of the communication 
has been kept or tried through other ways. 

5   Achieved Results 

On this section, the problems found throughout the project execution are described as 
well as the achieved results in the end of it and how they have been handled. 

5.1   Problems 

In the beginning of the course, the first iteration has been planned and then the first 
problem of the whole project was detected: the lack of infrastructure. The team did 
not have its own laboratory, sometimes needed to share the lab with other students 
and the environment configuration had some limitations and also took some time to 
be set every time that would use a different computer. Hence, this problem resulted in 
a schedule delay.  

Another problem was the lack of knowledge in the development methodology. 
None of the professors had the necessary knowledge in the used methodology and this 
caused some management failures. Since the only person with some insight in XP 
could not assume the coach role, the project had no real management and this factor 
contributed to the project delay. 

The lack of familiarity with the used technology on the development was another 
identified problem. Then, an inconsistent plan was resulted, since it was not possible to 
exactly determine the timing of each activity and this led to failures on the project 
chronogram. To minimize this difficulty, a whole iteration was needed to provide 
training on the technology. However many other serious failures emerged, for instance, 
in the beginning the team had little idea about the size and effort of the project and this 
led the team to break the sustainable pace to deliver the releases in time.  

Still another problem found was the dependency among functionalities, which 
hindered some pairs from working simultaneously. Then, some pairs were not able to 
finish their tasks waiting for other pairs to finish a required functionality. Besides, the 
code needed refactoring for small fixes, to fix a problem in the user access on  
the application that was not identified at the beginning. This activity consumed one of 
the pairs a lot. Hence, the development needed to hold until the refactoring was 
finished. 



 Applying XP to an Agile–Inexperienced Software Development Team 123 

The interaction between the programmers has been affected throughout the project, 
since not everyone was able to keep regular face-to-face meetings. The solution found 
when the geographic distance became an issue was having virtual meetings. This 
strategy was not fully effective because there was not enough infrastructure at the 
residence of the programmers to keep the iteration close to a real one. Often these 
virtual meetings were ineffective because the people who had knowledge about the 
problem were not available at the moment of these virtual meetings. 

The course schedule used as time reserved to develop the Project – four weekly 
hours – was below the necessary for the desired scope and available schedule. In fact 
one project where both scope and deadlines are set, agile loses its main advantage, 
which is embracing changes.  

Even with one of the pairs working about fifteen hours a week, which is almost 
four times more than the general available time, the team knew that the initial scope 
was not going to be reached at the end. Hence, the team decided to reduce the scope 
during the development process in order to be able to delivery some product in the 
end of the course. 

Finally, the motivation of the team was strongly influenced by activities outside the 
project, as other courses from the Masters. Not everyone had full time available to the 
Masters course. This lack of motivation can be pointed as one of the main causes of 
the project failure. One particular factor that had considerably discouraged the team 
work was that after a heavy loaded iteration and concluded stories, the job was still 
behind schedule and there was still need of refactoring. Then, it was detected that the 
project would not successfully reach its end in time and the team needed to keep the 
work pace. 

5.2   Results 

Goldman [5] states that the best way to learn XP is putting it in practice in some 
active project. Hence, a Masters Course tries to teach their students this modern 
technology by letting them manage themselves in a development of a project. This 
forced the students to apply some XP activities, as defining stories based on the idea 
of the product, planning the development of each iteration and working with a 
metaphor or part of it in every release. 

Even with the difficulties, some XP practices could be well handled and observed 
such as the pair programming, stories and the planning game. Considering that not 
everyone in the team had worked with the idea of programming in pair before, they 
had the opportunity to exchange experience between themselves in a beneficial way. 
At the end, all the programmers agreed that working in pairs was more productive. 
Unfortunately it was not possible to measure how much better the productivity has 
been improved, how good the mutual help was or how much of the bug finding 
happened when the pairs were working together because the entire development 
process was using this methodology. 

The stories and the planning game were executed at the very beginning of the 
process. The stories were defined and the team decided who would integrate the 
release of that iteration. But what was most visible was that even with more than forty 
percent of the project already implemented (final of third iteration), everyone knew 
that it was not going to be possible to conclude the whole project with success in 
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time. This reflects that everyone in team had knowledge about the entire project size 
and development. 

In spite of the expectation to finish the project according to the scope and planned 
deadlines, the modules were not all fully developed. Test case generation, Field 
Record and part of Use Case Record modules have remained pendent. This scope 
reduction was caused by the lack of experience of the team in not previously realizing 
that the plan was way larger than what could possibly be accomplished in the defined 
schedule and size of the team. 

The study conducted by the faculties finished inconclusive because other factors 
such as infrastructure and lack of technical knowledge would be a bias if they were 
not considered, once they had strong influence in the final result of the project.  

6   Lessons Learned 

Some lessons could be observed during the project development as follows: 

• Infrastructure – One needs to be built before project starts. Kent Beck [11] says 
that some months before XP team starts a project, they need to create a reasonable 
environment so that the team can work with a good productivity pace. On this 
particular project, the poor infrastructure took precious hours of the process and 
has helped on not delivering the complete project in the end. 

• Technical Skills – The technical skills of the team must be evaluated before 
planning the project. This issue was considered one of the main reasons for the 
team not to complete the project with success. 

• Planning – The lack of experience of the team in the technology and in the 
methodology took to a mistaken planning at first. Also the lack of a tracker to 
estimate and measure productivity led to uncontrolled empiric means, which, 
though, did not avoid the delays on delivering stories, dependency in one another 
and consequently, an incomplete project delivery. 

• Pair Programming – It may work better when the pairs have a nice understanding 
of the system and technology. It was shown to be more productive when a pair 
with its most experienced member watching and the less experienced one 
programming because every mistake used to be observed right away and 
instructed to correct it. 

• Extreme Programming – Considering every listed difficulty, the methodology has 
shown to be very useful in three special aspects: the first one shall be the learning 
of the team who did not have previous knowledge in the practice and the learning 
process has been accelerated with the pair programming. The second aspect to be 
considered is the visibility that XP provided throughout the development, even 
with no traceability the team was aware of the delays. The last one is how close 
the stories were from one another as well as the system functionalities, and how 
the metaphor could leave abstraction and reach a lower level which was the 
stories. 

• Course – The team has realized that even with all the drawbacks in using XP, its 
teaching exclusively inside the classroom with exposing lectures is not recommended 
as the best way to teach Software Engineering course focused on Agile Methods. 
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According to Goldman [5], the best way to understand how the method works is to 
work on a project as closest as possible from agility. 

7   Conclusion 

A new way of system development has been proposed with the rise of agile methodology. 
The idea to bring this knowledge to post-graduate students is important and reasonable 
and has been accomplished throughout a project that was proposed to be resolved using 
agile practices. 

Due to some factors that came in the way during the course development, the 
project has not been entirely concluded in time and not every Extreme Programming 
practice has been able to be used by the team. The students then learned about “Fix 
XP When It Breaks” rule, where they changed agile practices that did not fit, 
adjusting them to the project’s specifications. 

However, there was a clever perception by every member of the staff that XP 
brings a different view with its practices and the experience has been considered a 
good and valid one to be adopted in other contexts as well. The particularities, 
differences from ordinary methods and limitations that characterize this methodology 
certainly seal agility rules and space in Software Engineering. 

It has been considered of great value the feedback related to the course and that the 
teaching must continue considering observations and suggestions pointed out in this 
particular course. The experience of teaching Agile Methods is also considered 
important in this process and the learning process needs to be done differently from 
the conventional way with boards and students in a classroom everyday hearing how 
the practices work from the teachers and not living it themselves. 
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Abstract. Pair-programming (PP) is one of the key practices of Agile Methods 
and there are various claims regarding its benefits. However, the empirical 
evidence to sustain these claims is insufficient, often coming from studies with 
students as participants. Moreover, the results are sometimes contradictory. 
Nevertheless, there are already mature agile teams that currently use PP, pairing 
on an “as needed” basis. We investigate the dynamics of the pairing process in a 
mature Agile team to understand when practitioners consider PP useful and to 
compare this with the claimed benefits of PP. In this paper we present the 
results of a 3 months study of PP in an Agile team of 16 developers.  

Keywords: Pair-programming, PP, XP, Agile Methods. 

1   Introduction 

Pair-programming (PP) is a programming technique that requires two programmers to 
work together at solving a development task while sharing the monitor, the keyboard, 
and the mouse [9]. PP has received significant attention and interest, partially due to 
the increased adoption of eXtreme Programming (XP) [2], in which PP is one of the 
key practices. 

There are many studies that investigate the potential benefits and pitfalls of pair-
programming. The main claims are that PP improves productivity [6], [7], the quality 
of the solution [5], and job satisfaction [5]. Moreover, it reduces the time needed for 
task completion [3], [5], it is particularly useful in complex tasks [10], and it is useful 
for training [4]. A detailed review of the studies on PP is beyond the scope of this 
paper, but we refer to the work of Hulkko and Abrahamsson [4], which contains such 
a review for works on PP (excluding those focusing on educational aspects of PP) up 
to June 2004. 

Nevertheless, the previously stated claims regarding PP are not supported by all 
empirical evidence. For instance, some studies have found that there is no significant 
difference between development time for XP groups working in pairs and working 
alone [7] or between quality for code produced by pairs and by solo programmers [4]. 

In this paper, we propose a new approach to understanding in what cases the pair 
programming is useful. We propose to study the occurrence of PP in teams that 
already have a vast experience with this practice and use it on an “as needed” basis. 
Thus, we can understand when skilled practitioners perceive PP useful.  
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In this paper, we explore this approach by studying the occurrence of pair programming 
in a mature Agile team of 16 developers over approximately 3 months. We investigate 
whether PP occurs more in training situations and whether there are variations in the 
amount of PP during various iterations or parts of the iteration. 

The paper is organized as follows: section 2 introduces the related work; section 3 
and subsections present our study; sections 4 and 5 present and discuss the results; 
section 6 describes the limitation of our study; finally, section 7 draws the conclusion 
and introduces future work. 

2   Related Work 

Although there are many studies on PP, few of them report the amount of PP that 
takes place in a team. Hulkko and Abrahamsson [4] have monitored 4 projects (3 of 
them commercial) lasting 8 weeks each. The development teams considered were 
made of master students, research scientists, and practitioners. The developers had no 
previous experience with PP and the practice was not occurring entirely on an “as 
needed” basis.  

The study in [4] reports that the percentage of PP is quite similar for the various 
projects during the first three iterations and showed different trends starting with the 
fourth iteration. Moreover, the effort spent in PP is the highest in the first iterations of 
the project and in the last iteration. 

Hullko and Abrahamsson [4] also interviewed the members of the teams in order to 
find out the “rationale for pair-programming”. They report that the developers 
considered PP most useful for learning and for solving complex tasks. 

Cockburn and Williams present in [11] the results of the usage of PP in a web 
programming class at the University of Utah. They report that the students had 
minimal questions for the teaching staff and that a survey revealed that 74% of the 
students wrote “between my partner and me, we could figure everything out”. 
Moreover, in their study, 84% of the students agreed that they learned faster and 
better because of always working with a partner. 

McDowell et al. [12] present a study on approximately 600 students attending a 
university course. They report that the students that used PP scored better on 
programming assignments and had higher course completion rates. A comparison of 
the equal percentages of pairing and non-pairing students that attempted the class 
revealed higher scores in the final for the pairing students. Thus, they conclude that 
PP is useful for learning. 

Williams et al. [13] present the results of a survey administered to professional 
software developers. Based on 30 responses, they report the average values for 
assimilation (12 days with pairing vs. 27 days without pairing) and for mentoring of 
new team members (26% of day with pairing vs. 37% of day without pairing).  

3   The Study 

The goal of our study is to investigate the way in which PP occurs in a mature Agile 
team to identify the cases when developers perceive it useful. We investigate the 
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trends of PP in this team and the claim that PP is useful for knowledge transfer 
between developers. To this end, we collect data on the time spent by developers at 
their computer working alone and in pairs.  

3.1   Environment 

Our study takes place in a large Italian company (that prefers to remain anonymous). 
The study spanned a period of 84 days (approximately 3 months), out of which 59 
working days. Initially, the team was composed of 14 developers but 2 more joined 
the team, at the beginning of the second month of our study. 

The developers are all Italians with ages between 30 and 40 years. They all hold 
university degrees in computer-related areas and have from 10 to 15 years of programming 
experience.  

The team works on several projects, mainly in C#. They are an Agile team, using a 
customized version of XP. In particular, they use weekly iterations, PP, user stories, 
and the test-first approach. They use PP on an “as needed” basis. The team has been 
using XP for more than two years previously to our study. The members of the team 
were not aware of the actual purpose of our study. 

The working space of the team consists in an open space, where each member has 
her own personal space. Therefore, informal communication between the developers 
is easily possible.  

3.2   Data 

For our study, we collected data on all the activities of developers at their computers, 
regardless of the software that they were using, by means of a non-intrusive data 
collection tool, PROM [1]. The data have granularity of 1 second and consist in a 
timestamp, the name of the currently focused window (for all software applications) 
or the name of the current method, class, and file (for code accessed in the usual IDE), 
and the name of the currently used software application.  

When PP occurs, the developers start a small user interface and enter the names of 
the members of the team. This user interface runs in the background during PP. 
Developers can stop it manually whenever they finish the PP session.  

Thus, we collect extended information on the software application they use, the 
locations they access, and the composition of the pairs for PP.  

The developers had several months of experience with the data collection tool and 
the interface for PP previous to our study. 

To address the privacy concerns inherent to the use of these kinds of data 
collection tools, we first explain in detail how the tool works and what data it collects; 
than, we ensure that each person (including upper management people) has access 
only to her own data and to an aggregated summary of the data of all developers in 
the team. Moreover, the participation in the study is on a voluntary basis. Developers 
are also allowed to look at anytime at the data collected on their own machine and 
decide if the data can be sent to the central database or if they have to be deleted.  

Although the developers were allowed to suspend their data collection at any given 
time, all 16 developers collected data throughout all the study.  
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The conditions described above are needed to protect the privacy of the developers 
and to ensure their collaboration. We address the possible impacts of these conditions 
on our study in section 6. 

4   Results 

The total time spent by each developer at the computer is on average 6.84 hours a day 
with a median of 7.58 hours. We have data for all developers during all days when 
they are present. However, not all of them are present during all the working days. 
Therefore, the number of days for which we have data varies for each developer.  

Regarding PP, there are days when all the developers programmed alone. The 
average number of days when a developer PP is 10.44 and the mean is 10.5 days. On 
average, a developer PP for 2.83 hours a day, with a median of 2.24 hours (not 
considering days in which they program only alone). 

Percentage of PP. For the analysis on the trends in PP, we discard the data of the two 
newcomers and consider only the data from the 14 veteran members of the team. We 
do this mainly because we consider the two newcomers, during their first month of 
work, not being representative of the team and because they are not present at the 
beginning of the study. 

The veteran members of the team do PP on average for 2.75 hours a day each, with 
a median of 2.16 hours. On average, each veteran member of the team does PP for 
10.21 days (median of 9.5 days). In the days when developers do PP, they spend on 
average 47.81% (median 43.48%) of their time in doing it. 

To understand possible trends in the amount of PP, we investigate whether there are 
significant differences between the beginning and the end of iteration (weekly iterations 
in this case). Usually, the team spends the Mondays for non-coding activities, including 
stand-up meeting, planning of the iteration, and design. Therefore, there is no PP and we 
focus only on the remaining of the week (and thus of the iteration).  

We consider PP on Tuesdays and Wednesdays as PP at the beginning of the 
iteration (group 1) and PP on Thursdays and Fridays as PP at the end of the iteration 
(group 2) and we compute the amount of time spent in PP for each day and each 
developer. We are interested in finding out whether there is a significant difference 
between the amount of PP in the team during the beginning and the end of the 
iteration, and not in the amount of PP of each individual developer. Therefore, we 
compute for each week and each group the average time spent in PP. Thus, we have 
the average time spent by a developer in PP at the beginning and the end of the 
iteration. While the averages of the two groups are slightly different (14.65% of time 
is spent in PP at the beginning of the iteration and 15.17% at the end of the iteration), 
a Welch t-test (to account for possible different standard deviations of the two groups) 
does not offer evidence for rejecting the null hypothesis (p=0.923). Thus, we do not 
have enough evidence to consider significant the difference between the average 
percent of time spent in PP at the beginning and the end of the iteration. 

Considering iterations as a whole, the percentage of PP seems to vary from one 
week to another. The average percentage of PP during various iterations varies from 0 
to 26.26% with an average of 14.53% and a median of 12.81%.  At present, we do not 
have enough data to investigate possible trends in this variation.  
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The percentage of total PP of the veteran members of the team during various 
iterations varies from 0 to 26.58% with an average of 14.53% and a median of 
12.81%. Fig. 1 shows such values for the different iterations: there are no clear 
general trends and the values vary quite a lot from one iteration to another.  

 

Fig. 1. Total percentage of PP (only veteran members considered) during each iteration 

PP for training. There are claims that PP is an efficient way of training. To investigate 
whether developers themselves perceive PP as needed in situations when training 
through a transfer of knowledge is needed, we investigate PP of developers that are new 
to the team compared to PP of developers that are veteran members of the team.  

We consider the developers new to the team as newcomers during their first month in 
the team. We expect that after this month, they have already acquired enough 
knowledge so that there is no need anymore for a massive knowledge transfer between 
developers. Therefore, we focus on comparing the average amount of PP of  
the newcomers during their first month to the average amount of PP of veterans during 
the same month. We also compare the average amount of PP of the newcomers after the 
first month with the average amount of PP of the veterans in the same period of time. 

We compute for each day and each developer the amount of time spent in PP as a 
percentage of the time spent at the computer that day. Then, we compute for each day 
and for each of the two groups (newcomers and veterans) the average percentage of PP 
(Table 1). On average, the newcomers do PP during their first month for 74.33% of their 
time and for 29.31% during their second month. On average, the veterans do PP during 
the same first month for 52.68% of their time and for 43.55% during the second month. 
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Table 1. Average PP of a veteran and a newcomer developer during the first and second month 

Group Avg. PP of a developer in the first 
month 

Avg. PP of a developer in the 
second month 

Newcomers 74.33% 29.31% 
Veterans 52.68% 43.55% 

 
To investigate whether the difference between the means is statistically significant, 

we compare the means of the two groups during the first month and during the second 
month. Fig. 2 shows the average percentage of daily PP per user during the first 
month of the newcomers, while Fig. 3 shows the same data collected after the first 
month. During their first month, newcomers seem to do PP more (except for one day) 
than the veterans. During the second month, neither the newcomers, nor the veterans 
do PP constantly more.   

In both cases, we perform a Welch t-test (to account for possible different standard 
deviations of the two groups). During the first month, there is a statistically significant 
difference (at 0.05 level of significance) between the average percentage of PP for the 
newcomers and the average percentage of PP for the veterans (p = 0.01). During the 
second month, we cannot reject the null hypothesis, thus there is no evidence of a 
statistically significant difference anymore between the newcomers and the veterans 
during the second month (p = 0.1359). 

 

Fig. 2. Average percentage of daily PP for a developer during the first month of the newcomers 
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Fig. 3. Average percentage of daily PP for a developer during the second month of the 
newcomers 

5   Discussion 

Percentage of PP. During all the iterations, the overall percentage of PP is lower than 
30% (Fig. 1). This suggests that developers do not use PP very often. Moreover, the 
percentage of PP for each developer during each day (Fig. 2 and Fig. 3), reveals that 
there are days when developers do not use PP at all. This has a clear influence on the 
overall low value of PP for the entire team. 

Although the developers do not use PP every day, the percentage of PP during the 
days when it is used is quite high for each developer (Fig. 2 and Fig. 3). These values 
are closer to those reported in [141], although constantly lower. However, in [141], 
PP was imposed during some parts of the development, thus the percentage of PP is 
expected to be higher. Moreover, the members of the team in our study constantly 
spend about 20% of their time on email and other communication activities at their 
computer. Obviously, such activities are done alone. 

The actual amount of PP varies quite much in the various iterations but without 
showing any clear trend. Moreover, there are also iterations during which the overall 
percentage of PP is extremely low (less than 5%). We cannot relate these variations 
between iterations with stages of a project to compare our results with those in [141], 
given that throughout the study, the developers were performing maintenance work 
on an existing project. One possible explanation for these variations among iterations 
relates to the existing claim that PP is more useful on complex tasks. Thus, if there are 
significant differences of complexity between the user stories implemented in each 
iteration, PP could be used more during the iterations with more complex user stories 
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or where more difficulties have been encountered. However, more investigation into 
the actual characteristics of the user stories during each iteration is needed in order to 
support or refute this possible cause of variations in amount of PP during iterations. 

PP is valuable for training. Our data shows that the newcomers in a team constantly 
do PP more during their first month than the veteran members (Fig. 2). The difference 
is statistically significant at a 0.05 level of significance. Moreover, after the second 
month, there doesn’t seem to be any significant difference between the amount of PP 
of the newcomers and that of the veteran developers. A statistical test could not reject 
the null hypothesis that the average percentage of PP after the first month is the same 
for the newcomers and the veteran developers. Therefore, it seems that the 
newcomers indeed use PP more during their first month, when they are practically 
training. We conclude that PP is perceived by developers as useful during training. 
This adds to the existing body of empirical evidence on the usefulness of PP for 
training.  

Table 2 summarizes the main findings of our study. The findings are compared 
with the existing empirical evidence.  

Table 2. Summary of our empirical results 

Issue Existing Empirical evidence Findings of the Present
Study

• E v o l u t i o n o f
percentage of PP
dur ing va r ious
iterations of a
project.

• Mainly above 60%.
• Highest during the first

and the last iterations of
a project.

• Ascendant or descendant
trends during the life of a
project.

• Around 60% for veteran
members on the days
w h e n t h e y p a i r
programmed and above
only for newcomers
during their first month.

• Overall constantly below
30%.

• No clear trends.

• E v o l u t i o n o f
percentage of PP
during various stages
of the iteration.

• No evidence • No support to sustain
significant variations of
the percentage of PP
during various stages of
the iteration.

• PP is valuable for
training

• Support from developer
interviews

• Support (p=0.01) that the
newcomers PP more
during their first month
than the veterans.  

6   Limitations 

The study presents several limitations. The most important ones are listed here below.  
To ensure the privacy rights of the participants, they have the possibility of 

stopping the data collection at any time, temporary or definitively, without giving any 
explanation. Moreover, they can choose not to collect data on specific software tools. 
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These options are available to each of the participants on their own machine and are 
transparent to us.  

During our study, none of the developers decided to entirely stop the data 
collection. This is obvious, since we have data for each developer on each day (when 
present at work). Moreover, the developers were interested in the data collection and 
in the daily summaries available to them regarding their activities at the computer on 
the previous day. 

The average total time at the computer for each developer is 6.84 hours per day. 
This time does not include the meetings or any other activities that the developers do 
without using their computer. Since the developers had several meetings during the 
week, we think that 6.85 hours of computer interaction per day, per developer is a 
reasonable amount. Moreover, developers stated to us during informal meetings that 
they never stopped the data collection. 

There is also an internal limitation of the tool that collected data. While the tool is 
able to discern for long idle periods at the computer and eliminate them from the total 
time recorded (thus, from the data considered in our study), it is not able to discern for 
short interruptions (seconds or a few minutes). This type of interactions can be easily 
generated since the developers work in a shared environment where informal 
communication is common. 

The external limitations of our study are related to the limited size (1 team of 16 
developers) and to the specificities of our sample. However, our study does not aim at 
generalizing from these results, but at adding a new piece of evidence, from a new 
angle, and from a real-world industrial setting to the body of empirical evidence on PP. 

7   Conclusions and Future Work 

The main contribution of this work consists in the empirical results on the usage of PP 
in a mature Agile team. We investigated the actual amount of PP performed and its 
variations, as well as the support for the claim that PP is useful for training and 
knowledge transfer. The empirical results provide actual, quantitative, and concrete 
information on the practical usage of PP in industry and add to the body of empirical 
evidence regarding PP and claims on its potential benefits. However, more studies are 
needed to generalize from the results. As future work, we would like to replicate this 
study in other teams. 

Our empirical results show support for the claim that PP is useful for training. 
However, there are other claims regarding PP benefits, such as improved productivity, 
improved quality of solution, reduced task completion time, and usefulness for 
complex tasks. As future work, we plan to apply our approach to evaluate these 
claims by investigating the actual PP of industry teams and the characteristics of their 
tasks and code. 

Moreover, we consider as future work the investigation of the trends in the PP in 
industry teams over a more extended time frame and the relations between such trends 
and various stages of the projects. 
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Abstract. Agile information systems development is not well understood and 
suffers from a lack of sustainable theories, which are based on empirical research of 
practice. We use a framework that focuses on the ‘edge of chaos’ as the area, where 
agile information systems development takes place to fill in this gap. Our study 
identifies for a concrete project under investigation, where the beneficial balance 
between stability and instability lies. It discusses the circumstances, which influence 
this balance and the relationships of the elements, which constitute it. 

Keywords: Edge of chaos, complex adaptive systems theory. 

1   Introduction 

The field of information systems development (ISD) is still not well understood and 
suffers from a lack of sustainable theories which are firmly based on empirical research of 
ISD practice [1]. This is also true for agile information systems development or, to use the 
more established term, agile software development (ASD1). The concept ASD serves as 
an umbrella for a number of pragmatic approaches which have emerged out of a critique 
of traditional, document driven development approaches [3].  ASD is guided by 4 values, 
which are contrasted with 4 other, competing values, namely (1) individuals and 
interactions over processes and tools (2) working software over comprehensive documen- 
tation (3) customer collaboration over contract negotiation and (4) responding to change 
over following a plan.  

What this however means more concrete in practice and how it relates to a 
theoretical understanding of ASD  as well as to ISD in general has only to a limited 
extent  been systematically investigated and reported beyond text book descriptions 
and stories often provided by the authors of the methods themselves. The research 

                                                           
1 The abbreviation ASD as used in this article should not be confounded with the same 

abbreviation, which Highsmith [2] uses for his agile development method called Adapative 
Software Development. 
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presented in this paper contributes to further filling in this gap by providing an 
independent study based on scientifically collected and analysed empirical data. 

For this purpose, understanding ISD as a complex adaptive system (CAS), it utilises 
a framework first introduced by Wang & Vidgen [3] that focuses on the investigation of 
the ‘edge of chaos’ in such a system as the area where ASD takes place. 

The paper is structured as follows: The next section contains the theoretical 
framework, which is applied in our research. Section 3 includes both a brief description 
of our research approach and the case setting which built the background for our study. 
Section 4 analyses the collected data by applying the theoretical lens and presents our 
findings. The last section concludes and summarises the paper. 

2   Theoretical Background and Framework  

Some authors of ASD methods ([4], [5]) put forward that ASD has a theoretical 
grounding, namely in complex adaptive systems (CAS) theory. However, research 
([6], [7], [8], [9]) has shown that this claim is largely a post-rationalization: the theory 
is, if at all, used in a very relaxed way to justify what is done in practice. 
Consequently the large amount of literature available on ASD is of anecdotal and 
descriptive character. While these are useful reports, they do not provide any deeper 
analysis or theoretical underpinning for a thorough understanding of ASD. 

 

 

Fig. 1. The edge of chaos (Wang & Vidgen [3]) 
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CAS theory, however, can be an insightful grounding for understanding complex 
systems such as ISD endeavours in general and ASD projects in particular. The key 
concept in CAS is the poise at ‘the edge of chaos’. Wang & Vidgen [3] use this 
concept and provide a conceptual framework to study ASD as structured chaos. In 
their framework the edge of chaos is characterised by both being at the same time 
stable and unstable [10], it is the part of a system, which never quite locks into place, 
yet never quite dissolves into turbulence [11], it is the place, which provides 
organisations with both the stimulation and freedom to experiment and to adapt and 
with the sufficient frameworks and structures to avoid disorderly disintegration [12].  
This gives them a competitive advantage: systems that are driven to the edge of chaos 
out-compete those which are not ([13], [14]). Thus, it is the place where the really 
interesting behaviour occurs [3]. Two critical boundaries demarcate the edge as the 
area of having ‘just enough structure’. For the eight values, which direct ASD, this 
means: too much structure leads to bureaucracy with too rigid process and rules, too 
much documentation, too much emphasis on contracts and their negotiation, and too 
much focus on following the project plans; on the other hand, too little structure leads 
to chaos with too loose, if at all defined processes and rules, too much emphasis on 
working software, too much focus on collaboration, and too much response to change 
requests. Agility and agile processes lie some where in between, they are neither static 
nor chaotic. Figure 1 presents the framework and visualises these relations. 

In the following we will use the framework to analyse a large ASD project. In 
doing so, we want to show in an independent study that the framework is useful. At 
the same time we want to contribute to the small, but growing existing body of 
scholarly research on ASD in practice. Before doing so, we introduce our research 
approach and the case setting. 

3   The Research Approach and Case Setting  

The research presented in this paper is qualitative. It is based on an empirical case 
study of an ASD project in a large German public sector organization, called 
WaterWorks, performed by a German software company, called AgDev, which has 
specialised on ASD. The empirical data for the case study was collected in semi-
structured, open-ended interviews, which were conducted by a team of two 
researchers in a three days period.  The research team performed 12 interviews with 
11 individuals - the AgDev project manager was interviewed twice. This included 
nearly a third of the development team and a representative sample of key players and 
future users in the customer organisation. The interviews were tape-recorded and 
subsequently transcribed.  For the qualitative data analysis a software tool (NVIVO7) 
was used. The interview data was supplemented with company and project documents 
such as method, requirements and release descriptions, as well as project plans. 

The data collection,  the coding of the data and the data analysis have been guided 
by the eight values underlying ASD and a theoretical framework developed and 
applied earlier by [15] to provide a better understanding of ISD in practice. This 
framework distinguishes between a structuralist, an individualist and an interactive 
process perspective, which together provide a holistic understanding of ISD projects. 
For the purpose of this paper we have used the structuralist perspective consisting of 
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the information system under development, the formalised method to be used (if any), 
the structural characteristics of the involved development team and its members, as 
well as the project’s structural context, to identify the structural profile of the 
investigated project. This perspective helps us to structure the description of  the case 
setting, which is summarized in table 1: 

The project under investigation was concerned with the development of an 
operations management system (OMS) for the WaterWorks of a large German city. 
Founded 150 years ago the organization is now partially privatised with the city 
council holding 50.1% of the ownership. The system was developed with a web-based 
graphical user interface and a backend to interface the technical infrastructure as 
defined by an underlying ERP system. 

The project was organized in 4 subprojects to provide IT support ranging from 
customer management to the maintenance of the sewer system. After several attempts 
of traditional ISD based on a standard ERP system, which had not led to the desired 
results, the organization opened a tendering process. It was won by a small software 
company, AgDev.  

Table 1. The structural Profile of the OMS Project 

Information 
System 

Operations management system (OMS)  
with web –based GUI user interface and ERP back end 

Formalized 
Method 

xP:  
short releases and iterations of 3-6 months/3-6 weeks  
planning games, user stories, story cards, onsite users 
pair programming, collective ownership, stand-up meetings 
continuous integration, testing, re-factoring 

Involved 
Development 
Team and 
Developers 

2 overall project managers (1 AgDev, 1 WaterWorks) 
AgDev: 
up to 12 staff with multiple roles: 
project manager, analyst, customer contact, and developer 
highly motivated and educated, limited xP experience 
4 subproject development leaders also as  
customer contacts, analysts, developers with xP experience  
WaterWorks: 
4 customer subproject leaders also as user representatives 
at least 1 additional user representative for each subproject;  
not the whole time onsite 

Structural 
Context 

ASD method had been clearly communicated to customer 
AgDev: No experience with large ASD projects 
WaterWorks: 1. ASD project 
project team onsite in a WaterWorks building  
general requirements document as basis for contract  
failed ERP implementation 

 
AgDev consisted of about 25 employees, 20 of them being developers, and based 

its development approach on the agile method xP [16]. The formalized method 
includes planning techniques for releases and iterations called planning games, user 
stories and story cards to specify user requirements, onsite customers to support 
customer-developer communication, daily meetings (stand-up meetings) of the whole 
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project team to support team communication, pair programming, re-factoring, 
collective ownership, continuous integration and testing to develop the software 
proper and tuning workshops to improve the development processes regularly. They 
have extended the method with some project management processes to cater for larger 
projects such an elaborate overall project plan, formal reporting mechanisms and a 
formal contract based on a requirements specification produced by the customer. In 
the tender process AgDev had convinced the management of WaterWorks that their 
approach was viable and would deliver the OMS as requested. 

The project was organised in 2 phases. In a first 12 months exploration phase 
prototypes catching requirements and possible solutions were developed. This led to 
the development of a comprehensive requirements document by the customer 
organisation and their decision to contract AgDev also for the development of the 
OMS proper.  

In this main development phase a team of about 12 development staff with multiple 
roles such as project manager, analyst, customer contact, and developer worked onsite 
in a building owned by WaterWorks. The project team also consisted of a varying 
number of users with at least one representing one of the subprojects. These users were 
by and large, however not the whole time onsite as well. A sophisticated management 
structure with one subproject manager also acting as contact person from AgDev and 
one subproject manager also acting as onsite-customer from WaterWorks for each 
individual subproject was, in addition to two overall project managers, established. 

The developer team consists largely of highly educated and motivated, young staff 
and only the project managers have experience with ISD using an agile method, but 
none of them had ever participated in such a large project. 

When this study was performed phase one had been successfully closed and after a 
break of over a year due to internal politics at WaterWorks phase two had been going on 
for 4 months. Responding to an inquiry call during our analysis the AgDev project 
manager stated that the project ended 10 months later on time and budget with all parts 
of OMS being operational. Despite some challenges (see section 4) from beginning to 
end the project was considered a success by all stakeholder groups involved. 

The ASD method to be used had been clearly communicated to WaterWorks, 
which had been the main reason why AgDev won the tender. The project champion, 
an influential member of staff, who did not directly participate in the project team, but 
who was involved in most of the important decisions remembered: “They presented a 
method, they explain it, and could convince us to get soon user feedback and a 
working solution.”  Thus it became WaterWorks’ first ASD project and the largest 
ASD project for AgDev at that point in time.  With this structural profile in mind, we 
will now analyse the project in more detail. 

4   Analysis and Discussion 

The eight values are not just related to each others in pairs, but are highly interrelated. 
Processes and tools f. ex. beyond individuals and interactions, are also related to 
working software, customer collaboration, and responding to change; and individuals 
and interactions are also related to comprehensive documentation, contract negotiations 
and following a plan. Due to the space limitations we will in the following stick to the 
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pairing of values as put forward by the promoters of the agile manifesto to structure the 
presentation of our analysis and discussion and we will only use selected aspects of each 
value to demonstrate the usefulness of the ‘edge of chaos’ framework. 

4.1   Individuals and Interaction over Processes and Tools 

xP provides quite a number of processes and tools such as short releases and iterations, 
planning games, user stories, story cards, onsite users, pair programming, collective 
ownership, and stand-up meetings to structure ASD.  In the OMS project pair 
programming is a prominent process to support the interaction of the individuals of the 
development teams by working in shifting pairs of developers in front of a screen while 
implementing the requirements written down as user stories on story cards as executable 
code. Two sub-processes or mechanisms here are important: 1) to regularly shift a 
partner and 2) to regularly shift possession of the keyboard within a team. 

In the project the developers find it difficult to find the appropriate synchronization 
points at which to change a partner in the teams of 4 developers.  No common 
practice exists. However they do not follow an overly bureaucratic rule such as 
shifting partner every morning regardless of the status of a story card. To avoid both 
too much red tape and too much chaos some developers prefer to stay with a partner 
until a card is closed. “… changing a partner was always a problem, it still is as 
changing in the middle of a card seems foolish to me and I don’t really like doing it 
…” says one developer.  

This of course can lead to limited interaction, spread of knowledge and dead ends. 
Thus, although some uncertainty regarding the mandate exists, a subproject leader 
might intervene if a pair has worked together for too long, say 3 days. In doing so, a 
balance, ‘just enough structure’ is created between shifting too often and not shifting 
at all. 

The developers started out with a practice which did not really support the 
objectives of interaction, namely that one developer exclusively held the keyboard 
and programmed, while the other watched and sometimes commented. To avoid such 
situations a process was introduced where using a stopwatch after 20 minutes the 
keyboard had to switch. This was however abandoned as too bureaucratic and not 
fruitful in a creative work environment.  The teams found their own rhythm. “We 
don’t do that anymore. It didn’t function. Well, now it also functions without any 
explicit rule.” was how one developer commented the emerged practice. 

This has also been the case with stand-up meetings. They are performed by all 
teams together everyday before lunch with the purpose to keep everyone up to date 
with the current status of the project and to exchange useful information. These 
sessions originally were quite detailed and long, but they have been refined and were 
then acknowledged as very helpful. One AgDev subproject manager describes: “In 
the beginning we did this all together, but we found out that it can become too much, 
as some are doing something that is not of interest for other teams. But it is good to 
know what others do. It does not have to be in detail. And that is what the teams do 
now, all teams, but we keep it short.” 

Other intensive interaction takes place in the beginning of each iteration, where all 
story cards are jointly discussed. Despite the fact that these mechanisms can not 
totally provide the intended collective ownership as the project leader regrets and 
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explains with the size of the teams, they apparently provide enough structure for the 
project to be successful: they keep the project teams informed and decrease the need 
for documentation, a topic which will be discussed in the next subsection. 

4.2   Working Software over Comprehensive Documentation 

In the OMS project working software is the measure of progress. Each iteration 
produces operational software, but also minor advancements are demonstrated to the 
customers. The WaterWorks project manager stated: “… I have never experienced a 
project that could generate output so fast.” and continues “The major benefit is that 
we do not work so abstract, but rather focus on the real thing.”  One of his subproject 
managers adds to this “ … this way we have seen that we are on the right way, as we 
can use 95% of what has been developed this way, and just the last 5% we have to do 
something with again … ”.  This is confirmed by one developer by saying “Yes that 
functioned well, we made all 3 weeks a short presentation of the running software.” 
and another one extended this: “ …we got very quick feedback when we showed what 
we had done.” Thus, the short feedback cycles provide the necessary structure for the 
development of the working software. On the other hand, structure is also provided 
through documents.  

Quite a number of different documents exist, but they are all comparably short and 
concise. From a customer perspective these are related as follows: “Well, we have the 
overall realization concept as the basis for the contract and as a refinement hereof 
the requirements lists. These lists govern what should be the outcome of an iteration. 
For me this is the basis for my acceptance test: has been achieved what is on the list? 
And on the level below there are the story cards, these, so to speak, represent the 
detailed specifications and plans for the developers’ process.” The developers share 
this perception and confirm that the documents, both in length and in number, are 
adequate. One of them says: “Absolutely sufficient” and is acceded by a colleague: “I 
flipped through the realization document in the beginning and never touched it 
afterwards … the requirements change anyway every 2. week.”  

The developers, however, also admit that they need and produce further internal 
documents, fragments of functional and technical specifications, in the form of an 
open Wikipedia and that there is a necessity to interact with the customers as part of 
their collaboration to clarify the contents of story cards. Together with these measures 
the utilized documents afford the balance between too little and too much structure. 

4.3   Customer Collaboration over Contract Negotiation 

Customer collaboration in the OMS project comes in different ways. It takes the form 
of onsite customers and users, as well as telephone contact and email correspondence, 
especially to clarify requirements as specified on story cards. The planning games, the 
presentations of working software and the acceptance tests are as well crucial 
elements, which structure the collaboration.  

The planning games are partly based on the overall realization concept, a document 
which was produced by the customer as a basis for the contract. Another foundation 
of the planning game are the requirements lists. These are largely produced by 
AgDev, both their project leader and some of the subproject leaders, who also work as 
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contact persons for their counterparts at WaterWorks and as developers. They develop 
these documents with input from the onsite customers. The story cards are solemnly 
produced by the developers in team work sessions, where they also estimate them. 
The developers and the customers then together prioritise these cards.  

This can be considered a quite limited form of customer collaboration, however, as 
one subproject leader expressed it, there can be a number of reasons for this: “Here 
we have users, who have to take their working gloves off before they go to the 
keyboard … in contrast to projects I’ve been involved in before, where the customers 
were wearing ties, here the subproject leaders are partly folks, who have done 
something quite different before, they have a different education and that becomes 
apparent with regard to their abstraction capabilities and their abilities to write down 
some texts.” However, this form of customer collaboration apparently provides some 
of the necessary structure to cope with the complexities of a comparatively large ASD 
project, which was performed by quite a number of inexperienced staff, while leaving 
room for less structured collaboration as well. 

That is to say, when implementing the story cards, it became obvious that some 
additional collaboration was needed. One subproject manager estimates that user 
contact is necessary for nearly every story card. He puts forward that maybe 60% of a 
card’s contents is clear. When no user is onsite available the communication process 
is as follows: “Certain users want to be contacted by phone to be reached straight 
away, while others prefer to get their requests via email, but answer timely.”  

The overall collaborative spirit of the project showing that the limited customer 
collaboration was not replaced by formal contracts and negotiations is also expressed by 
the project champion, who after having been involved in the original contract 
negotiations states: “ … we decided not to be tough on change requests and back-up 
formalities, but  rather to work constructively with them to make progress. And my good 
feelings have been confirmed.”  The AgDev project leader confirms this and describes 
the context of requirement changes: “The customer is quite relaxed.  In such situations 
they look where they can cut expenses planned for other requirements or we discuss if 
we can make the implementation simpler to meet the budget planned.” 

The balance between stability and instability is brought about by different kinds of 
customer collaboration and by acknowledging, but not privileging the important role  
of contract negotiations, which also extends to the handling of change requests, which 
brings us to the last 2 values. 

4.4   Responding to Change over Following a Plan 

As described above, in the OMS project change, especially change of requirements is 
an accepted fact of life. Many change requests are detected through the scheduled 
acceptance test sessions for an iteration with a customer representative onsite and are 
then dealt with in the next iteration. The customer representatives also regularly 
perform ‘road shows’ in the user departments to collect feedback and ideas and 
proposals for improvements. 

But change requests are also brought forward by the users on a shorter time scale. 
There are weekly and bi-weekly feedback loops built into an iteration. The AgDev 
project manager explains: “And then after a week the customer rep is back and wants 
to see what happened during the week and he gets the first feedback and this then 
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continues … .” They have the following consequence: “ … often we show the 
customer rep something once a week and then he’s going ‘well, I thought this would 
be different’ … thus there are always small changes … “ as one developer puts it.  

These frequent feedback loops also have the effect that minor misunderstandings are 
caught and dealt with as changes early before they can grow into something larger, as 
the same developer explains “Until now it has not happened that everything was totally 
wrong; there are of course some refinements or a bug is found or something similar. 
There is always something.” The feedback is taken seriously and immediately 
responded to with action: “Through the feedback we got, we could react directly … .“ 
as it is described by one developer.  

The different feedback mechanisms provide some structure to handle the changes, 
but plans and planning although not impeding more spontaneous actions are playing an 
important role as well. Even the weekly sessions are to some extent planned, as are of 
course the acceptance tests. As one WaterWorks subproject leader relating to the size 
and complexity of the project says “Planning is essential in such kind of projects.”  

Therefore, the project also has an overall long term plan covering an 14 months 
period anticipating 3-6 releases depending on the subprojects. A more fine-grained plan 
is developed for the individual iterations, which make up a release detailed to single 
weeks. The planning game and the story cards then offer the devices to perform 
planning on the most detailed level for very short periods of time. The frequent planning 
sessions embedded in a ‘larger’ and coarser plan together with the different means to 
handle change provide just enough structure for the project to move forwards.  

5   Conclusions 

We have applied Wang & Vidgen’s [3] framework to give a detailed description and 
analysis of how the edge of chaos provides just enough structure to perform a successful 
ASD project in practice. The framework takes both the preferred, and the less preferred 
values of the founders of the agile development movement into account. It shows that 
they are not opposites, but fundamental and interconnected elements, which, when 
balanced appropriately, present the ground for successful ISD endeavors.  This balance 
will be different for different projects and more such studies are needed to identify 
common patterns, if there are any, beyond what has been found in this research. 

Our study also shows how the 4 pairs of values are interrelated and how an analysis of 
these relationships provides a richer picture of practice as a prerequisite for understanding 
it and for building a sustainable theory of ASD and ISD. 
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Abstract. The combination of agile methods and global software development 
via virtual teams represents an emerging approach to addressing the challenges 
typically associated with software development projects. The prevailing view-
point has been that agile methods are not applicable in global settings. How-
ever, some current research is challenging this assertion. Therefore, we pose the 
following research question: How can agile teams be successfully configured in 
globally distributed environments? Drawing upon configurational theory, work 
group design research, virtualness concepts, and the software agility literature, 
the purpose of this paper is to construct a preliminary conceptual model for ex-
ploring three proposed dimensions necessary for successful configuration of 
global agile teams: structure, agility, and virtualness. This paper contributes to 
the information systems field by providing a starting point towards theory 
building in the area of globally distributed agile teams and by suggesting three 
dimensions for measuring and characterizing global agile team configuration. 

Keywords: Global agile teams, agile methods, global software development, 
conceptual model. 

1   Introduction 

A long-standing challenge in software development has been the completion of pro-
jects on-time, within budget, and suited to the requirements of users. Agile methods, 
which represent an emerging set of software development methodologies based on the 
concepts of adaptability and flexibility, are currently touted as a way to alleviate these 
reoccurring problems and pave the way for the future of development [3]. 

However, the increasing movement toward global software development and the 
formation of virtual teams poses a potential dilemma for organizations who have 
adopted agile methods. A fundamental principle underlying agile methods stresses the 
necessity for colocated teams in order to facilitate daily, face-to-face interaction be-
tween stakeholders [23]. Within the context of global software development, virtual 
teams must rely to varying degrees on technology-mediated communications and in 
some cases team members never meet in person [25]. This raises the question of 
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whether it is possible to successfully adopt agile methods for use in global software 
development projects. A growing stream of research suggests that, although it is 
sometime difficult and takes great care, it is possible [36], [51], [55]. The key is to 
modify the agile method to fit the global setting. The concept of tailoring agile prac-
tices to fit the development context has been suggested by others as well [21]. 

Team configuration in global settings is a complex phenomenon. While it is true 
that globally distributed teams encounter many of the same challenges as colocated 
teams, these are often exacerbated by physical distance [37]. Thus, the actual configu-
ration of agile teams in globally distributed environments appears to be a significant 
area of research that has currently received little attention. Drawing upon configura-
tional theory, work group design research, team virtualness concepts, and the software 
agility literature, we propose that it is possible to successfully configure a global agile 
development team, but that there are a number of issues that must be well thought-out. 
The purpose of this paper is to construct a preliminary conceptual model for exploring 
the dimensions involved in the successful configuration of global agile teams. Our 
contribution is to highlight key aspects of a global agile team when building a team for 
this environment.  This is important not only to help academics understand the rela-
tionship among the dimensions of a global software development team, but also to 
assist managers in their efforts when constructing these teams. The proposed theoreti-
cal model is the first phase of a multi-phase research program that will investigate agile 
software development teams operating in a global distributed environment. 

2   Literature Review 

This paper reviews multiple streams of literature including agile software develop-
ment methods, global software development, virtual teams, agile methods in distrib-
uted environments, and work group and team design research in its efforts to explore 
the configuration of global agile teams 

2.1   Agile Software Development Methods 

With the volatile nature of business environments, rapidly changing requirements, 
emerging technologies, and the traditionally high rates of project failure, the devel-
opment of software in a timely and cost-effective manner which meet the needs of an 
organization continues to be a significant concern [5], [19]. One of the current pro-
posed solutions to this challenge has been the creation of agile software development 
methods. Highsmith and Cockburn [30] contend that agile methods “view change 
from a perspective that mirror today’s turbulent business and technology environ-
ment” (p. 120). The term agile methods grew out of a meeting of scholars and practi-
tioners in 2001 who were interested in establishing common ground among various 
development methodologies originating from the 1990s. Initially, agile methods were 
called "light-weight methods," to describe ways of producing software in a lighter, 
quicker, more people-centered way. However, the Alliance member decided on the 
term “agile” rather than “light-weight” because the later might be interpreted as insig-
nificant or trivial. The outcome of this meeting was a statement entitled the “Mani-
festo for Agile Software Development” which summarized the core values as well as 
established a set of twelve guiding principles [23]. 
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Agile methods represent a group of methods built upon the concepts of flexibility 
and adaptability rather than a single approach to development [3]. Extreme Program-
ming (XP), Scrum, Feature-Driven Development and Adaptive Software Develop-
ment are examples of current agile methodologies. Although numerous agile methods 
exist, working code and effective people lie at the heart of all of them. The comple-
tion of projects on time and within budget requires creativity, team work, customer 
participation, and continuous feedback, all of which are stressed by agile methods 
[30]. To support the claims of its proponents, recent empirical studies have suggested 
that agile methods can improve the software development process [1], [2]. 

2.2   Global Software Development 

With the rise in the globalization of business and the advancement of information and 
communication technologies, organizations are increasingly adopting global software 
development as a strategy to meet the traditional budgetary and time constraints of 
software projects. According to Damian and Moitra [16], it is “becoming the norm in 
the software industry” (p. 17). Carmel [13] defined global software development as 
teams working together to accomplish project goals from different geographic loca-
tions. Many factors are identified which are contributing to this movement. These 
factors include: a large, talented global resource pool, proximity to the market, quick 
formation of virtual teams, “round the clock” development, cost advantages, and the 
need for flexibility [14], [16]. The result is that, “software development is increas-
ingly a multisite, multicultural, globally distributed undertaking” [29, p. 17]. 

In spite of its potential benefits, as development work becomes increasingly more 
virtual and distributed the challenges of working effectively in this environment will 
continue to increase as well. Multiple challenges exist including strategic, cultural, 
communication, knowledge management, project and process management, geo-
graphic, and technical [8], [29]. 

2.3   Virtual Teams 

Related to the implementation of global software development is the formation of 
virtual teams. Almost a decade ago, Townsend, DeMarie, and Hendrickson [54] wrote 
of the development of a new workplace that would be “unrestrained by geography, 
time, and organizational boundaries”; it would be “a virtual workplace, where produc-
tivity, flexibility, and collaboration will reach unprecedented new levels” (p. 17). This 
new virtual workplace would be facilitated by the formation of virtual teams, those 
“groups of geographically and/or organizationally dispersed coworkers that are as-
sembled using a combination of telecommunications and information technologies to 
accomplish an organizational task” (p. 18). With the advancement of these informa-
tion and communication technologies, significant progress has been made in the utili-
zation of virtual teams. However, the use of collaborative tools that enable virtual 
teams is not without problems.  Too often, these technologies are viewed as a “cure 
all” and inadequate attention is paid to the processes that support the use of these 
tools.  

The rise of virtual teams parallels the reasons behind interest in global software 
development: ever increasing flat or horizontal organizational structures; the need for 
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inter-organizational cooperation and competition; changing expectations of organiza-
tional participation by workers; a shift from production to service/knowledge work 
environments; and increasing globalization [54]. Virtual teams share many of the 
challenges associated with global software development such as logistics, culture, 
technology, and communication [17], [34]. 

It is important, therefore, to specifically identify the multiple constraints and  
factors experienced by both agile and more traditional teams. First, logistical issues 
related to the scheduling of meetings, the arrangement of possible travel, taking  
advantage of a 24-hour workday, and the act of handing off work from one team 
member to another [29], [35], [50]. Second, cultural issues involving challenges in 
communication and coordination, language, holiday schedules, and attitudes toward 
work in general [35], [41]. Third, communication issues not necessarily related to 
cultural settings. Interestingly enough, two studies found that virtual teams actually 
communicated more often than colocated teams [20], [24]. Other factors such as rela-
tionship building, coordination, trust, and cohesion are all predicated on effective 
communication between team members (e.g., [32], [33], [39], [40]). Finally, technical 
issues must be accounted for. As noted by Townsend et al. [54], “the real challenge of 
virtual team effectiveness is learning how to work with these new technologies”  
(p. 22). 

Although global software development and virtual teams constitute two distinct ar-
eas of research, the two are becoming more and more intertwined. With the move 
toward global software development by many organizations, the pairing of virtual 
teams and globally distributed projects is becoming more common [7], [15], [50]. 
Virtual teams enable greater organizational flexibility and the ability to respond 
quickly to changing global business environments.  

2.4   The Use of Agile Methods in Globally Distributed Environments 

In line with this move toward global software development and the use of virtual 
teams in order to facilitate greater flexibility and adaptability there appears to be a 
growing interest in the issue of whether distributed software development as a whole 
can be agile [4], [48] and whether or not specific practices such as pairing program-
ming can be effective among globally distributed teams [22]. The debate regarding 
the combination of agile and distributed development approaches centers on the sig-
nificant difference in their key tenets. According to Ramesh et al. [48], agile methods 
tend to follow more informal processes, while distributed development relies heavily 
on formal mechanisms. Consequently, the prevailing viewpoint has been that agile 
methods cannot be applied in global software development projects [31]. 

A further reason contributing to this view is that proponents of agile methods insist 
that agile practices must be used in their entirety in order to be effective [21]. One of 
the overriding practices is the use of colocated teams and the argument that the “most 
efficient and effective method of conveying information to and within a development 
team is face-to-face conversation” [23]. Obviously, this poses an immediate problem 
to the application of agile methods in globally distributed environments. However, as 
mentioned above there is some research that is challenging this assertion (e.g., [36], 
[38], [51], [55]). 
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3   Conceptual Model 

Meyer, Tsui, and Hinings [42] defined a configuration to “denote any multidimen-
sional constellation of conceptually distinct characteristics that commonly occur  
together” (p. 1175). Simply put, configurations are patterns or characteristics that 
describe an entity. Although much work on configurations has been conducted at the 
organizational level [43], [44], [45], much less has been done at the group level. 
Teams in particular are representative of group level configurations. Therefore, we 
pose the following research question: How can agile teams be successfully configured 
in globally distributed environments? To address this question we construct a concep-
tual model consisting of three dimensions drawn from the extant literature: team 
structure, virtualness, and agility (see Figure 1.).  

Challenges

Project
Management

Strategic

CommunicationCultural

Knowledge
Management

Geographic Technical

 

Fig. 1. Conceptual Model of Global Agile Teams (Adapted from [52]) 

3.1   Team Structure 

Meyer et al. [42] suggested that work group design represents a possible group level 
configurational approach [26], [27], [28]. In work group design research, the structural 
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elements play an important role in the effectiveness of the team.  Hackman [26] stated, 
“it is a fantasy – a tempting and pervasive one, but a fantasy nonetheless – that it is 
possible to have great teams without the bother of creating enabling team structures” 
(p. 13). Although work group design research addresses teams in general, “the struc-
tural conditions that foster effectiveness of face-to-face teams are just as critical for 
virtual teams – but with one caveat: it is much harder to create those conditions in 
virtual teams” [26, p. 131]. Unfortunately, the design of the structural characteristics of 
virtual teams often appears as if it were only an afterthought [46]. As a dimension of 
the proposed conceptual model, team structure includes the sub-dimensions of task 
design, core norms of conduct, team composition, and team processes. In sum, Powell 
et al. [46] stated, “we believe that investigation of team structure in the virtual envi-
ronment holds significant promise for research and practice because it represents per-
haps the most controllable and influential aspect of virtual team design” (p. 16). 

3.1.1   Task Design 
Task design deals with the construction of the work itself. Team structure is dependent 
on the work performed [47]. According to Powell et al. [46], significant attention has 
been paid to the design of virtual team interaction, but much less attention has been 
given to the design of the work unit itself. The overall goal of a well constructed design 
is to facilitate collective internal work motivation. In order to reach this goal, task de-
sign seeks to provide the team with a meaningful challenge, to allow the team to prac-
tice significant autonomy, and to offer the team regular performance feedback [26]. 

According to Hackman [26], “the ability to create work that is challenging, com-
plete, and significant – and therefore meaningful to those who carry it out – is one of 
the major advantages of designing work for teams” (p. 99). This is important due to 
the fact that the division of work across geographically distributed sites represents a 
strategic challenge of global software development through the use of virtual teams 
[29]. In distributed work, an element of task design is to carefully divide work in such 
a way that team members perceive that they are working together on a significant part 
of the whole project, rather than an on isolated parts. A second aspect for fostering 
collective internal motivation is to provide “team members a large measure of auton-
omy to decide how they will use their human and material resources in carrying out 
the work” [26, p. 100]. Ideally, in global software development, the members at each 
distributed site would to a large degree work independently while maintaining regular 
communication to keep the entire project in focus [29]. It is crucial for those individu-
als chosen for the team to be both independent and self-directing, but at the same time 
able work interdependently [54].   

Third, collective internal motivation is increased by regular performance feedback. 
As noted by Hackman [26] a team cannot evaluate and learn unless it has data about 
how it is doing. Subsequently, without learning, there is no improvement. One of the 
issues regarding performance feedback in globally distributed teams is their ad hoc 
nature. Because virtual teams are often formed for short-term projects, they may be 
disbanded before the feedback loop can be completed. Managers and project leaders 
should be conscious of providing the needed feedback while the team is in existence. 

Task design attempts in some way to address the issues of communication and col-
laboration in distributed work. However, it is often difficult to assess whether or not 



 A Preliminary Conceptual Model for Exploring Global Agile Teams 153 

team members are truly collaborating in a meaningful way or simply employing a 
divide-and-conquer strategy where work is done in isolation and then pieced back 
together. From the perspective of the authors, the overall understanding of distributed 
work needs further examination and at the moment may not be sufficient to what is 
and what is not sufficient in this type of environment, especially when it is global in 
nature. 

3.1.2   Core Norms 
Core norms of conduct indicate the acceptable and unacceptable behaviors of the 
team [26]. An important element of virtual team design is the establishment of a 
shared set of norms which direct the individual and corporate behavior of members 
[49], [54]. During the formation of the team there may be much ambiguity about 
member roles, overall goals, and the rules which will govern the actions of the team. 
As such, the team leader or project manager will be called upon to begin the process 
of defining these areas. It is important that each team member positively internalizes 
this set of rules and in essence "buys-in" to their use [49]. Hackman [26] suggested 
that not all norms are equal and that primary and secondary norms should be estab-
lished. 

Primary norms are fundamental and outward looking. As such, primary norms call 
for the team members to “take an active, rather than reactive, stance toward the envi-
ronment in which the team operates, continuously scanning the environment and 
inventing or adjusting their strategies accordingly” [26, p. 106]. Primary norms 
should establish those things that must “always” be done and those things that must 
“never” be done within the team. It is important that these two core norms be deliber-
ately created as a part of the team’s structure.  

Secondary norms constitute additional norms that address those behaviors which 
the members deem as important enough to regulate. These norms may address such 
issues such as punctuality, participation, communication, and conflict management 
[26]. In global settings, the establishment of secondary norms may help alleviate 
conflicts caused by cultural diversity, language barriers, and communication differ-
ences. In addition common goals and strategies should be established [34], [53]. 

3.1.3   Team Composition 
Team composition addresses the elements of size, mix, interpersonal skills, and task-
related knowledge and skill. Because task-related knowledge and skill is extremely 
important most organizations do not err when considering this element. However, it is 
common for organizations to make mistakes in regard to the others [26]. 

Hackman [26] advocated having as few team members as possible to accomplish 
the task, in fact, “a team may function better when it has slightly fewer members than 
the task actually requires” (p. 118). Hackman cited evidence that while initial produc-
tivity does actually increase as size increases, it eventually levels off, and actually 
begins to decrease for very large groups. Determining the size of the team, therefore, 
is dependent on the complexity of the task. Powell et al. [46] stated that to their 
knowledge no specific study to date has been conducted that explicitly examined 
virtual team size as a variable during the team design phase. 

According to Hackman [26], “a well-composed team strikes a balance between 
having members who are too similar to one another on the one hand and too different 
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on the other” (p. 122). Hackman further cited evidence that there is little proof that 
homogenous teams outperform heterogeneous teams. In globally distributed teams it 
is reasonable to expect decreased similarity between team members. This is one rea-
son why cultural and communication issues pose such a challenge. It is important for 
managers to carefully examine the characteristics of successful virtual teams to in-
form their decision when choosing virtual team members. Currently, little research 
has been conducted to examine the personality types which are more amenable to 
working in virtual teams. However, one study did examine the personality characteris-
tics of agile software development teams specifically. Balijepally, Mahaptra, and 
Nerur [6] cited several personality issues important to the composition of agile teams 
such as the ability to work together in creative teams, a willingness to become a gen-
eralist rather than a specialist, and a bent toward collaboration and shared ownership. 
Basing their study on the Five-Factor Model of Personality, the authors emphasized 
that the personality traits of emotional stability, extraversion, agreeableness, conscien-
tiousness, and openness to experience are helpful measures to explore when assigning 
team members to an agile project. Further research in this area may also provide fur-
ther insight when configuring global agile teams. 

Ideally, teams should be composed of members who meet a predefined standard 
for interpersonal skills, “some people just are not cut out to be team players” [26,  
p. 125]. Similarly, Suchan and Hayzak [53] argued that virtual team members must 
possess excellent interpersonal and conflict management skills. The importance of 
addressing interpersonal skills within the context of team structure cannot be over-
stated. Hackman [26] contends that in an appropriately structured team the number of 
interpersonal conflicts will be less than in a team for which the task, norms, and com-
position were given little or no thought. 

3.1.4   Team Processes 
In regard specifically to global virtual team structure, Prasad and Akhilesh [47] also 
suggested that team processes are an important structural element and consist of sev-
eral considerations. The first deals with the mechanism for making decisions. This 
authority to make decisions might be centralized or decentralized. It may be more 
formal in which decisions lie with the manager or project leader. Or it may less formal 
in that the team members are given more control over the decisions that must be made. 
The decision-making process dovetails with task design and the autonomy of the team. 
The second process addresses the degree of information sharing between the members 
of the team and their participation in the long-range planning of projects. The third 
process deals with the modes of control and communication and coordination. 

As mentioned previously all three of these represent a challenge for globally dis-
tributed teams. Interestingly enough, Holmstrom et al., [31], found that agile practices 
appear to actually help reduce the problems of communication, coordination and 
control caused by the temporal, geographic, and sociocultural distance engendered in 
global software development projects. The mode of dealing with these three issues 
may be very systemized, based upon a strict set of procedures and standards on one 
extreme or left to the actual team to develop their own mode of achieving the overall 
goal and dealing with behaviors and interactions of the team members. Or, the mode 
may be somewhere in between, where guidelines as opposed to stringent rules or little 
direction. Finally, the last process involves the degree of commonality in work  
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process and technology infrastructure. This is an important process due to the poten-
tial problems caused by strategic issues such as division of work, time zone differ-
ences, and technological inconsistencies between distributed sites. 

3.2   Team Agility 

The second dimension of the conceptual model represents team agility which may be 
defined as how closely the team aligns with the general values and principles of agile 
methods as well as with practices of a specific method. The values and principles are 
drawn from the Agile Manifesto [23]. 

The Agile Manifesto ascribes the following values to agile methods: individuals 
and interactions, working software, customer collaboration, and responding to change. 
Plan-driven teams, on the other hand, emphasize processes and tools, comprehensive 
documentation, contract negotiation, and following a plan [23]. Additionally, twelve 
specific principles have been established to guide agile development. These principles 
emphasize the need for early and continuous delivery of software, openness to chang-
ing requirements, delivering working software on a frequent basis, strong interaction 
between stakeholders, supporting and motivating team members, promoting sustain-
able development, fostering technical excellence, and regular feedback. The practices 
are related to the specific agile methods being employed. For example, Extreme Pro-
gramming (XP) is built around twelve specific practices. Proponents of agile methods 
have consistently argued that in order for agile methods to be successful and bring the 
best benefits, they must be implemented as a whole [9]. 

However, some research suggests that agile methods can be tailored and that spe-
cific values and practices can be chosen and used with benefit (e.g., [21], [36], [38], 
[51], [55]). This tailoring may allow for teams to adhere to fewer values, principles, 
and practices and still maintain a high level of agility. 

3.3   Team Virtualness 

The third dimension of the conceptual model is premised on the concepts of team 
“virtualness”. According to Bell and Kozlowski [10] in the same way that traditional, 
colocated teams are distinct from virtual, distributed teams, not all virtual teams are 
exactly the same either. Virtual teams can be placed on a continuum where one ex-
treme represents the “ideal” type while the opposite extreme represents a type of vir-
tual team that closely resembles a traditional team. The “ideal” type can be defined as 
follows: “it is distributed across time, spans numerous functional, organizational, and 
cultural boundaries; it is short lived; and is composed of members who each possess 
multiple roles in different virtual teams” as opposed to the more “traditional” type 
which is “temporally entrained, has less permeable boundaries, has a continuous life-
cycle, and is composed of members who have singular roles” [10, p. 28-29]. This 
typology serves to characterize teams as more or less virtual based on the combination 
of the characteristics which includes temporal distribution, boundary spanning, lifecy-
cle, and member roles. 

Temporal distribution denotes that a virtual team is distributed across time [10]. 
Virtual team members may be colocated in time, separated by only a few hours, or 
separated by many hours. Members may also be temporally synchronized, e.g., lo-
cated in different time zones, but are still working off of the same time reference. 
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Boundary spanning indicates that virtual teams not only cross the boundaries of space 
and time, but also functional, organizational, and cultural boundaries as well. Bound-
ary spanning allows virtual teams to exhibit the characteristics of adaptability, flexi-
bility, and responsiveness that are desired by many organizations. Due to their ad hoc, 
flexible nature, virtual teams can be formed quickly, but may only be in existence for 
a short period of time depending upon the project to which they are assigned. As such, 
virtual teams do not follow the traditional life cycle that occurs in traditional teams. 
Additionally, depending on the nature of the task, different virtual teams may go 
through different life cycle stages than other virtual teams. Lastly, virtual teams pro-
vide for the selection of members from a substantial pool of workers with a diverse 
set of skills. Ideally members participate in multiple roles within multiple teams [10].  

Based upon these characteristics, the basic argument is that “virtual teams need to 
adopt different characteristics to successfully operate within the constraints that are 
imposed by the complexity of their collective task” [10, p. 16]. All of these character-
istics are directly affected by the team task, which is one of the reasons it is so impor-
tant to carefully consider its design [26]. With the move toward global software  
development, the formation of agile development teams within a globally distributed 
environment calls for an alternative and more agile configuration. Although the as-
sumption could be made that as agility increases, virtualness decreases, the constant 
advancements being made in the area of information and communication technologies 
may allow for globally distributed agile teams to possess a greater degree of both 
agility and virtualness. 

3.4   Challenges 

Based upon a review of the literature, many of the challenges associated with the 
individual use of agile methods, global software development, and virtual teams over-
lap and represent possible hindrances to the successful configuration of globally dis-
tributed agile teams. For this reason, the following common or overlapping challenges 
have been included in the conceptual model to indicate the potential impact they may 
have on successfully configuring globally distributed agile teams. Strategic challenges 
may involve deciding how to divide work across distributed sites as well as dealing 
with the overall resistance to implementing globally distributed agile teams. The 
schedule of work, meeting times, and deadlines as well as the cost of travel between 
sites must also be taken into consideration. Because team members are dispersed 
across the globe, many cultural challenges exist including differences in language, 
attitudes toward work structure, values, conflict management, and competencies. 
Related to culture are the communication issues both formal and informal, develop-
ment of mutual knowledge and understanding and the building of relationships, trust, 
and cohesion. A given in these teams are the geographic challenges related to dis-
tance, time zone differences, coordination and control and vendor support. Knowl-
edge management also poses a challenge as teams develop mechanisms for collecting 
and sharing knowledge across sites. Project management concerns such as the  
synchronization of work and techniques employed must be examined. Finally, the 
technical aspects revolving around network capability, software, compatibility, and 
information and communication technologies are of utmost significant for the success 
of the team (e.g., [8], [29], [35], [37]). 
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4   Research Methodology 

A case study as defined by Yin [56] represents “an empirical inquiry that investigates 
a contemporary phenomenon within its real-life context especially when the bounda-
ries between phenomenon and context are not clearly evident” (p. 13).  Thus, case 
study research would be an appropriate extension to further investigate this work. One 
of the most important aspects of building theory from case study research is that the 
research should begin “as close as possible to the ideal of no theory under considera-
tion and no hypotheses to test” [18, p. 536]. However, Eisenhardt [18] admitted that 
“it is impossible to achieve this ideal of a clean theoretical state”, thus suggesting that 
the “a priori specification of constructs can also help the initial design of theory-
building research (p. 536). 

Due to the complex nature of this topic, the need to examine the phenomenon 
within its natural setting, and the limited amount of research that has been conducted 
in this particular area, this study will adopt an embedded multiple-case research de-
sign utilizing both theoretical and literal replication logic and a pattern-matching 
analytic strategy [11], [12], [18], [56]. According to Eisenhardt [18] the overall goal 
of theoretical sampling in regard to literal replication logic is to “choose cases which 
are likely to replicate or extend emergent theory” [18, p. 537]. Conversely, theoretical 
replication logic is based on the rationale of selecting cases based on the expectation 
of contrasting results [56]. Thus, this study will attempt to identify similarities as well 
as differences between cases which may contribute to the successful configuration of 
global agile teams. Analysis of the data will serve to identify patterns or emerging 
themes based upon the three dimensions of the conceptual model as well as the possi-
bility of additional dimensions. 

The primary data collection method will consist of semi-structured interviews in-
volving members of globally distributed agile teams within two multinational organi-
zations with team members located in distributed sights and one U.S. organization 
utilizing an offshore contracting company. It is hoped that these three organizations 
will provide a rich set of data of differing configurations which can be examined. An 
interview protocol has been developed and 25 initial interviews have already been 
completed. Overall, it is estimated that two teams from each of the three organizations 
will participate representing approximately 50 team members. Additional data will be 
collected through various forms of documentation and archival records. Within-case 
and cross-analysis will be used to analyze and evaluate the data that is collected using 
MaxQDA, a qualitative data analysis software package. The major focus of the initial 
empirical research will be on the three major dimensions of the conceptual model: 
team structure, virtualness, and agility. Subsequent research will more thoroughly 
explore the challenges that impinge upon these dimensions. 

5   Conclusion 

Based upon the literature exploring agility and distribution and initial interviews con-
ducted with numerous members of global agile teams, it is the belief of the authors 
that agile methodologies can be successfully applied in global software development 
projects. If research on the configuration of global agile teams is not conducted,  
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researchers and practitioners alike will not have a clear understanding if there are 
truly significant differences between how agile teams and non-agile teams are de-
signed in globally distributed settings. As such, we believe that this paper contributes 
to the information systems field by providing a preliminary conceptual model based 
on extant literature for exploring the dimensions which may lead to the successful 
configuration of globally distributed agile teams. This conceptual model may serve as 
a starting point towards theory building in the area of globally distributed agile teams. 
This model makes a contribution in that it provides suggested dimensions for measur-
ing and characterizing global agile team configuration. As of this time no known 
research framework exists which incorporates the dimensions of team structure, agil-
ity, and virtualness. The utilization of globally distributed agile teams has the poten-
tial to significantly impact the field of software development. As such, our hope is 
that this framework will serve as a building block for further research in this impor-
tant area. 
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Abstract. Developing reliable software is a complex task which is becoming  
even more challenging as customers put overwhelming demands on software 
companies to produce high quality products in shorter time frames. Scrum is an 
agile, lightweight software development process that can be used to manage and 
control software projects using iterative, incremental practices. Scrum aims to 
increase productivity and improve quality in complex environments. Experts 
claim that this is a simple process whose aims are effortlessly achieved. The 
reality is that successful implementation is far from easy and requires significant 
training and plenty of practice. The case study presented in this paper investigates 
the use of Kotter’s Change Model to support the implementation of Scrum in a 
software company.   

1   Introduction 

Software development organisations can improve the quality of software products 
through the implementation of improved processes and development models.  For the 
implementation of such improvements to be successful, there is a requirement for 
individual employees – from software engineers to management - to embrace the 
change that is occurring in the organisation.  Companies implementing process 
change can benefit greatly from using a change management model.  However, 
published change management models and frameworks normally relate to 
organisational changes as opposed to process related changes.  This paper presents 
research carried out to investigate the use of an organisational change model while 
changing the company’s software development process. 

2   An Ever-Changing Software Development Industry 

The underlying notion presented in literature that “change is constant”, is particularly 
true in the software development sector [1].  To maintain a competitive advantage, 
software companies must continually deliver innovative products.  This is a complex 
task which becomes more challenging as customers put increasing demands on them 
to produce high quality products in shorter time frames.   
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While the R&D teams strive to continuously change and improve their products, 
they must also change their development processes and procedures.  This helps to 
ensure that effective and efficient techniques are being used to produce the highest 
quality products possible.  Without concrete processes and procedures the end product 
could be below the accepted quality level, delivered late or over budget. 

2.1   Agile Development 

The latest software process to gain recognition is agile development. Having introduced 
concepts such as Scrum, Test Driven Development (TDD) and Extreme Programming 
(XP), it is distinctly different to linear development.  Traditional models adopt a 
structured approach, where large teams follow a specific plan and adhere to stringent 
processes to produce a completed product at the end of a cycle. The agile approach 
thrives on the lack of stable requirements and uses small self-managed teams to 
frequently produce reliable software that meets customer requirements.   

When agile development first emerged the reported success of its use was 
instantaneous [2].  The key benefits reported included the faster delivery of higher 
quality products that better matched customer requirements due to their close 
involvement throughout the project.  Leszak et al. [3] have argued that the transition 
to agile methodologies was initiated as a way of achieving a positive return on 
investment in quality early in the development life cycle.   

However, not all reports of these agile development techniques described positive 
experiences [1].  Despite the fact that they are “simple” and “quick” [4], most are 
very difficult to get right and require extensive training, discipline and managerial 
support.  The ever increasing number of agile methods that are available also presents 
a problem: not every technique is suitable for every type of project.  This factor must 
be given serious consideration before a specific development methodology is chosen 
for a project. 

Although it can be argued that the traditional and agile approaches to developing 
software are founded on the same principles, Goldman et al., [5] maintain that when it 
comes to large, complex and uncertain projects, the flexibility of the agile approach is 
more employable.  More traditional approaches (e.g. waterfall [6], spiral [7]) are best 
applied to predictable projects that are safe and the likelihood of change is low.   

2.2   Scrum Model 

The Scrum process recognises that “these changes are unavoidable and must therefore 
be explicitly accommodated in the life cycle” [8].  To control continuous requirement 
changes, the Scrum model (Figure 1) uses a Product Backlog to maintain a log of all 
items and issues to be completed during a project.  The Product Owner, representing the 
stakeholder interest, maintains and prioritises the backlog.  

Teams work for fixed periods of time called Sprints (short iterations) which last from 
five to thirty working days.  The Sprint Backlog lists more manageable and visible tasks 
from the Product Backlog and makes the Sprint objectives clear from the outset, 
keeping the team focused and promoting teamwork. The Burndown Chart graphs the 
amount of work remaining in the Sprint, which gives management a dynamic view of 
progress and allows the team to respond quickly if daily commitments are not met.    
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Fig. 1. The Scrum Model [9] 

The team is driven by a Scrum Master, who chairs the Daily Scrum Meetings and 
removes impediments encountered by team members.  At the end of each Sprint, a high 
quality functional product is delivered on time to customers, who use this executable as a 
way of refining and re-prioritising the Product Backlog.  Consulting with customers early 
and often is the essence of Scrum. Allowing them to add, remove or modify requirements 
improves their confidence in the product as well as in the development team.  It also 
ensures the delivery of a product that exactly meets customer requirements.  Another 
advantage of Scrum is that if the team decides it is best to abandon a Sprint for valid 
technical or business reasons, the time wasted (maximum 30 working days) is minimal in 
comparison to the amount lost during waterfall model implementation. 

3   Implementing Organisational Change 

Successful growth for any company depends critically on their ability to rapidly 
improve their processes and extend their product base in response to market demands 
[10].  Management often fail to realise that when implementing change, if not handled 
correctly, even the simplest change can have a detrimental effect [11].  Introducing a 
change should be a formalised planned process, and, although some may be tempted 
to consider the process for managing change as an overhead, change management 
techniques have proved to be successful [10]. 

Each change management initiative is unique, and it is imperative that managers 
have a clear understanding of required changes. As the rate of change in organisations 
accelerates, the need for change management becomes increasingly important [12].  
Managing a change in an organisation means that there is a greater chance that it will 
be successfully implemented and as this realisation has become clearer to 
organisations more change management models have become available.   

Planning models, such as those defined by Kotter [13] and Lippit et al. [14] are based 
on the principle that changes that occur in organisations are planned changes. These 
models prescribe steps that should be executed sequentially to guarantee a successful 
change.  The 8 steps described by Kotter [15] are: 
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1. Establish a Sense of Urgency   2. Form a Powerful Guiding Coalition 
3. Create a Vision  4. Communicate the Vision 
5. Empower Others to Act on the Vision 6. Plan for & Create Short-Term Wins 
7. Consolidate Improvements and   8. Institutionalise new approaches. 
     Produce Still More Change 

4   Case Study at Rhythm Ltd. 

Focusing on the transition from traditional to agile development, this paper investigates 
the hypothesis that Kotter’s “Eight Steps to Transforming your Organisation” [15] is a 
suitable framework for such a change.  The change was implemented within a software 
development team at Rhythm (Ireland) Ltd., a subsidiary of Rhythm International, an 
American-based electronic design automation company who employ 5000 worldwide in 
63 subsidiaries. 

Until September 2005, the primary mission of the software development team was 
the maintenance and support of a product called RhythmDoc.  RhythmDoc projects 
were implemented using the waterfall development methodology [6].  The cumbersome 
nature of the process meant the team spent more time trying to keep documentation up 
to date than coding which resulted in projects being consistently late and over budget.   
This inevitably led to dissatisfaction among customers who were frustrated with the 
level of support they were receiving due to: low turnaround time of bugs, requirements 
creep and delayed time to market.  In September 2005, the parent company decided that 
the maintenance of RhythmDoc would cease.  Resources in Dublin would develop a 
superior replacement product called RhythmHelp.  Delivery of RhythmHelp was 
mandatory within 18 months, within budget and with a high level of quality.   

Subsequently, past project performance and results were scrutinised, highlighting that 
the waterfall development methodology no longer suited the Rhythm environment. It 
was decided that the Scrum process [9] was to be implemented while developing a 
production version of RhythmHelp by March 2007.   

5   Research Methodology 

This paper presents a pre-structured case study involving the observation and analysis of 
the software development team in Rhythm while implementing the Scrum process using 
Kotter’s change model, which was chosen by Rhythm management as a suitable change 
model prior to instigating this change within the organisation. While one of the researchers 
was an employee in the company, she was not part of the group that implemented  
the change. To collate data, a combination of participant observation, semi-structured 
interviews, workshops and questionnaires, and the collection and analysis of project data 
and statistics, were used.  Miles and Huberman [16] encourage the use of triangulation 
(application of a combination of different research methods) as a means of corroboration 
and validation of information.  It was important to involve a number of methods in order 
to ensure the elimination of any bias.  It also assisted in ensuring a correlation between the 
information gathered from the different sources.    
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6   Implementation of Kotter’s Change Model 

Step 1:  Establish a Sense of Urgency 
Prior to any planned change taking place, the need for the change must be communicated 
to everyone in the organisation.  Management should be completely behind the change 
and the development team must be motivated to realise the change.  There must be an 
evident pressure to change and employees must realise that the company cannot maintain 
the status quo [17].  Kotter suggests that the best way to do this is to create or identify a 
crisis which forces leaders to have a better handle on the problem.  The absence of such 
urgency is a reason why so many fail to succeed when implementing a change.   

The initial step taken at Rhythm was to investigate existing project artefacts.  
Through analysis of project data and customer satisfaction surveys, development groups 
recognised that projects were being delivered consistently late (by up to 400% in some 
cases [18]), and with poor quality.  The team were mired in documentation and unable 
to handle the relentless changes to requirements.  There was a lack of shared knowledge 
among the developers.  At this point, people had begun to realise the seriousness of the 
situation – failure to deliver could result in the company moving the development of this 
product to an alternative location.  A different development methodology was required, 
and Scrum was to be implemented. 

 
Step 2:  Form a Powerful Guiding Coalition 
Kotter describes the need to involve different members of the organisation in the change 
on a gradual basis and to form a project team.  This should begin with one or two 
individuals and as the project gains momentum and more resources are required the team 
grows to assist in the change implementation.  This approach works well in situations 
where organisations may wish to use pilot projects [19]. According to Small and Downey 
[20] it is imperative that there is adequate support from senior management and a 
dedicated change manager that will drive the team. Kotter recommends that characteristics 
of team members should include: power, position, leadership and credibility.   

The senior management team at Rhythm International were “delighted to see some 
positive and pro-active steps being taken to resolve a now critical issue”.  The 
development team leader was very enthusiastic.  He had the influence to encourage 
and reassure his team during the change process.  While senior management in Dublin 
agreed that “performance within the team” was “an obvious problem” they failed to 
understand why processes “that work perfectly well for the rest of the organisation 
could not be applied to the Dublin Team”.  Despite their reservations, they agreed to 
lend their support so that a united front could be presented – this was critical to the 
success of the project. 

 

Step 3: Create a Vision 
At this point, important decisions need to be made regarding the specifics of the change 
and how it should be enforced [21].  Success can happen if there is a clear strategy and 
implementation plan for implementing the change. A clear and concise vision, while 
also being realistic and attainable, should be defined. Otherwise, management run the 
risk of people getting disheartened and further adding to resistance to change.  Jones et 
al., [22] recommend that the vision should be created in three steps: 
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1. Confront reality and articulate the need for change 
2. Demonstrate faith that the company has a future and the leadership to get there 
3. Provide a road map to guide behaviour and decision making. 

 
At Rhythm, the vision for the change project was “To become successful in the 

application of agile development methods, particularly Scrum, and leverage these 
techniques to improve product quality, reduce the time to market, and increase 
customer satisfaction”.  An implementation plan was written which stated the 
objective of the change project, project scope and schedule, project completion 
criteria and measurements, potential risks and mitigating factors.   

 
Step 4: Communicate the Vision 
Kotter [13] suggests that communication of the vision should come from senior 
management, giving employees relevant timely information and soliciting their 
feedback.  Relevant input received from employees should be fed into the overall 
project plan [22].  They believe such communication is invaluable in guaranteeing 
leadership-team alignment.  Furthermore, change advocates such as Gremba and 
Myers [23] and Senior and Fleming [11] promote the creation of a work plan or 
schedule, as it is in keeping with project management techniques.  This can also 
provide valuable information regarding individual responsibility.  It can also detail 
how the change will affect different people.  It can educate people about the change 
which assists in reducing the level of resistance that can arise due to unfounded 
rumours and incorrect information [24]. 

Within Rhythm, a meeting which included a presentation and discussion about the 
change project and the proposed Scrum process was held to launch the new 
RhythmHelp project.  Senior managers from the United States were in attendance. 
The implementation plan, including the training plan, roll-out schedule, project risks 
and mitigating factors and project goals and measurements was also presented.  In 
general, the development team were positive: “I like the fact that there is more 
emphasis on taking responsibility for development work”. Due to attendance by 
senior management, the attitude of the Dublin management team became more 
positive.  Subsequently, the vision and strategy were distributed and internal meetings 
were held to ensure team members were clear about the new process.  At this point no 
team member had any formal experiences of any agile methodologies. 

 

Step 5:  Empower Others to Act on the Vision 
To ensure a successful change project, Kotter [13] argues that obstacles, such as 
organisational structure and narrow job categories, should be removed. Borjesson and 
Mathiassen [19] present the notion of setting up a process action team to implement 
the change.  Kotter [13] agrees with this approach but also believes that the team must 
have the authority to remove or eliminate obstacles as they arise, especially those that 
have the potential to cause a project failure. Borjesson and Mathiassen [19] also 
consider the concept of a pilot project to be useful in providing the basic concepts of 
the new process. It gives people the opportunity to experience new and challenging 
aspects of the process, raise questions about how it will work and iron out any 
confusion.  It can help convince management and others of the new process benefits.  
Problems encountered in the pilot project, such as training, can be resolved before the 
new process is officially rolled out. 
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At Rhythm the basic concepts of the Scrum process were implemented in a pilot 
project, which consisted of 10 requirements.  A Sprint Backlog was created, and time 
and responsibilities were assigned to each requirement.  Short daily Scrum meetings 
were held and the burndown was monitored.  The team embraced the opportunity to 
be self-organised and self-managed and although only the fundamentals of the Scrum 
principles were applied, the project was 100% successful (Figure 2, [18]).  Previously, 
the same team had taken up to 4 times longer to complete a project with a similar 
amount of requirements. 
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Fig. 2. Burndown Chart for Pilot Project  

 
Pilot team members reported that they preferred using the Scrum process and 

would like to implement it in future projects.  They also highlighted aspects of the 
process with which they were not familiar.  This resulted in Scrum Master training 
being organised for some team members and general Scrum training for the entire 
team.  Consequently, the team were equipped with the essential information and 
technical ability when the Rhythm Help project was officially launched.   

 
Step 6:  Plan for and Create Short-Term Wins 
Kotter argues that it takes time to successfully implement significant change and 
momentum can be lost without evidence of progress.  Therefore, change should take 
place in small steps, each having clear goals and objectives.  Completing goals 
communicates a clear message, keeping people motivated, maintaining a sense of 
urgency and ensures that change agents regularly assess progress and revise plans. 

Implementing Scrum means that short term wins for a software development 
project are inherent in the process.  As each 4 week Sprint has a clear goal and results 
in a demonstrable product it was easy to assess what was achieved in the Sprint, 
acknowledge how much has been accomplished in a particular phase, and realise what 
work remains to be completed.   

Measuring success is not something that Kotter [13] emphasises greatly at this 
stage but other advocates such as Mathiassen et al., [21] recommend the use of 
methods to monitor the improvements that have been made.  There are many benefits 
of having such measurement criteria in place.  Firstly, measurements can be used as a 
means of keeping those directly involved in the change project motivated.  Secondly, 
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positive results reassure management that the change project is evolving in the right 
direction.  Thirdly, the measurement results show a direct correlation between the 
effort being invested and the result being achieved.  This visible progression in the 
change project clearly results in further promoting the commitment to the change 
from staff and management alike. 

Within Rhythm, having clear goals, objectives, project completion criteria and 
process measurements explicitly stated in the implementation plan was advantageous.  
Measurements were gathered and documented at the end of each successive Sprint 
allowing comparison of results were comparable and recognition of progress and 
process improvement.  These included fault density, turnaround times of product 
change requests, task effort estimates and burndown rate. 

 
Step 7:  Consolidate Improvements and Produce More Change 
Given the length of a change management project it can often happen that the team 
celebrates victory prematurely [13].  Once the immediate crisis has been addressed 
there is a temptation to relax efforts which will have a negative impact on the project 
as well as the morale of those working on the change.  If this happens, it can be 
difficult, if not impossible, to motivate people to start again.  For this reason Senior 
and Fleming [11] argue that it is necessary to revisit the original plan on a regular 
basis and revise it in accordance with current situations and circumstances and Kotter 
suggests that management or change advocates be even more involved in the process 
to ensure that the changes are continued.   

At Rhythm, the Scrum process was consistently implemented and each Sprint 
introduced a new and improved element of the process. At the end of each Sprint a 
retrospective meeting was held and the team decided what elements of the process 
needed to be added, removed or tweaked to improve performance in the subsequent 
Sprint. The advantage of Scrum meant that the suggestions raised at the retrospective 
meeting were translated into tasks, added to the Backlog and assigned a deadline for 
completion during the following Sprint.  Consistently assigning time to process 
improvement in the Sprint Backlog avoided ‘premature victory’ pitfall.  

 
Step 8:  Institutionalise New Approaches 
The final state is what Kotter calls “anchoring new approaches in the culture”.  If the 
change has been implemented so that it is now part of the organisations culture then 
the change has been successful.  The required change must be reinforced on a regular 
basis and this can be done by building the change into career development plans and 
reward systems [11].  

This step is beyond the scope of this case study as; according to the ISO/IEC 
15504 Process Assessment Model [25] the process has not yet reached the level of 
maturity to be considered part of the culture at Rhythm. However, using Sprints is 
now an accepted and expected approach among the Dublin team members.  
Colleagues across the world are now requesting help and advice as they implement 
similar processes.  In this regard, it is imperative that the Dublin team perfect their 
performance as they are fast becoming a “Centre of Excellence” in this area.   
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7   Discussion 

Adopting an agile development practice is a process of continuous learning and 
improvement [2] and the transition from sequential development requires intense 
focus and strict discipline.  The steps outlined by Kotter were beneficial when 
implementing the Scrum process at Rhythm.  However, there were aspects relating to 
agile development and software engineering in general that were either overlooked or 
not given enough consideration.  Likewise, there were elements of the framework that 
were unnecessary or did not warrant as much attention as Kotter advised. 

Firstly, when Kotter refers to change management, he assumes that the approach is 
always top-down. At Rhythm, the change project was introduced by middle management.  
As a result one of the first steps conducted in the change project required gaining the 
support and approval of senior and corporate management teams.   

The sense of urgency required by Kotter was inherent in the RhythmHelp project.  
The team was aware that change was needed.  They were willing to make the 
adjustments to guarantee success.  Kotter’s steps of preparing goals and objectives 
and to have a clear and communicated vision worked well.  At Rhythm the team went 
one step further and documented these goals and objectives in a dedicated 
implementation plan which proved to be an invaluable document in terms of 
monitoring schedules and recording project measurements. 

A fundamental flaw in Kotter’s approach is the absence of any mention of a pilot 
project – which was a concept that worked extremely well for Rhythm as it helped to 
eliminate stress and apprehension and allowed the team to become self-organised, 
self-managed and self-directing.  The success of the pilot project also served as a 
means of convincing senior management that the team was taking the right approach. 

Measurements were presented to the team at the end of each Sprint and at key 
stages during the RhythmHelp project.  These provided quick wins and inspired 
confidence in the development and management teams. They proved that the 
development and change projects were moving in the right direction.  Measurements 
also helped to maintain focus and sustain the improvement efforts.  Currently, in 
Rhythm, they are concerned with continually improving upon the new performance 
levels achieved by the group and finding better ways of working. 

Following Kotter’s model was a beneficial starting point for implementing a 
change project and although it wasn’t entirely suitable; its use prevented the Rhythm 
team in Dublin from making some of the customary mistakes that organisations often 
make during change projects.  Without using Kotter’s model, the organisation may 
have faced difficulty in implementing agile development.  Our research shows that, 
through following Kotter’s structured change model and tweaking it to suit our 
specific needs, the Scrum process was implemented efficiently.   

8   Conclusion 

Development teams considering an agile approach should first examine their 
immediate needs and determine if this is a suitable solution.  They should be aware 
that, initially, agile methodologies work best with smaller groups.  We recommend 
that teams adopting an agile approach should first select the principles that suit them 
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and follow them closely.  After initial implementation, other aspects of the process 
can be introduced. As the team gets more confident during later iterations or even 
projects, principles and methods can be customised to suit their own needs and the 
whole process should eventually become second nature to the group. 

There are many books and references available on change management and agile 
development.  Reading case studies by companies in similar situations is strongly 
recommended as they present both realistic and beneficial lessons.  Textbooks may 
concentrate too much on positives and offer only regimented solutions.  Case studies 
on previous experiences will give the researcher a more balanced insight. 

Given the Rhythm experience, we recommend that the change from a traditional to 
agile process should be managed through the use of a prescribed framework. This will 
ensure that change is implemented thoroughly within the organisation.  While 
Kotter’s change model was a good basis in this case, there were specific aspects 
relating to agile development and software engineering in general that were either 
overlooked or not given enough consideration.  Likewise, there were elements of the 
model that were unnecessary or did not warrant as much attention as Kotter advised.  
In this regard we conclude that a more tailored and specific framework is required for 
software development companies who are moving from sequential to agile 
development.  Research on this aspect is currently underway. 

The process at Rhythm has progressed so well that techniques such as Extreme 
Programming (XP) and Test Driven Development (TDD) were introduced subsequently.  
Scrum is beginning to be applied in its precise form - as a management and control tool for 
all engineering practices and standards related to the project. However, the change project 
is far from complete. There are still aspects of the process that require further improve-
ment. Furthermore, as Global Software Development (GSD) projects are being imple-
mented at Rhythm and across the software industry, it is necessary to research this  
area further to establish how the agile approach can be successfully implemented across 
multi-site projects.   
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Abstract. Work estimation is very important for Agile projects, especially for 
time critical ones. Inaccurate effort estimation can cause over-commitment, 
scope creep and trust in the team. Though re-estimation sometimes is necessary, 
it usually doesn’t happen due to the time and budget constraints. Moreover, the 
initial communication and commitment to business users and stakeholders make 
it more difficult to re-estimate and revise the project plan and launch date. This 
paper discusses how to manage the estimation uncertainty, reduce the risk of 
inaccurate estimation, and better communicate to upper management by using 
Monte Carlo model simulation. 

Keywords: Agile, Iteration, Release, Estimation, Velocity, Monte Carlo Model, 
Simulation, Random number, Frequency. 

1   Introduction 

Every project needs effort estimation in order to provide useful information on release 
planning, project progress, work remaining and milestones to be achieved. Every project 
requires some estimate of how long the project will take. For a typical Agile project, 
once the list of stories capturing the overall scope of the work comes out, the next step is 
to estimate all the stories in the backlog list. The estimation, along with story 
prioritization, is the backbone of release and iteration planning. Once the team finishes 
the estimation for each story, the team can create the release plan with an estimate of 
release date, or even a project plan, with a projection of a go live date based on the 
estimation of total effort, the story priority, and the assumed team velocity per iteration1. 
The release plan and date are communicated to the business users, stakeholders, and 
upper management, and then the development starts. In most projects, this initial work 
goes smoothly.  But then comes the “estimation itch:” based on new information and 
knowledge acquired, the team feels the need to re-estimate the stories. 

Now what do we do? Regardless of the question whether the team SHOULD and 
CAN re-estimate the effort of the stories, the key challenge is how the team will 
communicate the new release plan and date to business users and upper management 
if the estimates change?  

Before answering this question, let’s revisit the estimation the team initially did. 
                                                           
1 Usually use historical data, sometimes run an initial iteration and use the velocity of that 

iteration, or sometimes just take a guess. 
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An initial estimation is not supposed to be accurate. The exercise of estimation is 
for the developers to converge on a single estimate for the story based on the best 
knowledge they have at that time. However the best knowledge they have, according 
to Philosophers, is called priori knowledge, which is knowledge before you 
experience something. Let’s call this knowledge-before-the-fact. This is the type of 
knowledge the team has when they estimate something. Before estimating 
development of a particular story, say for profile creation, the team thinks it’s about 5 
story points, because it seems to be about the same total effort as some other story, 
also estimated at 5 points. But after gaining more knowledge or further information, 
which is called a posteriori knowledge, or after-the-fact2 the team realizes that the 
example profile creation story is actually 8 points.  

In AMDD (Agile Model Driven Development), the team usually does requirements 
envisioning in the first week or the first iteration of the project (iteration 0). The goal 
of the effort is to identify some high-level requirements as well as the scope of the 
release, or what they think the system should do. The team works closely with 
business users and end users to explore how users will work with the system. The 
team usually sketches a domain model which identifies fundamental business entity 
types and the relationships, and a user interface model which explores UI and 
usability issues.  The objective here is to build a shared understanding rather than to 
write detailed documentation.  Based on the identified high level requirements and all 
other information during the initial envisioning, the team produces an initial cost 
estimate and schedule, or the release plan. The team does more than just write stories; 
they discuss each story with business users and document all the questions, 
assumptions, the risk factors (the volatility, the complexity and the completeness) 
associated with each story. Yet the requirements are very high level, and each story 
has so many uncertainties, the estimation is still just an estimate, not the actual work 
effort. Regardless of how much envisioning done, it is always expected the team will 
acquire new information and new knowledge later, the original estimation may 
deviate and the re-estimation may have to happen.  

If we call the knowledge-before-the-fact estimation “apple,” and after-the-fact 
estimation “orange,” the dilemma of “comparing apples and oranges” is always 
present. This means the release plan and release date should be tolerant of imprecision 
in the estimates and should be allowed to adjust if there is an estimation blowout. 
Unfortunately, most of time, this is not the case.  

2   Background 

The first project I finished early last year was a “quasi-fixed bid” project meaning the 
bid was priced on a per iteration basis. The throughput goal per iteration was estimated 
in story point based on projected load factor, planned work days, and staff plan. The 
development team was responsible for achieving the target throughput goal per 

                                                           
2  Mike Cohen, “To Re-estimate or not; that is the question” Blog, 2007. 



174 J. Zang 

iteration3. This bidding approach was exclusively based on the total initial estimation of 
all stories. However, the original estimate was done during the exploration phase (the 
“Inception Phase”). Most of the stories needed to be re-estimated later because of the 
lack of knowledge of the domain, the underestimation of the system complexity, and 
unfamiliarity of back end code at the inception phase. But because of the way the 
project was bid, no new points could be introduced. We could only re-distribute rather 
than re-estimate stories. This caused significant confusion and risk. 

The second project I worked on was a BI (Business Intelligence) reporting project 
for a giant online clothes retailer. The team did the estimation for about 200 stories in 
one week and after the development started, the team realized the estimation was 
considerably wide of the mark: almost every single story was misestimated. In 
addition, the relative story size was not right either. Unfortunately, since the release 
plan and date were already communicated, and also because this project was a time 
critical one, the estimation scope was not allowed to change.  

Accuracy of estimation is a headache almost on every project. Though everybody 
admits the initial estimation is just an estimate, not the reflection of the actual effort, 
the release plan, iteration plan and the date are all built upon it. And once the date is 
out of door, it is hard to change. So, let’s look at the problem from a different angle: 
Maybe we are not really bad at estimating. What we are really bad at is enumerating 
all the assumptions or uncertainties that lie behind our estimates4. Then the question 
becomes how to communicate the uncertainty along with the estimation, release plan 
and the date to stake holders and upper management at first hand? 

3   Our Approach 

As a spike on one of my projects, we tried a Monte Carlo (MC) simulation model and 
presented the estimation/probability diagram to our client. The client, a big retailer, 
wanted to build a robust online service center providing all types of products, services 
and guides to homeowners. The launch date was critical. The development team had 
only 3 months. Thus the client was very careful with the estimation of the stories, 
meaning they had to know how much and what exactly could be delivered within the 
3 months. In order to provide the client a big picture showing the estimations with 
uncertainties, we applied Monte Carlo simulation approach to the estimation. The key 
to MC simulation is generating the set of random inputs.  

First, we came up the complete story list with business users together. We had 61 
stories covering the complete scope of the project. Then, we did the estimation 
together with business users who helped clarifying the stories, answering questions 
and validating some assumptions5. We had the team (4 developers, 2 of them are 
client developers) give the estimation for each of the story and we documented them 

                                                           
3 See my paper “Project Bid on Iteration Basis”, XP2007 conference proceedings, Springer 

Lecture Notes in Computer Science (Springer LNCS), 2007. 
4 Paul Rook, from his keynote on risk management, European Conference on Software 

Methods, London, October 1994. 
5 In some cases, business analyst or user proxy can represent business user to help the team 

with the estimation. 
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all. The estimation scale ranged from 1 to 5 with 5 the most complex. Next, we 
mapped the complexity to effort. In our case, we generated these by picking a random 
sample of stories and asking the developers who did the estimates to give us a guess  
 

Table 1. Complexity and Effort Mapping 

Complexity Effort (Hours) 

1 8 

2 16 

3 32 

4 64 

5 128 

 
Table 2. Story list with initial estimation, MC value and MC effort 

 

Story 
ID Priority Requirement

1st 
Estimat
ion

2nd 
Estimat
ion

3rd 
Estimat
ion

4th
Estimat
ion Random() MC Value MC Effort

6.3.1 1 Administrator can log in and navigate to the 
admin page 4 3 3 3 0.555921215 3 32

6.1.4 1 Administrator can search user by email or last 
name, then display the list of results 4 5 4 4 0.413699859 5 128

5.1.1 1 Administrator is able to edit user's preferences 
and profile information 5 2 2 3 0.630137989 2 16

6.1.3 1 Administrator is able to create users of different 
types 2 4 4 3 0.834879216 3 32

3.3.1 1 Administrator is able to delete user account 2 2 1 1 0.86269591 1 8
1.1.2 1 Using the Refine Search text box, a user can 

modify the existing question and resubmit a 
new search request, which will refresh the 
Answers results page 1 1 2 1 0.629504962 2 16

3.1.1 1 User will be able to rate and comment each 
Answer.  
The user must be registered. 4 3 3 3 0.47393431 3 32

1.1.1 1 A user will have the option when submitting a 
question to the Expert on whether they want to 
also submit their question to the community as 
well. 1 1 1 1 0.074078524 1 8

7.2.10 1 A third party will support AB testing to compare 
the effectiveness of the commercial messages 
based on the physical placements 2 2 1 1 0.951485484 1 8

3.4.2 1 A user may roll-over an underlined word and 
recive a pop-up ad with a click through to 
purchase

2 1 2 1 0.211061509 2 16
6.1.2 1

MMH will provide direction on how the thumbnail 
Image will be stored. There will be two work 
stream: one for uploading and checking format. 
second part will be to resize the image. 4 5 5 4 0.278954786 5 128

1.1.4 1 This tip should be deemed critical which will link 
to the specific tip detail page 3 4 3 3 0.899020875 3 32

2.2.2 1 Present a few key featured articles that the user 
can toggle through related three distinct 
dimensions: Improve, Repair, Maintain 2 3 2 2 0.349332009 3 32

2.2.1 1 Users will be able to remove the content that 
they saved previously in My Toolbox 2 2 2 2 0.873661367 2 16

7.2.2 1 General Search will include search into 
Community Answers as well as Articles and 
Ask the Expert. 2 2 2 2 0.018879821 2 16

2.3.1 1 Clicking on the video will bring up the article in a 
separate browser to play the movie. 2 2 2 2 0.929727827 2 16

3.2.2 1 Users can sort search results by type of 
content, date, created, alphabetic by titles 2 2 2 2 0.47580461 2 16

1.1.3 1 Expert Performance Report will include an 
average time of response to user questions and 
amount of workload per expert.

2 2 1 1 0.04172776 2 16  
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of effort required to complete the stories end-to-end. Then we averaged them to come 
up with the map. 
 
Remark 1. The MC estimation value for each story is an uncertainty and should fall in 
the range of 1 and 5.  
 
Remark 2. The formula to calculate the MC value for each story: 

Estimation=IF(RAND()<(0.25),1stestimation,IF(AND(RAN()>=(0.25), 
(RAND()<0.5)),2ndestimation,IF(AND(RAND()>=(0.5),(RAND()<0.75)), 
3rdestimation ,4th estimation))).  

(1)

Remark 3. The four estimations represent the estimation given by each developer.  

You can use the Random Number Generation tool in Excel's Analysis ToolPak 
Add-In to produce static random numbers for a few distributions. In our case, we 
made use of Excel's RAND() formula so that every time the worksheet recalculated, a 
new random number was generated. 

Let's say we want to run max=10000 evaluations of our model and we can 
achieve this using the following Macro.  
 

Sub MCmacro() 
' 
' MCmacro Macro 
' Macro recorded 1/3/2008 by jzang 
' 
     Dim Counter As Integer 
     Dim Max As Integer 
 
     Max = 10000 
 
    For Counter = 1 To Max 
    Calculate 
    Selection.Copy 
    Sheets("Sheet4").Select 
    Cells(Counter, 1).Select 
    Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 
        :=False, Transpose:=False 
    Sheets("Sheet1").Select 
    Application.CutCopyMode = False 
     
    Next Counter 
End Sub 
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In our case, we ran our model 10000 times.  Here are the results: 
 

Table 3. MC samples with estimation hours, frequency and accumulative probability 
 

Effort(Hours) Frequency Probability Cumulative Probability
1088 1 0.0001 0.01
1104 3 0.0003 0.04
1112 9 0.0009 0.13
1120 10 0.001 0.23
1128 18 0.0018 0.41
1136 24 0.0024 0.65
1144 31 0.0031 0.96
1152 46 0.0046 1.42
1160 52 0.0052 1.94
1168 65 0.0065 2.59
1176 84 0.0084 3.43
1184 93 0.0093 4.36
1192 114 0.0114 5.5
1200 124 0.0124 6.74
1208 171 0.0171 8.45
1216 198 0.0198 10.43
1224 227 0.0227 12.7
1232 242 0.0242 15.12
1240 270 0.027 17.82
1248 303 0.0303 20.85
1256 302 0.0302 23.87
1264 341 0.0341 27.28
1272 354 0.0354 30.82
1280 358 0.0358 34.4
1288 348 0.0348 37.88
1296 415 0.0415 42.03
1304 377 0.0377 45.8
1312 384 0.0384 49.64
1320 370 0.037 53.34
1328 356 0.0356 56.9
1336 339 0.0339 60.29
1344 351 0.0351 63.8
1352 359 0.0359 67.39
1360 347 0.0347 70.86
1368 307 0.0307 73.93
1376 269 0.0269 76.62
1384 265 0.0265 79.27
1392 217 0.0217 81.44
1400 210 0.021 83.54
1408 207 0.0207 85.61
1416 176 0.0176 87.37
1424 173 0.0173 89.1
1432 146 0.0146 90.56
1440 136 0.0136 91.92
1448 112 0.0112 93.04
1456 110 0.011 94.14
1464 95 0.0095 95.09
1472 88 0.0088 95.97
1480 70 0.007 96.67
1488 53 0.0053 97.2
1496 50 0.005 97.7
1504 53 0.0053 98.23
1512 41 0.0041 98.64
1520 27 0.0027 98.91
1528 19 0.0019 99.1
1536 25 0.0025 99.35
1544 15 0.0015 99.5
1552 13 0.0013 99.63
1560 12 0.0012 99.75
1568 9 0.0009 99.84
1576 2 0.0002 99.86
1584 7 0.0007 99.93
1600 6 0.0006 99.99
1608 1 0.0001 100  
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Remark 4. The hours represent the total effort in order to finish all the stories in the list.  

4   Conclusion 

Using the data in table 3, we came up with the Monte Carlo (MC) diagram which 
showed the frequency and the cumulative probability corresponding to each possible 
total effort to complete the project. As you can see from figure 1, the development 
estimation is associated with a probability. 

 

Probability

Development 
Estimate 
(Hours) 

50% 1312 
65% 1345 
75% 1370 
90% 1432 

 
Estimation is nothing that happens “to” business. Instead, it is always “with” the 

business. Without business requirements, there will be nothing for the team to estimate. 
Without business users’ participation, there will be no validity of the estimation. 
Without new business information and changes flowing in, there will be no opportunity 
to re-estimate.  
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Fig. 1. MC estimation diagram 

The presented approach doesn’t serve as a solution to replace re-estimation. Re-
estimation always happens. It is a very common phenomenon that business users feel 
quite hard to understand estimation is just an estimate instead of the actual work 
effort. When new information and knowledge come in, re-estimation needs to happen 
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and this should happen iteratively with business. The communication with the 
business about the project progress and the impact on delivery caused by re-
estimation should also happen iteratively. This approach doesn’t replace all  
the iterative activities above. Instead, it gives awareness to business users and sets the 
appropriate expectation which prepares the business to understand and embrace the 
possibility of delivery date changes.  

The development estimation along with the MC diagrams was well received by the 
business users, stakeholders and upper management. This set the right expectation. 
More importantly, stakeholders realized the uncertainty of the estimates, the 
probability of project completion date and the risk of over commitment.   
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Abstract. One of the common challenges of an Extreme Programming (XP)
team is to find strategies so to reinforce practices and increase velocity. Most
practices have found at least one optimal strategy tested and approved practically
by the community, while ‘sustainable pace’ is core tenet missing a clear strategy.
The aim of the Pomodoro Technique (PT) is exactly to fill this gap. The PT is a
timeboxing strategy originally meant for optimizing personal work and study and
then applied to XP. The PT is widely applied by Italian Agile teams, but is still
little known elsewhere. This paper examines how the PT is applied by them and
how it integrates with XP.

1 Introduction

Starting an Extreme Programming (XP) team from scratch is always a challenge, just
as it is to transform an “ordinary” software team in a genuinely XP one. One of the key
point in enhancing an XP team is promoting team velocity, i.e. its productivity measured
in story points completed in a given iteration. Team pressure in individual programmers’
experience is well-known in XP literature and the use of Yesterday’s Weather is the
suggested practice so to manage the fear of censure and the risk of overwhelming [2].
Nevertheless, one of the known common errors in mentoring an XP team is to put too
much attention to velocity too early, with unuseful stress. In other words, the risk in
focusing on velocity is to reduce enthusiasm among team members: this risk should be
addressed more clearly – after all, agile software developers’ main mantra is ‘coding
as fun’, and if this becomes untrue the whole process collapses. In our experience,
achieving an equilibrium between team velocity and individual satisfaction is much
more difficult for XP teams than “ordinary” ones, because of the very characteristics
of this lightweight methodology. Usually the impact of (un)sustainable pace in a XP
team’s daily work so to achieve this equilibrium is underestimated. We found out that
an unstressful – as well as efficient – way to help teams find their ‘natural’ rythm in
daily work, in other words a sustainable pace, is the most direct way to achieve the
necessary equilibrium between team and individual needs. The Pomodoro Technique
(PT) can be used fruitfully in this sense.

P. Abrahamsson et al. (Eds.): XP 2008, LNBIP 9, pp. 180–184, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 Pomodori for Time Boxing

The PT is a time boxing strategy people can apply in any situation, e.g., homework,
study, cleaning house, and indeed software development, spread out from the psycho-
logical notions of time elaborated by Bergson and Minkowski [3]. It was invented ini-
tially for individual work, but it was then applied especially by XP teams. This paper
covers only this last case. The goal of the technique is to perceive time as a value (“I’m
doing my best at a right rythm”), instead of an enemy (“I have not enough time; I’m
late”). When the PT is applied, we observe that wasted time and overwork are drasti-
cally reduced, while the distinction between free time and work time becomes clearer.
The individual comes to respect the value of time more, both free time and work time.
The heart of the PT is to start a 25-minutes timer and then focus completely on one task
until it rings; no email, instant messaging or any other distraction is allowed. When the
timer rings, people relax, push away the keyboard and rest for five minutes. This is a
‘pomodoro’: 25 minutes of focused, uninterrupted work on one task. The “pomodoro”
name comes from the use of a common kitchen timer in the shape of a tomato (po-
modoro in Italian). The 5 minutes break permits the performer to keep his or her own
attention curve at its best, enhancing the rising points and at the same time minimizing
the lowest ones. To improve this effect, every four subsequent successful pomodori a
longer pause is recommended, usually 15 minutes long. This combination of breaks and
pauses permit people not to work in overtime, being less efficient because of overtime
work. This alternance of working time and breaks and pauses give the pace to the day,
both to individuals and teams, and hopefully helps people adjust the rythm in order to
reach a real sustainable pace.

There are two important rules in the PT: the Zero Pomodoro Rule and the Funda-
mental Rule. The Zero Pomodoro Rule states that if the pomodoro is interrupted, that
pomodoro counts for nothing. This is a corollary of the Fundamental Rule: a pomodoro
is indivisible. Practitioners become soon aware that there are two kinds of interruptions:
the internal ones (“I should check email; I’ll get me a coffee”), due to fear of being un-
successful or to the difficulty of focusing on a single task for even as little as 25 minutes;
and the external ones (a phone call, a request from a collegue), which are more diffi-
cult to manage. In fact, giving in to all sorts of unplanned and apparently urgent tasks
can literally destroy all planning activity. This is made more visible in XP team, as the
velocity is drastically reduced: “protecting the pomodoro” leads to fewer interruptions.
The PT is also a valid tool for XP coaches, who want to protect the team members from
external influences during their daily iterations. An Italian coach even introduces XP at
the first glance by only retrospectives and the PT as the practices: the first practice tells
which other practices are needed, while the PT get the team aware how much their daily
work is really focused [7].

3 Applying the Pomodoro Technique in XP

During development, for every pair of developers there is a timer. The owner of the
card is responsible for loading the timer, while recording is made on the card itself.
During a meeting with people external to the team, the pomodoro may also be used to
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help people focus and reduce wasted time, and also to record precisely how much team
effort was invested.

In XP teams, internal interruptions are easier to reduce, as no one is working really
alone, so there is an implicit control so that everybody avoids at least explicit distrac-
tions. Different people deal with external interruptions differently, but some common
patterns can be found. The most used pattern is called inform, negotiate, callback [3].
When someone interrupts, for instance a colleague, the developer informs that they are
in working time, usually by saying “I’m in the middle of my pomodoro”. Then they
negotiate how urgent the request really is. In most cases the new task is delayed until
the end of the pomodoro (e.g. “I’ll finish my pomodoro in about 7 minutes, then I’ll
come”). In fact, there are few urgencies that can’t be delayed for a few minutes, so peo-
ple accept this callback strategy. Surprisingly, one of the most difficult aspects of the PT
is the art of having a break. A break is really a break: people should relax during breaks,
have a cup of tea or maybe just stand up and take a deep breath. One important thing
is that you shouldn’t actively think about the activity performed in the last pomodoro
or what you expect to do in the next one. Thinking about something else relieves the
mind, often leading to creative solutions, exactly because of the change of the attention
focus. In spite of this it is not rare, while pair programming, to see the navigator calling
the driver who is still juggling eggs in his mind, even after the ring of the timer.

It is worth to notice, that the ideal engineering days are different from the actual
days: typically teams estimate eight pomodori for a project while half of them are actu-
ally spent in meeting, presales or support. In other words, there is no formula to convert
pomodori to calendar time, because of interruptions on one side and of shorter suc-
cessful pomodori on the other one (this is the No Formula Rule [3]). In our experience,
teams learn to estimate every type of working activity, not only design and development.

There is a danger of viewing the pomodoro as a taylorist method for regulating the
workers’ day. It is not so, because the timer is used and regulated by the individual or
pair. One might expect that, in a normal eight-hours work day, we should be able to do 15
or 16 pomodori. In practice, in a perfect day with no interruptions, it is rare to be able to do
more than 12 pomodori. In a healthy, well-rested team it is reasonable to expect everyone
to do about 10 pomodori per day. Where is the rest of the time going? For the most part
in pauses or non-recorded activities, such as reading personal email. It might seem that
this is quite unfortunate for the employer, as he’s only getting 5 hours of concentrated
work per day. But in fact, it is very advantageous to be able to see with this degree of
precision how much real work he’s getting and exactly on what it is spent.

How much does the technique cost? In the PT the first pomodoro is spent plan-
ning the rest of the day, and the last pomodoro is for recording of what was done. The
overhead of two pomodori seems large; but there is much value in planning and in
retrospecting. The first pomodoro can coincide with the daily stand-up meeting.

4 Case Study: XP User Groups and Teams

XP user groups collect people who are interested in exploring XP both in theory and
practice. It is a good environment to share ideas, experience, and to experiment new
techniques. In Milan the XP user group is highly business oriented, while in Varese it is
more linked to the local University [5].
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Pomodori came into user stories as an auxiliary tool for difficult estimation. In fact, as
each pomodoro is dedicated to a single task, activites are planned along clearly defined
subactivities estimated in pomodori: this is coverd by the More Than Five Pomodori and
Less Than One Pomodoro rules. The first rule says that if you estimate an activity more
than five pomodori, this should be split up. The complementary rule says that if several
activities are estimated at less than one pomodoro, they should be joined together. The
only exception is during the last pomodoro of a given activity: if the estimation of a
given activity was of three pomodori and that activity is finished during the first 10-15
minutes of the third pomodoro, that pomodoro can be considered completed. Of course,
if the activity is completed in the first 5-10 minutes, an overestimation occured, and that
pomodoro shouldn’t be counted.

Unlike XP user groups, XP teams should deal with the pressure of business needs
and different work contexts. For instance, a team has chosen to deal with multiple si-
multaneous projects with pomodori. The relative priority of the customers were given
by management, and the available weekly pomodori were assigned according to pro-
portions: if the most important customer is as important as all the others put together,
then the team will dedicate 50% of the available pomodori to them [7].

There are different PT recording strategies among teams. For instance, in the Wallabiez
team in Sinapsi (Milan) a big visible chart is used, where every day a different person is
nominated the “Frodo of the Pomodoro”, i.e. the bearer of the timer who is responsible
for loading it and tracking: this allowed to the team to realize they were much less
productive after lunch, so they started to colour the morning pomodori differently, so to
make the problem visible [6]. In the Moonring team (Databtech, Milan), as well as in
the Varese XP-UG, the pomodori are recorded in a wiki [5,8], while in other teams –
e.g. in Sourcesense (Milan), Quinary (Milan) and XP Labs (Rome) custom applications
were built for this purpose.

Sometimes people use the PT in open spaces where other people do not; in that
case the ticking of the kitchen timer can cause problems. In those cases a software
pomodoro can be used, but its use is highly controversial, as experience says that it
is most difficult to have a break. In alternative, different hardwares seem to be more
effective, e.g. hourglasses or countdowns on mobile phones, whose ringing is socially
accepted. Furthermore, people invented strategies also for unnoticed breaks, i.e. to relax
in front of their monitors, for example throughout unobtrusive qi gong exercises for the
eyes [4].

5 Concluding Remarks

Sustainable pace is a practice of XP directly connected to the inner cycle of an XP
team (e.g. where pair programming, simple design and refactoring are performed) and
to retrospectives. Even if the PT doesn’t improve velocity directly, so that it is difficult
to find precise measures of its effect, in our experience it get people more aware on
velocity so to improve it during the next iteration. Moreover, the PT is a lightweight
measure of the effort easily understood: in our experience, retrospectives held after the
introduction of the PT are more focused on work and on real working data, and creative
solution about avoiding external interruptions are found. People learn to give priorities
more explicitly, and, most importantly, they start feeling time as an ally.
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Abstract. Iterative development is a common characteristic of agile methods. It 
is important to understand how the adoption of an iterative process provides 
business value, and how this value can be used to buy management support to 
implement other agile techniques. This paper exposes to the community an 
experience report of a large government agency’s migration from a Waterfall 
process to an iterative methodology, the Rational Unified Process (RUP). 
Through field observations and semi-formal interviews with key business 
partners, we found five main areas of improvement: reestablishment of business 
involvement, better distribution of acceptance testing effort, introduction of a 
testing team, less pushback on necessary changes, improved communication 
and management of expectations. 

Keywords: Iterative development, agile techniques, business value, Rational 
Unified Process, acceptance testing. 

1   Background 

This paper contributes to an understanding of the business advantages in adopting an 
iterative development practice in a bureaucratic industrial setting. Such an understand-
ing is important as many business leaders prefer to adopt processes that have been 
successfully implemented by others, to reduce the risk of failure [1]. The company 
under study is a large Oil & Gas government agency that lacked the initial management 
support to adopt mainstream agile methods. This agency has a workforce of 900+ 
employees, with a large IT department comprised of over 10 different IT Programs.  
This study collected field observations and interviews from the key business representa-
tives of the largest IT Program in the corporation, focusing on a set of three existing 
applications, and two newly developed systems. These multi-million dollar projects 
support business critical functions, such as the digital submission of information, 
internal processing of such information, and the publishing of the results to the public.   

The original IT vision was to develop a simple solution to provide a central data 
management point to the business partners. The first release commenced in early 
2001, with a group of 4-6 developers. The development team did not formally adopt a 
development methodology, but was following a Waterfall approach: gather all the 
system requirements, then develop the entire application, which is at last handed off 
to the business partners for testing and approval. After the first few releases, a new 
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vision for a workflow system, that would allow digital submission of data for quicker 
turn-around times, was born.  By 2004, the team increased to over 15 developers, with 
a total of 40+ team members (including business analysts, technical support, and 
managers). The former Waterfall process was not able to support the increasing pace 
of development, and many releases were delayed, resulting in poor software quality 
and cost overruns. Late in 2004, the corporation decided to adopt the IBM Rational 
Unified Process (RUP) [2], as it provided an iterative development approach as well 
as the degree of formality and traceability desired by the top-level management. Many 
Agilists consider the Rational Unified framework heavyweight, but since its inception 
in 1998, the RUP framework has been customized to fit more agile environments  
[4, 5] and the company adopted such a lighter version.  

The adoption stages were identified as: pre-RUP, transition to RUP, and partial 
RUP adoption. IBM suggests an iterative approach to the RUP implementation, 
“adoption through execution” [2]. The company’s current execution state includes: 
the iterative RUP lifecycle (inception, elaboration, construction, and transition), 
Rational Tools, role sets, and selected work products (Design and Use-Case Models, 
Software Architecture Document, Iteration Plan and Assessment, Risk List, Issues 
List, Test Case, amongst others). The partial RUP adoption refers to the pre-existing 
projects, as they did not benefit from the iterative approach since inception, missing 
the majority of the exercises that result in the above mentioned work products.  

The Rational tools that were adopted during the transition stages included software 
for source code repository management, requirements gathering, and bug logging. 
The pre-existing systems moved to a spiral approach, where development was 
conducted in mini waterfall cycles of analysis, development, and testing, with release 
dates being booked according to business needs. The team later moved to scheduled 
releases, which are comprised of time boxed 6 week iterations. The two new projects 
followed the adopted RUP framework since inception.  

2   Findings and Observations 

Reestablishment of business involvement 
During the first system release, the small team atmosphere allowed the business 
partners to have an active role in the requirements gathering stages of the system 
development. The project manager would set up business meetings with the involved 
stakeholders to gather requirements. Some requirements were documented in Word or 
Excel, others were only verbally communicated to the development team. Later, the 
development team would create screen mock-ups of the application, and present them 
to the business partners for feedback during meetings. Although acceptance testing 
did not occur until development was completed, business partners found the screen 
shoots extremely useful: “even though we didn’t get to test until the end, when we got 
the application, it was not about testing the screens and see how they looked like, it 
was testing to see if they worked, if they met the requirements.” They were very 
pleased with the first release of the system, which took approximately one year to be 
production ready.  As the number of requirements increased, so did the IT team size. 
More rigorous management procedures were put into place. Developers needed to 
follow the project plan more closely, in some cases resulting in frustration, as the plan 
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was quickly outdated. Business partners were used to contacting developers with 
requests, who would in turn implement the requirements, causing a delay to the defined 
project plan, also found by Blotner [3]. As a result, managers prohibited business partners 
from contacting developers directly: “we got cut off by management: ‘that’s it, no more 
talking to the developers!’” It got to the point where management would complain about 
e-mails sent to developers by business: “don’t be seen talking to a developer, […] and 
really, that environment was not good. For us that doesn’t work!” Business partners felt 
that they lost the element of teamwork, causing friction and “blaming games” between 
IT management and Business, which was “very disruptive to everyone involved.”  

The introduction of the six week iterations has helped business partners become 
more involved in the iteration planning, by prioritizing which items need to be 
worked on first, and which ones require more analysis.  They feel more ownership 
and accountability over the decisions made, which has helped rebuild the teamwork 
[1]. They are now allowed to contact developers: “a developer came and sat with me 
[to discuss a task] and mocked it up in paper, and asked if it was ok with me, which 
was fantastic.” Still, involvement with developers is limited, as most of the 
communication goes through the project leaders and business analysts.  Perhaps this 
can be attributed to the responsibilities defined in the RUP roles. Business feels that 
this “middleman” approach to communication has advantages, when dealing with 
developers that lack interpersonal skills, and drawbacks, as information gets “lost in 
translation.” To mitigate this issue, key developers are invited to business meetings.  

Business partners feel that the most visible gains come from the new systems that 
started development using the iterative RUP process, as they were involved in the 
process since inception. They were not given functional parts of the system to test 
until the construction stages, but they had iteration assessment meetings where demos 
were provided, allowing feedback on system functionality. As a result, the first full 
iteratively implemented system was the first project in more than six years to be 
delivered on-time and on-budget: “which is significant for the organization, the first 
in years, [laughs] that says a lot. Our executive was very happy, from our perspective 
[it] is great.” 

Better distribution of Acceptance Testing effort 
The three business managers, corresponding section leads, and a few senior end-users 
conduct acceptance testing. The interviewed business partners felt that the original 
development process did not provide reasonable time for testing the system: “you 
would get it [the application] for two days, and you need to approve it and its gotta 
go.” They felt rushed and uncomfortable by having to sign-off on a system that took 
over 10 months to develop, and only a few days to test. At the end of the development 
cycle, business had compounded testing to do, which caused an overwhelming 
workload: “[testing] is not my full time job. I need to deal with core business. Testing 
work is supposed to be on the side, but [at that point] becomes fulltime work. I am 
basically doing two fulltime jobs, which makes things difficult.” Iterative development 
has time boxed the testing effort required by business to two weeks per iteration. 
Testing is not compounded, but it can still feel rushed based on the number of 
changes implemented during the iteration. The business partners see the organized 
and scheduled acceptance testing effort as a big improvement: “it is better to plan  
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that way, even from a personal life perspective. It is just way more organized than it 
used to be.” Some interviewees actually stated that this organized schedule is the 
major improvement provided by the process changes made to the existing projects. 

Introduction of testing team 
A Quality Assurance (QA) team was not available in the pre-RUP stage, as 
management perceived formal testing as peripheral in comparison with other more 
pressing deliverables. The code would go from the developers who did not implement 
any automated tests, to the business partners for testing: “we used to joke around saying 
what is the point? I open it [the application] and get the ‘yellow screen of death1’, so 
you are just wasting my time!” As suggested by the six key RUP principles for 
business-driven development, management hired a full-time testing team at the end of 
the third transitional iteration. After the introduction of the testing team, all code goes 
through a round of formal testing before getting into the hands of the business users, and 
as a result the business partners find fewer fatal errors during acceptance testing. They 
can also focus on the areas that have been changed or included, as the testing team is 
responsible for the regression testing, which is considered a big time saver: “it is night 
and day.” However, the testing required by the QA is complex and time consuming. 
The QA team is shared between all projects, and may not have enough resources to 
provide the appropriate levels of manual regression testing. That, in addition to the lack 
of unit tests, has been a sore spot for pre-existing systems, having problems reappear in 
production after being fixed. New systems are now implementing unit tests, which 
allow developers to regression test the application even before it is handed off to the 
formal testing team. 

Less pushback on necessary changes 
In the former Waterfall process, IT management would push back to implement 
changes: “so you get stuck with it.” It is very difficult for business partners to define 
the project’s scope to the degree of granularity needed at the initial requirements 
gathering stages: “it is virtually impossible to foresee all the details and functionality 
of an application to define a hard scope document. To expect that when creating a 
scope document is unreasonable and shortsighted.” Business partners would have to 
make go-no-go decisions close to the production date, and many releases were 
delayed as much as a year due to poor testing results, and essential requirements being 
missed in the original scope document. 

Iterative development has provided business with a set release schedule that are 6 
weeks apart from each other, allowing critical items to be negotiated, prioritized and 
included in the next release. Also, for new development projects, the iteration assess-
ments and demos allowed business partners to provide the feedback necessary to avoid 
major changes later on in the process. A visible result of that is the number of bugs2 in 
production for the first system developed using RUP, which is less than a dozen 
compared to the hundreds found in the former ad-hoc projects. 

                                                           
1 This refers to the fatal application errors in .Net, which display the error message in a yellow 

screen. 
2 Interviewees used the words “bug” and “defect” interchangeably, and both refer collectively 

to faults and failures. Enhancement requests were logged separately. 
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Improved communication and management of expectations 
In the former process, issues were logged in Excel spreadsheets, discussed in business 
meetings, prioritized and put away in a place only accessible to managers. The RUP 
adoption involved the adoption of Rational Tools including a bug and enhancement 
logging software. Business partners have access to these tools, being able to view 
what is outstanding, which is very important to assist them in negotiations of shared 
resources, and to have more realistic expectations of what and when changes will be 
delivered. They also feel that overall the projects are much more organized, and due 
to the iterations, they are in constant communication with the team, which helps 
reduce “surprises” at the end of a release cycle. 

3   Implications for Practice 

The interviewed business partners see the adoption of the iterative RUP process as a 
definite benefit to the organization, with particular improvements in the areas of 
organization, communication, accountability, teamwork, and acceptance testing 
effort. In a bureaucratic governmental environment, bound to set regulations and 
continuous auditing, the patented IBM RUP framework provided the initial social 
change required to open the doors to other agile techniques. Management is now 
providing support for test and continuous integration automation, and new projects 
are holding daily stand-up meetings with the presence of involved business partners.   
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Abstract. This paper explores the implicit nature of risk management in 
agile processes. It discusses why current techniques for managing risks in 
agile processes are not sufficient and how the processes can benefit from 
more explicit techniques. This is supported by the authors’ experience 
with an industry project that was managed using Scrum. Initially, risks in 
the project were managed implicitly as is typical with agile processes, but 
more explicit techniques were adopted as the project progressed. The 
paper will discuss these techniques, mechanisms for incorporating them 
into agile processes, and lessons learned.  

Keywords: Scrum, Risk Management, Software Risk Evaluations. 

1   Introduction 

Most agile processes [4, 6, 18] claim to be risk driven [15]. The processes themselves 
are an attempt to mitigate some risks, such as extremely volatile requirements.  Agile 
processes manage risk, but in an implicit fashion. The techniques in these processes 
inherently deal with risks. However, by doing so, important steps in risk management 
are neglected. Missing steps include having defined processes or guidelines, 
mitigation strategies, risk repositories for tracking risks, and defining triggers to 
indicate the need for changes in the mitigation strategies.  

There are commonalities between risk management and agile processes [15]. Risk 
management steps can be integrated into agile processes to explicitly address risk and 
this integration can be done in an efficient and lightweight manner to keep the processes 
honest to their agile spirit [6]. Traditional risk management approaches and tools, such 
as the Software Engineering Institute’s (SEI) taxonomy based risk identification 
questionnaire and Software Risk Evaluation (SRE) [5,19], IEEE 1540 Standard for 
Lifecycle Processes – Risk Management [12] or the Project Management Body of 
Knowledge (PMBoK) [17], can be tailored to better suit smaller teams and agile 
environments. Risk identification, analysis, mitigation, and tracking can be incorporated 
into standard practices in agile processes such as prioritized task lists, iteration planning, 
and iteration reviews.  

Section 2 gives a brief overview of the DaVinci Transform project sharing the 
authors’ experience of using explicit risk management techniques with Scrum. 
Section 3 explores the implicit nature of risk management in agile processes and its 
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limitations. Section 4 discusses the need for explicit rather than implicit risk 
management in agile processes. Section 5 describes the risk management framework 
applied by the DaVinci team. Section 6 details the DaVinci team’s experience with 
explicit risk management in Scrum and the team’s migration from an initial implicit 
risk management style. Section 7 draws out lessons learned from the project including 
effective and ineffective techniques. Section 8 concludes. 

2   The DaVinci Transform Project  

2.1   The Stakeholders  

The DaVinci Transform project was completed as part of Carnegie Mellon 
University’s (CMU) Master of Software Engineering (MSE) program [10]. The 
project consisted of five team members and two clients. The team members were 
students in the MSE program and the clients were senior members of the technical 
staff at the SEI.  The MSE program uses a capstone element called the Studio project 
to allow students to try out tools techniques and methods learned in core courses and 
electives in a real project environment. 

While the project was conducted in an academic setting, the clients were still 
paying customers and the students were all experienced engineers with an average of 
5 years of industry experience at companies including Siemens, Interdigital 
Communications, and IBM. The project lasted for four semesters (16 months) with 
varying time commitments (12 hours per week to 48 hours per week) depending on 
the semester. The project had a strict timeline, a budget of 5100 engineering hours, 
and was monitored and supervised by two senior faculty members of the MSE 
program. Three of the team members were located in Pittsburgh, Pennsylvania, with 
the client, and the remaining two were located in Long Island, New York.   

2.2   Methodologies  

The team used Scrum as their software process. One member on the team had prior 
experience with Scrum, agile processes in general, and distributed development. 
These concepts were new to the rest of the team members. Explicit risk management 
methods were new to all of the team members, but they were exposed to these 
methods in multiple classes as part of the MSE curriculum. In particular, continuous 
risk management was covered in a course on managing software development, and 
the students took a course on software architecture that covered architecture risks 
through the use of the SEI’s Architecture Tradeoff and Analysis Method  (ATAM)  
[2, 3]. Additionally, one of the team’s faculty mentors was an expert in risk 
management. 

2.3   The Product  

The DaVinci Transform project involved developing a plug-in to the Eclipse [21] IDE 
that extended the functionality of the SEI’s Open Source AADL Tool Environment  
(OSATE) [22]. OSATE is a tool that supports the modeling of embedded software 
architectures in the Architecture Analysis and Design Language (AADL)[1]. The AADL 
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is a standard published by the Society of Automotive Engineers (SAE). The technical 
lead for the standard was one of the DaVinci team’s customers. The second customer 
was the development lead for OSATE. The extensions to OSATE to be developed by the 
DaVinci team included a framework for developing transformations for AADL models 
and some example transformations. These transformations involved transforming AADL 
models to models in other target languages, transforming models in other target 
languages to models defined in the AADL, and transforming models defined in the 
AADL to new models defined in the AADL for the purpose of optimizing and re-
factoring the input models.  

3   Implicit Risk Management in Agile Processes  

Agile processes that claim to be risk driven typically address risk management 
implicitly [15,16]. The processes themselves tend to be mitigation strategies for risks 
involving tight deadlines and volatile requirements, and the increased visibility by the 
customer aims at managing expectations while mitigating environmental and 
organizational risks [7]. In this way, risks are managed implicitly through the techniques 
commonly found in agile processes. Tasks (also called stories and features) are typically 
kept in a list (such as Scrum’s backlog). These tasks are prioritized at the beginning of 
each iteration, which means that this implicit risk management is continuous. The 
prioritization sometimes explicitly calls for consideration of risks, but not always.  
When the prioritization does not explicitly call for the consideration of risks [15], it is 
likely that risks are still considered. When a business owner (also called a product 
owner, client, or customer) prioritizes tasks, it is likely that they are concerned with 
risks about what the market need is, what features competitors may be releasing, and 
how end users may react to feature sets. When developers prioritize tasks, they are also 
likely taking risks into account, subconsciously. Developers are concerned with tasks 
that seem technically difficult, may be hard to integrate, or may have technical 
unknowns.  

Even when the prioritization does explicitly call for the consideration of risks - it is 
common in Scrum for developers to prioritize features in the product and sprint 
backlogs based on technical risk - risks are still being managed implicitly. The risks 
that make a task risky are not typically identified, that is, the task is not examined to 
determine what risks are involved in that task. The risks themselves are not analyzed, 
only the tasks are. No mitigation strategies, beyond simply working on the riskier 
tasks first, are created. Risks are not tracked to determine if they are mitigated, if they 
are on track to be mitigated, if they have been mitigated already, or if they have 
actually become problems (also known as issues). All of these missing pieces are left 
to the members of the development teams to address on their own with no direction.  

4   The Need for Explicit Risk Management in Agile Processes  

Simply placing a higher priority on riskier tasks is not managing risk. The risky tasks 
get addressed, and hopefully completed sooner, than less risky tasks. However, 
without analyzing a risk, and even more so without identifying the right risks, it is 
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very difficult if not impossible to devise an appropriate plan for risk mitigation, 
tracking and control [13, 20].   

Agile processes do not typically include risk management phases or policies on 
when and how to identify, analyze and mitigate risk [16]. The inherent belief is that 
agile methods use empirical process control to continuously monitor how the project 
is going and that doing so minimizes risks in itself. Furthermore, agile models do not 
provide a guideline on roles and responsibilities within a team for risk management 
activities leaving it up to the team to do it collectively. From a risk planning 
perspective, mitigation must be preceded by explicit risk identification and analysis, 
or it would be very difficult to track whether a risk is being mitigated, if a new 
mitigation strategy should be used, or if the risk has been mitigated [9]. 

To explicitly address risks, teams should spend some amount of time identifying 
them. Once risks are identified, they should be analyzed and prioritized [5,9,18,19]. 
Mitigation strategies and triggers can then be devised and built into action plans. The 
mitigation strategies are prioritized with other tasks for an iteration, and the action 
plans can be used to track the progress of risk mitigation.  

At the end of each iteration, risks should be revisited and the action plans should be 
used to guide the team in next steps. Based on identification triggers, the team can 
decide if the current mitigation strategy is working, if a backup strategy should be put 
in place, if the risk has been mitigated, or if the risk has become a problem and the 
team needs to switch from prevention to damage control. Once these decisions are 
made, the results of the decisions can be fed into the planning phase of the next 
iteration. New risks are then identified, and tasks as parts of mitigation strategies can 
again be prioritized with other project-related tasks. This should be done continuously 
throughout the project.  

While agile processes do address risk, doing so in an implicit way is dangerous. 
Implicit management of risks is a reasonable start, but it leaves much room for 
improvement. Managing risks explicitly, but with techniques that stay true to the 
spirit of agility, is a necessary next step to improve risk management in agile 
processes and increase the probability of successful projects.  

5   Team DaVinci Risk Management Framework  

Team DaVinci borrowed methodologies, 
tools, and techniques from the SEI to aid 
in risk management. They are presented 
here, along with how they were tailored 
to fit the needs of the project, to better 
understand the experiences that the team 
had with respect to managing the risks on 
their project. Since risk management was 
viewed as a continuous event, the team 
applied the SEI’s Risk Management 
Paradigm [20] and, with it, the phases 
presented in figure 1.  

The steps of identification, analysis, mitigation, tracking and control occurred 
continuously and run concurrently - e.g., as new risks were identified and analyzed, 

Fig. 1. The SEI Risk Management Paradigm 
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other risks are being mitigated and tracked - and iteratively - e.g., one mitigation plan 
might yield new risks.  

Communication is central to this risk management paradigm. Therefore, team 
members were encouraged to communicate the risk status to project (clients, faculty, 
and team members) during status and review meetings. The information that was 
shared included a current picture of the risks faced by the team, their status, and what 
was being done to help mitigate them.  

6   Experiences with Explicit Risk Management and Agile 
Processes  

The DaVinci team, as mentioned earlier, followed Scrum for their software 
development process and thus started out managing risks implicitly. The team felt 
early on that risk management should be addressed more explicitly than prescribed by 
Scrum, based on recommendations from CMU faculty, team mentors, and material 
covered in courses as part of the MSE curriculum.  The team started managing risks 
more explicitly by creating a risk manager role.  The person filling this role was 
responsible for helping the team identify and document risks. However, no tasks  
were defined for these activities at this point. Tasks for mitigation strategies were  
not defined either. Risks were identified through informal, and un-facilitated, 
brainstorming sessions. The captured risks were placed in an excel spreadsheet and 
the risk manager was responsible for prioritizing the risks based on their expected 
impacts and timeframes. A general risk mitigation task was included in iteration 
planning sessions for prioritization with other project tasks. This was not an effective 
approach. It was difficult for team members to understand what the mitigation task 
involved and how it supported the project. As a result, the task either did not receive a 
high enough priority rating to make it into an iteration plan, or it was the most likely 
task to be dropped if problems were encountered in other tasks. After a couple of 
 

 

Fig. 2. Small-Team Software Risk Evaluation Process 
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iterations, the team realized a change in their risk management approach was 
required. This realization was fueled by several iterations that passed without 
mitigating a single risk. As a result, the team decided to elicit the help from risk 
management experts at Carnegie Mellon University and the SEI. Ray Williams from 
the SEI, and Gil Taran, from Carnegie Mellon University, were brought in to facilitate 
a small team software risk evaluation (see figure 2), a condensed version of the SEI’s 
taxonomy based SRE method [19]. The goal of this evaluation was to identify and 
analyze those risks that might stop the team from reaching project success. 

Using a technique called the Threshold of Success (ToS), the team was able to 
define a set of minimum objectives that needed to be met by projects’ end for it to be 
called a success and against which those risks were identified. The result of this half-
day evaluation involving all team members was a prioritized list of twenty risks 
formulated in a condition-consequence form as suggested by Gluch [11]. These risks 
were documented on the team’s Wiki to allow for easy access for viewing and 
frequent updates. The final process the team followed and the way the risk 
management steps mapped to Scrum is depicted in figure 3. 

  

Fig. 3. Mapping Risk Management activities to Scrum Activities 

The risk manager then documented the components of the risks - source(s), 
condition, consequence, impact, timeframe, and probability (see figure 4) - to 
facilitate the creation of action plans and mitigation strategies. The risk manager then 
worked with other team members to identify mitigation strategies that might lower the 
probability, reduce the impact, eliminate the source or consequences or, extend the 
time frame in which the risk needed to be addressed. Those team members involved 
(the risk manager, the team lead, and one distant team member) compiled a list of 
mitigation strategies for the top five risks.   
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Fig. 4. Identifying the 6 considerations for risk mitigation 

The mitigation strategies for each of the top 5 risks were then prioritized based on 
cost and the component of the risk that the strategy targeted (i.e., it is generally more 
beneficial to mitigate the source of a risk than the condition). The top two mitigation 
strategies for each of the top 5 risks were put into an action plan (figure 5 shows an 
example action plan) that also included triggers and timeframes for evaluating the 
mitigation strategies or re-evaluating the risk.  

During iteration planning, the primary mitigation strategies (one for each of the top 5 
risks) were included in the sprint backlog for prioritization. This sometimes required 
multiple tasks per mitigation strategy. The reason for multiple tasks was to break up the 
amount of work required to mitigate a risk such that a portion of a mitigation strategy 

could be performed in one iteration 
and additional portions could be 
completed in following iterations. 
This made it more likely for 
mitigation strategy tasks to be inclu-
ded in an iteration since they could 
be completed in small chunks. If a 
mitigation strategy was compli-
cated and required a significant 
amount of time, it might be con-
sidered as too much effort for a 
single sprint because it could take 
too much time away from other 
aspects of the project that were 
required to show progress to the cus-
tomers. At the end of each iteration, 
the team reviewed the triggers for 
risks that had timeframes associated 
with the end of the current sprint. If 
a trigger was triggered, then the 
team would take the appropriate 
next steps, such as moving to a 
backup strategy or closing the risk 
because the trigger indicated that the 
risk was mitigated. 

 
Fig. 5. An Example of an Action Plan 
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Once risks were mitigated, the top 5 risk list was updated. Also at the end of each 
iteration, the team would spend 10 to 15 minutes in the iteration review meeting 
discussing any changes in risks or any new risks that any team member had identified 
during the iteration. The risk list would be updated accordingly, and the risk manager 
would facilitate a quick re-prioritization of the list. If the top 5 risks changed resulting 
in risks in the top 5 that did not have defined action plans, then the team would 
allocate time in the coming iteration to devise the mitigation strategies for the new 
risks and define the action plans. This was a slight drawback. With this method it 
would be possible to identify a new risk that was critical and should be mitigated 
immediately, but the mitigation of the risk would have to wait until the following 
iteration. The current iteration would be used to define the mitigation tasks that could 
then be prioritized during the planning of the following iteration.  

The adjustment to a more explicit risk management approach had significant 
benefits over the team’s initial approach. The team was able to track their progress 
with risks. The triggers allowed the team to track the effectiveness of mitigation 
strategies. The updated top 5 risk list allowed the team to track which risks had been 
mitigated and where the team should be focusing their mitigation efforts at any given 
point in time. It was clear to the team that the new, more explicit, risk management 
approach was working because the team could see progress. On more than one 
occasion, the team switched from a primary mitigation strategy to a backup strategy.  
Additionally, prior to using the explicit approach, no risks were mitigated. After the 
change, the team effectively mitigated several risks. 

7   Lessons Learned  

Through the course of the DaVinci team’s project, the team tried multiple techniques 
and constantly focused on process improvement through periodic reflections. These 
reflections and ongoing discussions with the MSE faculty supervising the project led 
to multiple insights with respect to the teams use of explicit risk management within 
the project. Following are some of these lessons in the form of both ”Do” and ”Don’t” 
recommendations.  

7.1   Risk Manager Role  

The assignment of a risk manager role is important to ensure that risk management 
continues to get attention from the team. Someone needs to be a “risk champion,” the 
person responsible for ensuring any necessary documentation is up to date, make sure 
that mitigation strategies are revisited at the end of each sprint, and ensure new time is 
spent identifying new risks. This role can easily be rotated between team members 
and these rotations should occur between iterations.  

7.2   Wiki  

To effectively manage risks, some documentation is required. It is necessary to 
document the current top risk item list, risk priorities, and their respective mitigation 
strategies. These documents need to be readily accessible to the whole team, and they 
need to be easy to modify. Risk documents can change frequently. A wiki works 
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exceptionally well for risk management documentation. All members of a team can 
easily view and modify the documents, and most wikis also provide version control so 
that changes in the documents can be easily tracked.  

7.3   Small Team Software Risk Evaluation  

The SEI’s SRE is a useful tool for identifying risks, but in its original form, is very 
time intensive and resource expensive. The use of the small team software risk 
evaluation (to a certain extent - a mini version of the longer SRE) is a great way to get 
risk management off the ground and establish an initial risk list for the project. 
However, multiple small team risk evaluations are likely to be too expensive to 
justify. All risk identification after the initial risk list is generated can be done less 
formally during iteration review meetings with the team going around and identifying 
new risks in a short brainstorming session. 

7.4   Mitigation Tasks in Sprint Backlog  

In order to integrate risk mitigation activities into an agile project, mitigation 
strategies need to be added to task lists. In Scrum, this is the product or sprint 
backlog. If mitigation strategies are not included as part of the tasks, they will not be 
prioritized with other tasks, will likely be looked at as simply overhead, and may be 
ignored or not given enough attention.  

7.5   Multiple Tasks Per Mitigation Strategy  

Mitigation strategies should be broken into a set of tasks that need to be completed.  
These tasks can be added to the list of tasks that need to be prioritized for an iteration. 
This allows for complicated mitigation strategies to be completed over the course of 
multiple iterations rather than depriving other aspects of the project while the risk is 
mitigated. This also allows for finer grained risk mitigation tracking through the 
tracking mechanisms already put in place for iteration tasks.  

7.6   Mitigation Trigger  

It is important to understand when a risk is mitigated so that efforts to mitigate  
the risk can be stopped. Many risks are clearly mitigated when certain tasks from the 
mitigation strategy are completed. Other risks require reoccurring tasks as part of the 
mitigation strategy. Risk triggers indicate to the team whether or not the existing 
efforts are effective. A trigger defines a specific event that may occur in the future. 
The trigger also defines what actions need to take place if the event occurs. Possible 
actions include closing the risk because it has been mitigated, or reexamine the risk 
and other possible mitigation strategies because the current strategy is not effective.  

7.7   Mid-Iteration Triggers  

Setting up triggers to be evaluated during the course of an iteration causes problems 
when a trigger is activated that requires action. Most agile processes talk about a 
frozen list of tasks during an iteration to protect the team from change during that 
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short period of time. If triggers are evaluated in the middle of iterations, it may be the 
case that the team needs to switch to a back-up mitigation strategy in the middle of 
the iteration. Switching to a back-up strategy would require removing remaining tasks 
of the primary strategy from the task list and adding the tasks of the back-up to the 
task list. This goes against the flow of agile and can throw off the goals set during 
iteration planning. Amore appropriate way is to define all triggers such that they are 
reviewed at the end of an iteration, during the iteration review. This way, adjustments 
can be planned accordingly in the iteration planning that follows the iteration review. 

7.8   Multi-voting  

There are multiple ways to prioritize and reprioritize risk items. Team DaVinci found 
that the use of the multi-voting technique [9] was particularly effective in that the 
process was quick, easy to follow and included the opinions of all the team  members 
within the prioritization effort. The swiftness allowed for the reprioritization of risks 
to be easily added as another activity into the regular Sprint planning meetings. The 
participation of all team members helped to ensure buy-in for the risk management 
activities and for the inclusion of mitigation strategy tasks in the teams sprint 
backlogs. 

7.9   Mitigation Strategies for New Risks  

When new risks are identified, mitigation strategies need to be formulated for the 
risks before anyone can start mitigating risks. Team DaVinci would identify new risks 
during sprint review meetings and plan for mitigation tasks during sprint planning 
meetings (see figure 1). If new risks were identified during a review meeting, a task to 
define the mitigation strategies was included in the planning of the following sprint. 
This is problematic if there is a critical risk that is identified. The next iteration would 
only include the task of identifying appropriate mitigations for this new risk but no 
tasks for implementing a strategy. The tasks to mitigate the risk would not occur until 
the following sprint. One recommendation would be to include a chunk of effort 
(roughly estimated) in the planning for the next sprint to be used for actual mitigation 
of the new critical risk in addition to determining appropriate mitigation strategies for 
that risk.   

8   Conclusion  

Agile processes inherently address risk in an implicit fashion. While addressing 
project risks implicitly is better than not addressing them at all, implicit risk 
management leaves much room for improvement. It lacks the ability to truly 
understand the risks a project is facing. Without this understanding, risks can not be 
effectively mitigated.  

Explicitly engaging in risk management on agile projects involves extra time and 
structure seemingly defeating the ‘agile’ nature of the work.  However, we have 
shown several options for integrating explicit risk management activities into tasks 
that already exist in most agile processes. This affords us the countless advantages to 
being formal when addressing risks, even in an agile setting. Specifically, explicit risk 
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management allows for risks to be clearly identified and analyzed, and therefore 
directly targeted. Explicit risk management calls for mitigation strategies to be 
devised and mitigation tasks to be planned accordingly. Explicit risk management 
also provides mechanisms to track these strategies so as to determine if the they are 
effective and if the risks are being mitigated.  

Explicit risk management can be incorporated into agile processes. Lightweight 
version of risk evaluation and identification techniques exist that are appropriate for 
small teams working with short iterations. The activities involved in continuous risk 
management (identification, analysis, planning, tracking, and control [5,8,9,15,19,20]) 
can be integrated into agile processes. The activities fit naturally in the iteration 
reviews, iteration planning, and iteration tasks.  

Agile processes claim to be risk driven, but relying solely on their implicit style of 
risk management neglects important aspects of risk management. Any project using 
an agile process should seriously consider the value of adding explicit risk 
management techniques. 
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Abstract. This paper presents Agile Planner for Digital Tabletops (APDT) as a 
tool that facilitates agile planning meetings using large horizontal displays. 
Utilizing APDT on a reasonably sized digital tabletop allows collaborators to 
create, edit, move, rotate, toss and delete index cards just like they would do with 
paper artifacts. APDT provides a multimodal input system that supports gesture-, 
handwriting- and speech recognition as alternative input methodologies to 
conventional mouse and keyboard input. 

Keywords: Agile planning, collaboration, digital tabletop, horizontal display, 
surface computing. 

1   Introduction 

In iterative software development models, planning meetings are a main venue where 
the customer conveys his needs and requirements to software developers. In agile 
planning meetings, index cards, so called story cards, are traditionally used to arrange 
tasks and feature requests into iterations. After filling in the required information, 
story cards are spread on a tabletop surface to allow for knowledge sharing among the 
attendees while they collaboratively discuss and organize the next iterations/release. 
Story cards may also be grouped into piles to indicate what tasks are to be 
accomplished in which iterations. Moving a story card from one position to another 
on the table surface for grouping or prioritizing purposes is a very common practice. 
Because of the setting of the meeting around the tabletop, reorienting story cards to 
make them easier to read for collaborators on the other side of the table is a common 
practice. Other story card related activities include modifying contents, passing the 
story card from one participant to another and trashing dispensable story cards. Most 
tools and commercial products focus on delivering the functionalities that are very 
likely to be needed in a planning meeting, but introduce a gap between what the 
traditional practice is and how the agile team needs to interact with such tools. For 
instance, the visualization of index cards as information holders is overlooked in 
many planning tools. The tool we present in this paper was specifically designed for 
use on digital tabletops to address usability and practicality issues found in other 
tools.  
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2   Agile Planner for Digital Tabletops (APDT) 

The digital surface we used in our project, shown in Fig. 1, is 210 cm X 120 cm with 
a resolution of approximately 10 mega-pixels. APDT was specifically developed for 
use on such a large horizontal display. APDT’s ultimate goal is to make interaction 
with the planning objects feel as close to interacting with real paper cards as possible, 
and enhance this planning meeting by utilizing advantageous features of electronic 
devices. APDT allows for a multimodal interaction with the digital tabletop. That is, 
besides being able to use traditional input devices like mice and keyboards, users can 
use finger tips, electronic markers and even their voices to interact with the tabletop. 
The tool allows for unrestricted 360° rotation and movement of index cards. Using the 
RNT algorithm [1] implemented for APDT, users can manipulate the location and 
orientation of artifacts in the workspace in one fluid motion. Moreover, a tossing 
function allows for ‘throwing’ objects across the table to meet participants that are out 
of physical reach. The size of the table and the varying positions of the different users 
results in ordinary interfaces like menus or toolbars to be inconvenient. To create an 
orientation-independent environment, gesturing was implemented for creation, 
deletion and organization of planning objects. For instance, using a gesture for 
creation, story cards appear properly oriented towards their creator. 

 

Fig. 1. The digital tabletop in our lab 

Unlike some previously discussed tools that depend on external devices to feed 
recognized handwriting as input to the tabletop, APDT integrates handwriting 
recognition functionality directly into the table-interaction. The original handwriting 
and the recognized text are both displayed and can be edited afterwards. APDT also 
supports voice commands as an alternative channel for user input without the need to 
touch the tabletop surface.  
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1   Introduction 

In this paper we use a cut down systematic literature review to investigate the role of 
trust in agile methods. Our main motivation is to investigate the impact of the 
enhanced role of developers in agile methods. It is important to investigate the role of 
trust in agile methods because according to the agile manifesto the role of individual 
developers is central in an agile team: “Individuals and Interactions over processes 
and tools” and “Build projects around motivated individuals. Give them the 
environment and support they need, and trust them to get the job done” [1]. This 
suggests that managers must trust their staff to make decisions. The most direct forum 
for trust in agile projects is in the daily stand-up meeting. Project managers must trust 
that what developers say in the standup they are going to achieve during the day is 
what they actually achieve. In this paper we investigate the role trust plays in agile 
methods.  

We report our systematic literature review to identify the role of trust in agile 
methods as reported in previously published studies. Full systematic literature reviews 
are very resource and time intensive. Consequently we have adapted Kitchenham’s 
[2] guidelines to fit the time and resources we have available. This approach will 
allow us to generate the answers to our research questions based on a systematic 
analysis of previous published work in the area.  

This paper is divided into five sections. The first section defines agile methods. 
The second section defines trust, explains the types of trust and describes how trust 
can be maintained. The third section describes how we carried out a systematic 
literature review. The fourth section presents results from our systematic literature 
review and the final section discusses our results and identifies future work.  

2   Agile Methods 

Agile software development challenges traditional software development methods. 
Rapidly changing environments characterized by evolving requirements and tight 
schedules require software developers to take an agile approach [3]. According to 
agile manifesto the key principles of agile methods are individuals and interactions 
over processes and tools, working software over comprehensive documentation, 
customer collaboration over contract negotiation, and responding to change over 
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following a plan. However one of the most important shifts in adopting an agile 
approach is the central focus given to people in the process. This is exemplified by the 
independence afforded to developers about the development work they do.  Developer 
independence is usually structured within daily stand-up meetings. During stand-up 
meeting developers must say what they are going to achieve that day. We suggest that 
there must be an element of trust in ‘believing’ that developers will achieve what they 
say in the stand-up they will achieve. In this paper we investigate what role trust plays 
in agile teams by addressing the following research question: RG: What role does 
trust play in agile teams? 

3   Trust 

According to Jinwei and Fox [4]:  

“Trust is the psychological state in which the trustor believes that the trustee behaves 
as expected in a specific context, based on evidence of the trustee’s competence and 
goodwill; the trustor is willing to be vulnerable to that belief.”  

In this paper the trustor and trustee are the developers and project managers in a 
team and the competence is the capability of the developer to do the development 
work announced at the stand-up and goodwill is the good intention of the developer to 
do that development work. Trust is context-specific which means that if A trusts B to 
do C this doesn’t means that A trusts B to do D. Our analysis of the trust literature 
suggests that the types of generic trust that can affect agile methods are interpersonal 
trust, relational trust, and system trust, trust in behaviour and trust in belief [4]. While 
the factors that maintain trust in agile methods are honesty, communication, cultural 
understanding, personal relationships, working together, performance and capability 
[5]. We will use these trust types and factors to analyse the importance of trust in 
agile methods. 

4   Systematic Literature Reviews 

Systematic literature reviews (SLR) are fairly new to software engineering but are 
long established in disciplines such as medical research. Systematic literature reviews 
are a method for analyzing all of the evidence addressing a particular research 
question. The outcome of a  SLR is a landscape of evidence on a particular issues. 
Barbara Kitchenham recently introduced SLR’s to software engineering [2].  

In this cut down SLR we used only the IEEE Xplore search engine to identify 
papers. We searched for paper from 2000-2007. The searches were done in July and 
August 2007. We used the following search terms in our searches: 

1. (Agile or XP) and (trust, developer, engineer, people, stand-up) 
2. (Developer or Engineer) and Trust 

These search terms retrieved 217 papers which we analyse in the next section. 
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5   Results 

When we read the 217 papers only 11 papers are directly relevant to our research 
question. These papers discuss agile software development, the people factor and how 
successful teams can make an effect on eXtreme Programming. Further, 12 papers are 
indirectly relevant discusses different distributed projects, communication in these 
projects, and eXtreme Programming implementation in different university courses. 
The remaining 194 papers have been discarded as not relevant, as most papers are 
discussing trust related to network and security while other papers are discussing agile 
software development methods in software engineering field.  

Overall our results shows that 188 of papers reported in the literature are 
experienced based while only 29 of papers is empirical as they contains all cases 
where data has been gathered either in qualitative or in quantitative forms. Division of 
results in these two forms will help us analyzing the material related to research 
question. Furthermore about 46 of articles are from the USA, while 171 are from rest 
of world. These demographics probably indicate cultural bias in the experiences and 
studies published.  

6   Discussion 

One of the key findings identified in this SLR is that rules are highly related to trust in 
development teams.  If there is no trust between people then there are likely to be 
more rules.  Empirical studies carried out by Sharp and Robinson [6] discusses the 
importance of trust in agile methods.  

According to paper relative analysis between agile software development and war 
fighting written by Adolph [7]: 

“… people who do not trust one another will end up cooperating only under a 
system of formal rules and regulations, which have to be negotiated, agreed to, 
litigated, and enforced, sometimes by coercive means. This legal apparatus, serving 
as a substitute for trust, entails what economists call “transaction costs”[7].   

This finding raises issues such as: What type of rules will be agreed between 
people if there is no trust? How will these rules are implemented? And if these rules 
are not followed what will be the penalties? And who will enforce these penalties? All 
these questions make it clear that in the absence of trust, processes become complex.  

It is clear that the importance of trust cannot be neglected. Without trust the 
development and implementation of rules is costly, complex and time consuming. All 
these factors increase the importance of trust in software development—especially in 
Agile Methods.  

7   Conclusion 

Our systematic literature review does not provide a comprehensive answer to the 
research question. This suggests that insufficient previous research has been published 
on the impact of trust in agile teams. Future research on this topic is important and 
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could help increase the effectiveness of agile methods and also improve the quality of 
products developed using agile methods. 
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Abstract. Many reports highlight the advantages of using an agile approach to 
software development.  However, as each case is different it is necessary to use 
practices that suit the particular situation under investigation. This paper reports 
on how agile practices, largely drawn from eXtreme Programming (XP), were 
used by Stiona Software for the development of their internet-based financial 
product Fusion Accounts.  
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1   Introduction 

The goal of Stiona’s Fusion Accounts project was to develop a collaborative web-
based accounting application to allow both accountants and their clients to work on 
the same accounts at the same time from anywhere.  The Software As A Service 
(SaaS) model was used, allowing customers to rent part of the product rather than 
buying the whole. Development began in September 2006 with one dedicated 
developer. Others were expected to contribute as needed or as opportunities arose.  A 
senior member took the role of product owner liaising with key potential customers 
while other members of the team included a marketing specialist and a tester.  

A particular challenge, or perhaps opportunity, was the relationship with the 
customer base.  It was hoped that in addition to existing customers changing from 
using traditional accounting packages, it would be possible to recruit new ones at an 
early stage of development.  Frustrated by previous plan-driven experience, it was 
decided to follow an agile approach influenced by XP [1].   

2   Introduction of Agile Practices 

The agile practices that were adopted are now described.  

Work Area: the development office was organized so that the team was located in the 
same area with workstations organized around three whiteboards.  At various stages 
the information displayed changed to reflect development focus. For example, 
relevant screenshots would be displayed on one board with another used to perform 
use case analysis.  Off-site members were kept up-to-date with a shared spreadsheet 
and communicated through a wiki and by skype, sharing emerging requirements. 



 Agile Practices in a Product Development Organization 209 

Real Customer Involvement: The product owner was in continuous contact with an 
accountant with a large client base.  Other potential customers were also engaged.  
From an early stage, although in a separate office, an accounts clerk was contactable.  
However, this contribution was enhanced significantly when the clerk relocated to 
join the team, using a live version of the product.     

Incremental Development and Deployment: Weekly meetings allowed progress 
updates, identification of impediments, requirements brainstorming and integration of 
emerging concerns.  Through feedback, invoicing was chosen as the highest priority.  
In short cycles, (one or two weeks) fully functioning and tested software was 
produced and made available for demonstration. 

Common Ownership: All members had access to the requirements list and source 
code allowing requirements to be added at weekly meetings or as they emerged. 

Negotiable Scope: The sales approach taken here was to recruit major clients with 
their customers in turn becoming Stiona customers.  In both cases contracts were 
agreed on a short-term basis with an emphasis on the customer renting software rather 
than purchasing it.  Later, customers can select from a larger package.  This allowed 
the implementation of the highest priority needs first. 

Testing:  A dedicated tester participated two days per week.  There was also customer 
testing by major clients while on-site clerks provided daily feedback.  The first 
official release was available for pilot testing with a doctor’s surgery in May.   

Two significant factors enabled the introduction of these practices were the 
technology used and the ability of the team.  Development was mainly in .NET 2.0 
and AJAX, with specialist software used to create the interface.  Tests were 
documented in NUnit.  SQL Compare was used to compare development and test 
databases. Northern Ireland government standards for financial software were 
followed.  Issue Tracker was used for sharing and tracking requirements and errors. 

3   Conclusion 

These practices helped “satisfy the customer through early and continuous delivery of 
valuable software”.  A suitable work environment, supported by various customer 
input, helped to realize the SaaS model.  Reflecting their initial progress, “Fusion 
Accounts” was short listed for the national British Telecom Inspired IT Awards 2007.  
A particular challenge that now arises is to support a live product while developing 
new software.  Ways of supporting this are being investigated including the provision 
of customer support through wikis.  The work described in this experience report was 
supported by the Fusion programme funded by InterTradeIreland. 
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Abstract. Initially System Metaphor was included as one of twelve practices of 
Extreme Programming (XP) to facilitate participants’ common understanding 
and description of the problem under consideration. However, the practice was 
removed in the second version of XP as practitioners found it difficult to 
understand, devise and link it to implementation activities. This poster describes 
how a metaphor can be constructed and linked to development by using 
practices associated with Soft Systems Methodology (SSM). Initial, positive, 
feedback from an educational exercise is presented. 
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1   Introduction 

XP evolved from a fixed set of twelve practices now described as a “process of 
experimentation and improvement” [1]. Despite its removal as an explicit XP practice 
this poster describes how describing a metaphor and linking it to development provides 
benefit. Here, parts of SSM [2], a well-proven method for analyzing problems including 
the development of software is combined with XP. Traditionally, SSM has been 
described as a seven-stage process. Problem situations are usually captured diagram-
matically as rich pictures. Although subjective, with no rules defined for drawing them, 
they help achieve a shared understanding of a situation among interested parties. Models 
of ‘relevant systems’ are then developed, based on that knowledge and are expressed as 
root definitions and conceptual models. A root definition is a short textual statement that 
defines the important elements of the ‘relevant system’ providing a particular perspec-
tive on the system under investigation. A conceptual model is derived from the root 
definition by identifying the activities present or implied and their inter-relationship. 
These models provide a basis for further debate on the activities involved. Next, change 
recommendations are derived from the results and action to improve the situation 
undertaken is recommended.  

This approach used rich picture analysis to build a metaphor and then detailed exami-
nation to develop a conceptual model. The activities of this model were then used to 
create user stories.  
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2   Evaluation 

An evaluation study was conducted with two final year groups of Degree students. All 
had previous knowledge of agile methods, particularly XP, and were introduced to 
SSM and the combined approach. One team used only XP and the other SSM-XP.  
Both had access to a customer throughout development. In the first SSM-XP session 
the customer outlined the problem.  After a discussion, drawing of a rich picture was 
facilitated and the various issues raised were easily and quickly clarified by the 
customer.  This session was interactive with members offering suggestions, raising 
questions and amending the diagram.  Finally, the rich picture was photographed and 
transcribed. Thus, the metaphor was created. The main challenge appeared to be 
reaching agreement on the problem rather than drawing the diagram. As the 
conceptual model developed more focused discussion took place.  Essentially, one or 
two related activities formed an XP release.  User stories were agreed and estimated 
facilitating the link between metaphor and development.  Project scope was not a 
difficulty at this stage—a problem that did arise for the XP team.  In subsequent 
sessions the team used the recorded pictures to recall objectives and stay focused.  

The SSM-XP team implemented more user stories which seemed to be of higher 
quality. Also, despite extra initial effort, after five sessions they reached the same stage 
as the XP team. Feedback indicated that the Rich Picture was “very helpful” and 
“effective” in understanding the problem. The conceptual model helped “prioritize the 
requirements” from the Rich Picture and helped “clarify stories” for implementation. 

3   Conclusion 

This poster has proposed that there is still benefit in developing a metaphor for XP as 
originally indicated.  The new version of XP allows inclusion of other practices so 
there is no reason why metaphor should not be implemented.  The key is to provide 
guidance on how one can be constructed and linked to development.  This has been 
achieved through the combination of parts of SSM with XP.  Student exercises, 
although limited, have provided positive feedback indicating that this combination is 
beneficial without detracting from the overall development time.  Our future work 
includes the examination and development of tools to build a metaphor while 
enabling communication within a distributed team. 
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Cisco Systems, Inc. (Nasdaq:CSCO) is the worldwide leader in networking for the 
Internet. Inside Cisco's Development Organization, the Network Management 
Technology Group (NTMG) is the group responsible for developing and delivering 
Network Management software for Cisco devices. The Converged Management 
Platform (CMP) Development Group within NMTG is building the Next Generation 
Network Management software called Active Network Abstraction (ANA), a 
platform which is aimed at converging numerous network management applications 
into a single platform, leveraging the capabilities of scale and distribution, and 
allowing the benefits of advanced technologies and a uniform interface. In this report 
we tell the story of a transition to agile software development in the Active Network 
Abstraction (ANA) project, including lessons learned. 

The process of transition to agile software development [2,4] was composed of two 
main phases: The first-team phase in which one team (consisting of eight developers 
and two testers) developed two releases working according to the agile approach, and 
the scale phase, in which two additional teams working on the same project made the 
transition to agile. In what follows we focus on the first-team phase.  

The agile room. The team moved into a large meeting room with a large meeting 
table. Working in a single room with developers, testers, a manager and a customer 
(the project architect as a proxy customer) enabled communication and collaboration 
they had never dreamed of. The main challenge of working in the agile room was 
controlling the noise level. The team focused on small improvements that could be 
made to ease the noise e.g., all cellular phones were put on vibrate; personal 
conversations, arguments and phone calls were taken outside the room; soft 
background music was played; a role to enforce noise rules was instated. The walls in 
the agile room symbolized the evolvement of the agile team as they were slowly filled 
up with a variety of measurements, post it notes displaying the iteration story status, 
quotes of the day and work procedures, for example: the Test Driven Development 
(TDD) [1] cycle, the continuous integration process and design diagrams. The team 
worked in mixed pairs during agile hours between 10:00-16:00. 

Agile roles. The team members were encouraged from the beginning of the release to 
take on individual roles [3]. These roles included for example: the methodologist who 
was the process protector; the tracker who was responsible for all measurements; the 
integrator who was responsible for the continuous integration process which included 
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a continuous integration machine and a traffic light which signaled the build status; 
the tester who was responsible for forming an acceptance test framework, and 
defining the methodology of acceptance and unit testing.  Acceptance tests were 
written for each story and were defined by the customer. TDD was initially practiced 
by the team members, but was a disappointment as it was abandoned early on. 

The Agile Business Day. The team held a Business Day at the end of each 2-week 
iteration. The schedule of this day included a demo to the customer of the stories 
completed during the iteration, customer feedback, measurement analysis, reflection, 
and planning for the next iteration.  

The Demos: The team focused on showing visible, time-boxed demos to the 
customer. The demos were initially long but gradually became more efficient. 

The measurements: The team initially began with tracking a single measurement 
which was a variation of the well known burndown chart. As the team and process 
evolved, additional measurements came up as needed by the team, for example, a 
team satisfaction measurement, average team overtime (hours worked on stories 
outside agile hours) and manager/customer presence time in the agile rooms. Most 
measurements were brought up by teammates and were measured in order to deal 
with problematic situations the team was facing: not working at a sustainable pace 
and the customer not being present to answer questions during the iteration. 

The reflections: Reflections [2] were held frequently and were a very significant part 
of the transition to agile as they were a tool for continuous improvement. Reflections 
were held either on topics that were determined ahead of time, for example, how do 
the testers and developers work together as one team, or on spontaneous topics 
brought up during the reflection.  

The planning process: During the planning process the customer would present the 
stories for the next iteration, the team would break down the stories into tasks and 
estimate the tasks. The team tried several methods of estimations including estimating 
tasks in hours, in buckets (small, medium or large) which team members complained 
was not accurate, estimating in relative units and using planning poker. Currently, the 
team is estimating in days but still using the planning poker technique. 

Outcomes: The first agile team phase was found to be a success at Cisco. Not only 
did team members feel the quality of the product was higher, but the team was 
consistently delivering at the end of each iteration. The great support of the 
management played a big factor in the success of the agile experiment. There were 
some topics that the team struggled with throughout the release e.g., the issue of ‘agile 
hours’ was questioned and some motivation issues were found among more 
experienced engineers.  

The experience and lessons learned described during the transition to agile are used 
today for the in-progress scale phase in the project. Emphasis is put on the 
mechanisms to control the process of multiple teams e.g., working procedures, 
common measurements and derived policies.  
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Importance of quality software is increasing leading to development of sophisticated 
techniques for exploring data sets, which can be used in constructing models for 
predicting quality attributes. There have been few empirical studies evaluating the 
impact of object-oriented metrics on software quality and constructing models that 
utilize them in predicting quality attributes of the system. Most of these predicted 
models are built using statistical techniques. Most of these prediction models are built 
using statistical techniques. ANN have seen an explosion of interest over the years, 
and are being successfully applied across a range of  problem domains, in areas as 
diverse as finance, medicine, engineering, geology and physics. Indeed, anywhere that 
there are problems of prediction, classification or control, neural networks are being 
introduced. ANN can be used as a predictive model because it is very sophisticated 
modeling techniques capable of modeling complex functions. 

Khoshgoftaar et al. presented a case study of real time avionics software to predict 
the testability of each module from static measurements of source code. They found 
that ANN is a promising technique for building predictive models, because they are 
able to model nonlinear relationships. The LR and ANN approaches are inherently 
different, raising the question whether one approach has better performance than the 
other. To investigate this question, the performance of LR and ANN methods was 
compared in the study for predicting software fault proneness. The goal of this paper 
is to empirically compare regression and machine learning technique to assess 
software quality. The binary dependent variable in our study is fault proneness.  Fault 
proneness is defined as the probability of fault detection in a class.  The study used 
data collected from public domain NASA data set. We find the effect of software 
metric on fault proneness. The fault proneness models were predicted using logistic 
regression and decision tree methods. The performance of the two methods was 
compared by Receiver Operating Characteristic (ROC) analysis. Most of these 
prediction models are built using statistical techniques.  

The study is divided into following parts:  

(i) Software fault proneness model is constructed using multivariate analysis 
to predict fault proneness of classes using LR and ANN technique. 

(ii) The performance of the models is evaluated using ROC analysis. 
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The predicted model shows that metrics are related to fault proneness. The network 
used in this work belongs to Multilayer Feed Forward networks and is referred to as 
M-H-Q network with M source nodes, H nodes in hidden layer and Q nodes in the 
output layer. The input nodes are connected to every node of the hidden layer but are 
not directly connected to the output node. Thus the network does not have any lateral 
or shortcut connection. Figure 1 presents structure of ANN used in this study. 

ANN repetitively adjusts different weights so that the difference between desired 
output from the network and actual output from ANN is minimized. The network 
learns by finding a vector of connection weights that minimizes the sum of squared 
errors on the training data set. The summary of ANN used in this study is shown in 
Table 3. The ANN was trained by standard error back propagation algorithm at a 
learning rate of 0.005, having the minimum square error as the training stopping 
criterion.  

The input layer has one unit for each input variable. Each input value in the data 
set is normalized within the interval [0, 1] using min-max normalization. Given an n 
by m matrix of multivariate data, Principal component analysis [] can reduce the 
number of columns. We performed Principal component analysis on the input metrics 
to produce domain metrics []. In our study n represents the number of classes for 
which OO metrics have been collected. Using Principal component analysis, the n by 
m matrix is reduced to n by p matrix (where p<m).  

We use one hidden layer as what can be achieved in function approximation with 
more than one hidden layer can also be achieved by one hidden layer. There is one 
unit in the output layer. The output unit with value greater than a threshold (cutoff 
point) indicates the class selected by the network is fault prone otherwise it is not.  

The accuracy of models predicted is somewhat optimistic since the models are 
applied on same data set from which they are derived from. To predict accuracy of 
model it should be applied on different data sets thus we performed 10-cross 
validation of LR and ANN models. For the 10-cross validation, the classes were 
randomly divided into 10 equal parts of approximately. The models predict faulty 
classes with more than 70 percent accuracy. The areas under the ROC curves 0.78 and 
0.76 for the LR and ANN model, respectively. 

Based on these results, it is reasonable to claim that such a model could help for 
planning and executing testing by focusing resources on fault-prone parts of the 
design and code. This study confirms that construction of ANN is feasible, adaptable 
to systems, and useful in predicting fault prone classes. While research continues, 
practitioners and researchers may apply ANN method for constructing model to 
predict faulty classes.  

As in all empirical studies the relationship we established is valid only for certain 
population of systems. In this case, we can roughly characterize this population as 
“medium-sized systems.” 

From the design phase, one can make software measurements and then predict 
which classes will need extra attention during the remainder of development. This can 
help management focus resources on those classes that cause most of the problems. 
Also, if required, developers can reconsider design and thus take corrective actions. In 
order to draw strong conclusions, however, more replicated studies are needed.  

These design measurements can be used as quality benchmarks to assess and 
compare products, once one knows the metrics to be measured. More such studies can 
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provide quality benchmarks across organizations, whereas within an organization, 
quality benchmarks can be set comparing metric values with the existing operational 
good quality software. If deviation is found in the metric values further investigation 
to know the cause of deviation could be done. Thus, corrective actions could be taken 
before final delivery or future releases of the software. This is particularly important 
when systems are maintained over a long period and new versions are released 
regularly. 

More similar type of studies must be carried out with large data sets to get an 
accurate measure of performance outside the development population. In future we 
plan to replicate our study on large data sets and to validate OO design metrics across 
different fault severities. We plan to replicate our study to predict models based on 
machine learning algorithms such as genetic algorithms. We will also focus on cost 
benefit analysis of models that will help to determine whether a given fault proneness 
model would be economically viable. 
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Abstract. Multi-modal test execution allows execution of the same test against 
various layers of a software system, e.g. the GUI layer, the web service layer 
and the business logic layer. Multi-modal test execution helps with identifying 
the location of software bugs during debugging and maintenance as well as in 
tracking the progress of the development effort. This paper presents a method 
that effectively encodes multi-modal functional tests without creating large test 
maintenance overhead. Our approach extends the Fit table specification 
structure by multi-modal fixtures and presents the results of test execution in a 
way to help with debugging and progress reporting.  

Keywords: Executable Acceptance Testing, Test Driven Development, Func-
tional Specifications, Functional Testing, Validation Testing, Architectural 
Design Decisions, Multi-modal Test Execution. 

1   Introduction 

In Executable Acceptance Test Driven Development (EATDD) – also called story-
test driven development – software requirements are specified in form of executable 
acceptance tests or executable specifications. The purpose of acceptance testing is to 
give confidence to the customer that the functional specifications defined in the 
requirements are correctly implemented in the software product and to ensure high 
customer satisfaction through critical examination of the quality of the software 
through continuous regression testing.  

In an agile environment, acceptance tests are developed by a customer in 
collaboration with BAs, QAs and/or developers. The tests can be seen as a contract 
between the developers and the customer and it defines criteria for a finished product. In 
an EATDD environment, the acceptance tests play an important role throughout the 
software development cycle due to the ubiquity of their presence in all aspects of the 
development cycle. Everyone in the development team and all stakeholders are at least 
partially involved in either specifying, testing, implementing or communicating through 
acceptance tests at some point in their work. Acceptance tests are not just for customers, 
but an important communication tool for all stakeholders – users, customers, analysts, 
developers and testers – in the development project. 

Following the discussions at the Agile Alliance Functional Testing Tools Visioning 
Workshop as well as Andrea’s paper on envisioning the next functional testing tools [1], 
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this paper argues that the next generation of functional testing tools needs to be multi-
modal: tests need to be expressible in multiple formats to satisfy the requirements from 
different stakeholder groups and need to be executable against different layers of the 
software system. We call the first multi-modal test definition and the second multi-
modal test execution. 

2   Multi-modal Functional Test Execution 

There are two problems in regards to multi-modal functional testing. The purpose of 
multi-modal test execution (MMTE) is to provide one-to-many mapping between the 
test definition and the test executions: a single test is executed against different layers 
and/or components of the software system.  

A functional feature can appear in different layers of the software architecture or 
different components of the software. Rather than duplicating the acceptance test 
definition per appearance of the functionality or completely ignoring the multi-layer 
aspect of the software in the acceptance testing, the next generation of acceptance 
testing tools should acknowledge the need for MMTE and actively practice MMTE in 
all testing processes.  

It is important that non-developers are also aware of the MMTE result based. One 
of the benefits of having architectural information embedded in the acceptance tests 
through MMTE is quick feedback about the impact of system-wide architectural or 
business requirement changes that may occur during the development project. 
Resource allocation or feature negotiation is easier when all stakeholders are informed 
with more concrete evidence to base their decisions.  

MMTE can also play an important role in deriving requirements. Often customers 
may not be aware of exactly what they need, thus the requirements may be too vague. 
Having MMTE capability in the testing tool can help business analysts or testers to 
work with the customer to derive more detailed requirements in terms of multi-
layered system components or platforms.  

Based on the requirements and motivations provided above, we have implemented 
multi-modal test execution based on a popular executable acceptance testing tool 
called Fit.  

References 

1. Agile Alliance Functional Testing Tools Visioning Workshop (October 2007), 
  http://www.agilealliance.org/show/1938 

2. Gamma, E., Helm, R., Johnson, R., Vlissides, J.: Design Patterns: Elements of Reusable 
Object-Oriented Software. Addison-Wesley, Reading (1994) 



P. Abrahamsson et al. (Eds.): XP 2008, LNBIP 9, pp. 220–221, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Social Network Analysis of Communication in Open 
Source Projects 

Guido Porruvecchio, Selene Uras, and Roberta Quaresima 

Department of Electric and Electronic Engineering, University of Cagliari,  
Piazza d'Armi, 09123 Cagliari, Italy 

{guido.porruvecchio,s.uras,roberta.quaresima}@diee.unica.it 

Abstract. In agile methodologies communication is a fundamental value because 
understanding communicational practices keeps together all the different aspects 
that improve team performance. In Open Source (OS) teams communication is 
also important because of the nature of the communities. We present a study of 
Mailing Lists (MLs) of some of the most successful OS projects to analyse their 
communicational flow. We adopted Social Network Analysis (SNA) approach to 
quantitatively describe these communities and to evaluate the communicational 
practices. 

1   The Value of Communication in Open Source Teams 

In this work, we focus on one of the key values behind agile methodologies - 
communication, and on the quantitative study of communication in OS communities. 
We analyse these communities - and namely the interactions between developers and 
users - under the perspective of communicational patterns, as determined by social 
network analysis. Our analysis focuses on considering the interaction between 
developers and users as a network, and uses the quantitative indicators proposed by 
Freeman [2]. We previously found that the virtual place where developers meet users 
is the developers Mailing List [3] [1]. It is used to share information, to gather all 
users' needs and proposals, and to create a link between users and developers.  

2   Social Network Analysis 

SNA has been defined as a way to describe relationships among social entities, as 
well as the patterns and implications of these connections [4]. Adopting the SNA 
approach, the people are actors in contact with one another; to depict the network for 
each team, actors become nodes and each relationship between two of them is 
represented by a link. One of the most important aspects of SNA is the identification 
of the most central actors, that is, those who are particularly visible to other actors in 
the network, and who are able to maintain several relationships with them [2]. The 
chosen centrality indexes (degree, betweenness, closeness), by identifying the most 
central members in the networks, can help us to find a possible relationship between 
prominent members and OS projects’ success, quality and maturity. 
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3   The Social Network of Open Source Communities 

We chose the 70 most active projects as of December 2006 in Sourceforge, observing 
that not all the developers mailing lists were available. In fact, with respect to these 
projects, 30 did not even have a mailing list, and only 9 had a sufficiently active list. 
These projects, which we used for our research, are: Arianne, Gaim, Gallery, 
Geotools, Gimp-Print, Licq, MinGW, Miranda, Netatalk. We built a framework to 
extract key data from mailing list archives (for each mail: sender, subject, date and 
thread starter). The network representing the OS community was defined as follows: 
 

• nodes are the mail senders, in other words each community member who 
posted a message in a discussion thread 

• links are established between two members participating in the same thread. 
 

So two nodes are connected if both participated to the same thread. If a thread 
involved several members, the sub-network composed by them is fully connected. 
This network was analyzed extracting the three centrality measures previously 
mentioned, making possible to better describe interactions and communication flow 
among members of the MLs. We found the SNA indexes we used to describe the 
networks suited to individuate the most prominent actors in the communities. They 
display leadership behaviors and play a major role in team coordination, information 
management and sharing. The synthetic indicators of network features (the 
centralization indexes) can be used to characterize with a few parameters a network, 
easing to discriminate among various possible structures and flows of control.  
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The XP method is one of the noticeable approaches among agile software development 
methodologies. Besides its valuable features and capabilities there is a lack and that is 
about how to control the quality of the system and the effects of quality attributes on 
each other. In the last decade, software quality requirements have been especially 
addressed by software architecture. Since software architecture knowledge has grown 
and matured in recent years, many of agile methods, like XP, have not considered the 
importance of architecture in their development process. This paper introduces two 
practices (Continuous Architectural Refactoring and Real Architecture Qualification) in 
order to empower XP's development process toward improving system's architecture. 
The main characteristic of proposed solution is that it is derived from values and 
practices of XP so as to keep its agility intact. 

Although there is no explicit support for the concept of architecture in XP method-
ology, it leads to a software system that should have some specific structures which we 
call it implicit architecture. One is not fare if he says that XP is free of any architectural 
activities because there are three of them by which the mentioned implicit architecture 
will be influenced. Spike Solutions, Metaphors and Refactoring are the main XP 
elements that could affect the architecture of the system but they are inadequate. 
Generally, quality attributes could be divided into two categories considering the per-
spective to be used. The first category is related to the quality attributes that are 
evaluated based on developers’ concerns like modifiability, testability, reusability, 
understandability, scalability, and maintainability. Ordinarily, this evaluation is done by 
the architect, who has the knowledge about architectural design, through system models 
and diagrams in the CAR process. The other category contains quality attributes which 
should be evaluated using the real working system like performance, usability, 
availability. These quality attributes are observable externally considering users view. 
Therefore, customer is the person to evaluate these qualities through RAQ [1]. 

Architectural smells represent inefficiencies that could gradually mislead the 
system`s architecture toward an unmanageable and unsuitable shape unless resolved 
as soon as possible. In Continuous Architectural Refactoring (CAR) smells are 
discovered and solutions to revise them would be identified by using architectural 
refactoring techniques [2]. Furthermore, CAR initially designed to be used in parallel 
with the development process of XP so as to not affect the performance of a pure XP 
and keep agility intact. To make CAR possible, we need a role called Architect who is 
responsible to decide on candidate solutions to remove architectural smells. The 
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architect will continuously receive partial models by development teams. Class 
diagram seems to be a suitable model for the architect because the dependencies 
between classes and their interfaces are clearly defined in it. The architect could use 
formal (fully detailed) class diagrams to depict other informal (shortly detailed) 
models like package and layer diagrams to identify smells. As many smells could be 
attached to certain patterns, the idea of doing automatic smell checking (e.g. using 
JDepend [3]) is not infeasible.  

On the other hand, Real Architecture Qualification (RAQ) is almost a kind of 
brainstorming session based on a working system and architectural models. RAQ focuses 
on achieving customer observable quality requirements. In order to enable programmers 
to have an insight about this category of quality attributes each pair programming team 
needs to have clear information about each quality attribute. Therefore the criteria of 
customer satisfaction have to be attached to e all user stories. This task is achievable by 
using general scenarios` checklist [4] to prepare suitable concrete scenarios. After that, 
besides functional test cases, developers should design quality test cases so as to check 
their code considering the non-functional requirements provided through quality 
scenarios. In fact RAQ has two parts. The first part (discussed above) is mainly 
performed by developers through pair programming and the second part is the one 
mentioned in [1] which becomes active in the end of all iterations. Steps of the second 
part of RAQ could be summarized as 1) Preparing the structure of the session and 
identifying representatives of stakeholders to join the session, 2) Describing, in brief, 
final architectural model of the iteration that is integrated using partial models, 3) 
Describing, in brief, refactoring decisions that have be made by architect and ask 
members to express their opinions about them, 4) Identifying architectural aspects 
(quality attributes) that should be analyzed in the session, 5) For each quality attribute 
specified in step 4: a) Start a brainstorming sub-session, taking stakeholder`s opinions 
into account about their experience when working with current working system, b) 
Decide about solutions for new needs and requests that current working system cannot 
provide or handle, c) Defining new solutions as concrete new tasks and taking them as 
unfinished tasks. 
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Abstract. In today’s world people have become highly dependent on software 
systems for almost everything. Hence it necessitates the need for reliable and 
quality software. Software quality and reliability can only be achieved if the 
testing is made effective. One way of making testing effective is to improve 
software testability. Software testability is an external attribute of the software 
which provides a guideline for testing. Software testability has been defined by 
numerous researchers from different points of view. An extensive survey of the 
literature on software testability was done. During the survey, it was found that 
there were very few researchers who had analyzed the relationship between 
source code metrics and test metrics. Hence this study aims at performing an 
empirical study to evaluate some of the source code metrics that have a bearing 
on the testing effort for object oriented development. Testing effort in turn 
provides an insight of software testability. This study is performed at the unit 
level of testing .i.e class level using JUnit testing framework. JUnit framework 
allows users to create a test class for every java class. Two open source Java 
projects have been used for this empirical study. In these systems, JUnit test 
classes have been written for java classes. This study aims to judge the 
capability of the object oriented metrics to assess class testability. A correlation 
is found between object oriented metrics and test metrics. To find the 
correlation the Spearman’s rank-order correlation coefficient is calculated for 
each object oriented metric of the java classes and three test metrics of the 
corresponding test classes. The definition used in this study is by ISO[2] which 
defines testability as: “attributes of software that bear on the effort needed to 
validate the software product. The attributes of software that we consider are 
the source code metrics of object oriented software. Object oriented languages 
have different features like class, method, inheritance, polymorphism, dynamic 
binding etc. Hence these features also have a bearing on the testing effort and 
hence on testability. This study focuses on source code factors only and 
investigates the effect of source code factors on the testing effort. Through 
testing effort we can quantify testability using two factors given by Brutink[1]. 
These two factors are test case generation and test case construction factors. 
Test case generation factor is defined as the factor which influences the number 
of required test cases. Test case construction factor is defined as the factor 
which influences the effort needed to construct a test case. For each of the 
source code metrics we identify which of them is a test case generation and test 
case construction factor. This in turn, provides an insight into the required 
testing effort and testability. Hence through source code metrics we can assess 
software testability. After finding the results, first of all, we observe that some 
of the source code metrics are highly correlated amongst themselves. Second 
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observation is that, the test metrics are also correlated. There are four size 
related metrics: LOC, NOA, NOM and WMC. All the four metrics are 
correlated to all the three test metrics (Except NOA in one of the case study). 
We find that high LOC, high NOM and high WMC lead to low testability. We 
can not categorize NOA as leading to high or low testability because of the 
inconsistency among results of two case studies. High LCOM leads to low 
testability. So, more cohesive classes have high testability. There is an inverse 
but weak correlation between DIT and test metrics because in these java 
projects as the DIT increases the testing decreases in the sense that the core 
functionality is tested in the parent class and child classes only test their own 
specific features. Although this correlation will vary depending upon the testing 
technique used whether the child class tests the features of its parent class or not 
which is not the norm. In case of NOC we are not able to draw any conclusion 
because there is no consistent correlation between NOC and test metrics. 
Although there can be found a correlation among NOC and test metrics if the 
testing strategy used makes a thorough testing of parent class with the increase 
in number of children, with an intention that if parent class is having a fault it 
does not creep into the child class. We foresee the following future work. First, 
this experiment should be extended to a large number of systems, using 
different development methodologies like Test driven development, extreme 
programming and agile software development. Second, this experiment has 
been conducted at the class level; it should be extended to package level testing. 
Third, the number of metrics we have considered are very few. This experiment 
should be extended to a number of other source code metrics which deal with 
polymorphism, exception handling etc. Fourth, other strong statistical methods 
should be used to find the correlation between source code metrics and test 
metrics. 
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1   Introduction 

Agile processes encourage embracing change in an efficient and flexible manner. 
Extreme Programming (XP), being a popular agile methodology, has been widely 
experimented with by software development teams and many case studies have been 
presented by the research community. Our team has employed the XP methodology to 
develop a mobile multimedia application. The aim of this paper is to define our project 
and team setup and the prevailing XP environment in order to highlight various aspects 
of our process.  

1.1   XP Motivation 

The goal of the project is to develop a multimedia streaming application for mobile 
devices with an emphasis to utilize huge archives of TV and radio programs and other 
documentary and entertainment content. Having the option for selecting the 
development methodology, the team selected XP with an intention to use it in a 
progressive manner: conscious of applying each practice, that can be applied, and 
looking for the improvement and optimization of the whole XP process to make the 
basis for a profound academic research. In recent years, many development teams 
have adopted XP to evaluate the methodology and to get hands-on experience of an 
agile development methodology [4]. Among the less satisfied in the developer 
community some conclude that it is not the process which lacks in providing a proper 
base for software development, but it is a short coming on the side of the developers 
who fail in applying the necessary practices to their full extent and ignore some 
practices altogether [3]. The XP process is so agile that each practice can be 
optimized as suited. As in our case we have to consider that we are not a usual XP 
team but rather a team of researchers who aim to participate in the software 
development as a test-bed for their PhD research. In a sense it is the agility of the 
process which has provided us this opportunity to go deep into research, by 
experimenting it in different ways, along with application development. 

2   The Project 

The project team consists of six PhD students, five developers (a mix professional 
programmers and members from academia) and one business person. Also, the team 
differs in social and cultural backgrounds, as two of the team members are from Asia and 
the rest of the team is European. The business person, having a degree in business science, 
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deals with project partners and also acts as a replacement for the on-site customer. He acts 
as a mediator in team discussions as he has a professional experience in team mediation. 
The XP-room provides enough space for having individual places as well as pairing 
stations for the team. The room setting also facilitates team discussions as it is surrounded 
by six white boards, to place the story cards as well as for drawing graphs and diagrams.  

2.1   Evaluating the Process 

Each developer, also being a researcher, takes part in the analysis, development and 
improvement of XP. The data required for analyzing the process performance is 
collected by actually implementing each practice. The developers do their best to fulfill 
completeness requirements of the data collected for analysis. Different tools for 
planning (e.g., Xplanner [1]) and for empirical data collection (e.g., Shodan 2.0 Input 
Metric Survey [2]) are in use since the start of the project to analyze the performance of 
XP practices under the project umbrella. Iteration and release velocities are recorded to 
visualize the throughput performance of the team over a period of time. The team is 
continuously working to tailor the planning and velocity calculation processes for 
incorporating application, business and research related stories that it has to schedule. 
Pair programming, collective code ownership, simple design, and working in small 
releases are some of the main practices which constitute the core XP process for the 
team and the project. In order to develop the base for research and development side-by-
side the team takes a routine weekly retrospective view of the process in “reflection 
meeting”. In this meeting the team presents application, process and team related 
problems, discusses possible solutions, and decides on changes in the overall process. 
Test-first programming, regular refactoring of code and system metaphor are some of 
the current discussion points in reflection meetings.  

3   Conclusion 

Being agile, it is inviting to mold and reshape the methodology according to the 
requirements of the project. Our experience shows that even though the XP methodology 
is simple, a serious effort should be made to apply its practices and in maintaining a 
balance between agility and discipline in order to get the maximum benefits from it.  
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Abstract. In the past few years, I have been coaching several clients and 
numerous projects on Agile management methodology. Unanimously, I was 
asked the same question many times: Can we track QA (Quality Assurance) 
work as we do with development? In another word, can we capture all the QA 
activities and work in a backlog list and do the iteration and release planning 
based on the QA staff plan, and assumed QA velocity? Can we also generate 
QA status report such as the burn up or burn down chart? Before answering 
these questions, my first response would be why. No doubt, QA is a core part 
for an Agile project. Suppose developers achieve the throughput per iteration as 
scheduled, does it mean the project will be released as planned? Not 
necessarily, what if QA could not complete testing all stories from previous dev 
iterations? What if QA has to support interim release testing? What if QA is 
pulled into other activities than iteration testing? What if QA team is mixed of 
on shore and offshore members, and has to support multiple dev teams at the 
same time? All these questions become the reasons behind the very first one – 
“Can we track QA as we do with our Dev?” The first project I worked on was 
for an investment banking client who had a QA team of 6 people with 4 on 
shore and 2 off shore, supporting testing for 5 development teams of almost 30 
developers. The team faced several issues: There was no QA estimation for 
story; QA spent lots of time on non-story activities without tracking; the ratio 
QA to developers was 1:5. The second team I worked with was a QA team of 
an e-commerce retailer IT department. The team had 3 people supporting 6 
developers. The team mixed the dev velocity with QA’s. By their definition, 
velocity was the amount of work that passed UAT1 in an iteration, measured in 
dev estimation points, while at the same time, Iteration planning only took dev 
velocity into consideration. The QA estimation for each story was well off 
mark. And as same as the first team, QA team members were pulled regularly 
to support release testing and other non project related activities. We helped 
both teams by adopting similar tracking mechanism we used for the dev team. 
We first created a complete QA backlog list including all the stories, plus the 
non-story QA tasks. In the backlog list, we indicated which dev iteration and 
QA iteration each story was schedule in. We then did QA estimation for each 
story using the “triangulation” rule2. We separated QA velocity from Dev’s. We 

                                                           
1 User Acceptance Testing. In our case, UAT is more like a formality. Most of times, UAT is 

passed if QA signs off the story. 
2 Triangulating an estimate refers to estimating a story based on its relationship to one or more 

other stories. In this case, QA should have its own baseline QA story and triangulate the 
baseline story and other QA stories when estimating. 
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planned QA iteration as we did for Dev, and provided QA status report and 
burn up chart per iteration. Both projects achieved good results:  

1. We better managed QA work load – By having a complete QA backlog 
list and giving QA estimation for each story, the team had a clear idea 
about QA scope.  

2. We better managed QA non story activities – By having QA non-story 
activities in the QA backlog list, and having them prioritized along with 
the stories, QA team could schedule these activities along with stories in 
each iteration. Thus QA team could work on these technical debts 
without being unnoticed.  

3. We better tracked QA velocity and load factor – Tracking QA team 
velocity and load factor separately helped the team with QA iteration 
planning, velocity measuring and monitoring and team status reporting. 

4. We better managed QA team staffing – Since now the QA team had the 
complete scope measured in points, the team velocity, the project release 
plan and date, it served better for QA to figure out how many people the 
team needed in order to finish all the testing to make sure the project 
could be released on time.  

5. We clarified the definition of team velocity – “Never mix the QA 
velocity with team velocity”. This is the lesson we learnt. Using QA 
velocity as team velocity could mislead the business users and mis-
communicate the team status to the upper management. For example, the 
burn up chart shows the total amount of work in dev estimation points, 
the dev velocity per iteration, expressed in story points and the trend line 
which predicts the possible completion date based on the team velocity so 
far. If the team velocity is defined as the total points of stories only 
signed off by QA, it means even the stories are completed, but they are 
not credited if QA hasn’t signed off yet. In another word, the team 
velocity is more QA velocity rather than Dev’s, while the scope line still 
represents the total dev estimation points. Obviously, you will 
immediately realize these two are not incommensurable. This can also 
sets wrong expectation for business users who would expect the dev team 
velocity instead of the QA’s.  

Keywords: QA, Agile, Iteration, Release, Story, Story Point, Estimation, Load 
Factor, Velocity. 
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1   Introduction 

Agile methods [1] are becoming popular in the software industry. In agile software 
development projects, it is imperative that all software written by each developer 
integrates properly into the entire project. To this end, most agile teams adopt 
Continuous Integration (CI). CI is the practice of automatically compiling, deploying 
and testing the entire codebase against a suite of prewritten tests. This occurs after any 
change to the codebase, usually multiple times per day.  

When integration is finished, it is important for the developers to become aware of 
the result so that any problems can be immediately fixed. Undetected bugs can cause 
further problems as other developers may synchronize with a broken version of the 
codebase, and this may result in increased effort required to fix the problem and delays 
in integrating their changes to the latest build. Thus, awareness of the build status is 
essential, especially immediately after submitting new code to the codebase. 

2   Previous Work 

A study by Saff and Ernst [2] evaluated continuous integration when used by a single 
developer to ensure new code passed regression and unit tests. They found that 
continuous integration had a positive effect on the completion of programming tasks. 
Our research focuses on how agile teams can be notified when build breakages occur.  

Alberto Savoia [3] created a build notification system using peripheral awareness 
[4] to inform developers of the build state. The system uses two lava lamps, one red 
and one green. The continuous integration tool turns on the green lamp when the build 
was successful, and the red when it was broken. 

3   Experimental Setup  

The goal of the experiment described herein is to evaluate three notification 
mechanisms - e-mail (virtual), lava lamps (ambient), and BuildBot (active) - within 
the context of a shared project. Notifications were sent out when code is committed. 
The goal was to determine which of the three modes would be most effective.  

Java Lava Lamps were used as an ambient device in this study. An ambient display 
is a way of keeping people informed about the build state without disrupting them. 

The BuildBot [5] robotic notification device was designed as an active, ambient 
build notification tool to study the effect of such a device on an agile team in the 
context of a shared project. If the build fails, BuildBot follows a network of lines to 
reach the responsible developer’s workstation and kindly barks until the build is fixed.  
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The three-week experiment was set up as follows: During the first week, email was 
sent only to the developer responsible for a build breakage. During the second week, a 
pair of Java Lava Lamps were installed and showed the build status. BuildBot was 
used as the physical notification device instead of the lava lamps for the third week. 

4   Results and Discussion 

Email was preferred by some developers because each message is nearly instantaneous, 
simple, not location dependent, not obtrusive to others, and shows the entire build break 
message such as tests failed. However, too many can become spam. 

Some participants liked the lava lamps because they were simple, unobtrusive, and 
fun. However, most participants did not notice the lamps because of the cubicle walls, 
and thought the information was too limited on its own (only red or green). And finally, 
a developer must be present in the same room to see the lava lamps. 

BuildBot’s popularity among some developers and observers may be due to the fun 
and the novelty factor. Others, however, did not like the fact that the robot notifies 
everyone. Also, some expressed concern of the robot’s singling out of one developer. 

5   Conclusion and Future Work 

The results of this evaluation show that the social nature of the group must be 
considered when introducing any continuous integration notification device. 

The Java Lava Lamps used in this study were well-received in that they were fun 
and unobtrusive, but we believe they would be better in a more open environment. 

Introducing something as potentially disruptive as BuildBot can cause friction. 
Since we found that to the developers, email was the most popular, followed by the 
lava lamps, we conclude that the most effective for an agile development team would 
be a combination of an openly visible but unobtrusive ambient and a virtual one.  

The results presented here are those of a small-scale, short-term study. A longer-
term evaluation (months or years) is needed involving many more developers. Also, 
there are also many kinds of alert mechanisms that have yet to be evaluated, such as 
ceiling-mounted rope lighting, system tray alerts, or a visit from a project manager. 
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Abstract. This article presents a comparative study between distributed pair 
programming and solo programming practices.  

1   Supporting Distributed Pair Programming: An Empirical Study 

The COLLECE (COLLaborative Edition, Compilation and Execution) system [1] is a 
groupware tool that enables users who are located in different workstations to collaborate 
in the same time (real time) in the building of a computer program. COLLECE was used 
in a study to compare the activity of distributed pair programmers (DPPs) [2] and solo 
programmers. In this study particular attention was given to work productivity and 
program quality. The dependent variables considered to evaluate both productivity and 
quality are described below: 

• Productivity: This quantifies the time that programmers spent completing the 
programming task. Moreover, in order to get a more detailed analysis of how the 
users’ efforts are distributed during the working process, the following variables 
are analyzed: 
− NI_edic: Number of interactions of edition (e.g., to insert a character). 
− NI_exec: Number of interactions aimed at executing the program coded. 
− NI_com: Number of communication interactions (chat messages). 
− NI_coor: Number of coordination interactions. (e.g., the interactions refer to 

the synchronization of the compilation and execution processes). 
• Quality: The programs built by the users were subjected to a process where a 

number of experts evaluated their quality. The quality variable is quantified with 
a natural number belonging to the set {1, 2, 3, 4, 5} (1: very low quality- 5: very 
high quality). In addition, the number of compilation errors of the programs 
built was analyzed beforehand.  

Three different tasks were proposed to the participants in the experiments. The 
participants were 51 programmers that had at least one year’s experience in the 
implementation of software projects using the Java programming language. The first 
task asked the participants to create a program that test if a string is palindrome. The 
second task was aimed at creating a program to calculate the greatest common divisor 
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of two numbers my means of the Euclidean algorithm. The third task required to build 
a program that calculated the first n numbers in the Fibonacci series. 

Table 1 shows a global analysis of the results obtained in the study. When the DPPs 
have enough experience in the use of the groupware tool and work collaboratively with 
their partner, the quality of programs is better than of those built by solo programmers. 
In all tasks, the number of compilation errors (CE) made by DPPs is always lower than 
those made by the solo programmers. 

Table 1. Quality (average values; in brackets the standard deviation) 

Solo programmers Distributed pair programmers  
Task0 Task1 Task2 Task0 Task1 Task2 

Quality 2.6 (1.2) 3.3 (1.1) 3.2 (0.8) 2.4 (0.8) 3.5 (0.75) 3.7 (0.7) 

CE 2.2 (2.1) 0.8 (1.2) 0.4 (0.7) 1.6 (1.5) 0.5 (0.8) 0.1 (0.5) 

 
The data collected in Table 2 show that DPPs spent more time completing their tasks. 

They had to carry out additional interactions in order to coordinate and communicate in 
a distributed collaborative synchronous environment.  

Table 2. Productivity (average values; in brackets the standard deviation) 

Solo programmers Distributed pair programmers  
Task0 Task1 Task2 Task0 Task1 Task2 

Time 2560.5 
(581.6) 

2300.7 
(395.1) 

1745.5 
(495.7) 

2901.2 
(469.8) 

2495.6 
(355.1) 

2050.7 
(833.9) 

NI_edic 
1052.2 
(293.8) 

843.0 
(257.5) 

878.2 
(236.4) 

446.8 
(134.7) 

475.3 
(118.8) 

448.3 
(170.0) 

NI_exec 5.2 (5.8) 8.8 (10.3) 6.8 (5.4) 1.73 (2.0) 2.1 (1.9) 3.7 (2.0) 

NI_coor 0 (0.0) 0 (0.0) 0 (0.0) 18.40 (12.9) 21.4 (10.5) 23.3 (10.3) 

NI_com 0 (0.0) 0 (0.0) 0 (0.0) 26.03 (15.5) 22.9 (9.4) 20.7 (8.3) 

 
We can conclude that DPPs make programs of higher quality. The additional effort 

they make to coordinate and to communicate is offset by fewer edition interactions. 
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Abstract. This brief paper describes an XP2008 conference workshop on the 
subject of experience on the human side of agile development. By this, we 
include such topics as the customer role, user interaction design, and the social 
nature of teams. The workshop will allow practitioners and researchers 
interested in these topics to develop a common map of resources, and a model 
to assist collaboration on further exposition and study. 
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1   Overview 

This brief paper describes a half-day workshop at XP2008 on “Experience on the 
Human Side of Agile Development”. By the “human side”, we mean to address all 
those aspects of agile development that relate primarily to people working together, 
rather than technical practices. The workshop will involve both practitioners and 
researchers, and the emphasis will be on experience in the agile teams, projects, and 
workplaces. We will especially invite practitioners interested in human aspects, 
especially including customers, coaches, managers, user interaction designers, as well as 
developers. No workshops have previously been held on this topic, but tutorials and 
panels on related topics at both XP200X and Agile200X conferences have received 
strong attendance and acclaim. 

An emphasis on human factors has been evident in Agile Development from the 
beginning. For example, the first comparison in the Agile Manifesto is “Individuals and 
interactions over processes and tools”. However, some tension arises even in the next line: 
“Working software over comprehensive documentation”. And although all agile processes 
acknowledge the importance of the human factor, the truth is that most writing on agile 
development, most sessions at conferences, and indeed most participants at conferences, 
address technical aspects. Even ideas with a human focus, such as “whole team”, too often 
involve only the team involved in technical development, and leave outside the customers, 
interaction designers, end users, and others. We believe that the core of agile development 
involves human aspects; but we believe we need better understanding of those human 
aspects to allow agile development to grow and flourish. 

There are a number of available resources related to the topic of the workshop.  
Some of the Agile Alliance programs have involved work with an emphasis on the 
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human side. In particular, the “Agile Narratives” program has captured many stories 
from individual practitioners on their experience working in agile development.  Also, 
there are experience reports from all the major conferences, XP200X, Agile 200X, 
and the earlier XP Agile Universe and Agile Development Conferences. These 
typically focus on a development story in a business context, but in doing so 
frequently highlight key human experience. As well, the same venues have featured 
research papers, and some of these focus on the human aspects.  We ourselves have 
contributed some of this work, including research on the customer role  [4, 3], user 
interaction design [2, 1], and motivation and social issues [5, 6]. Several other groups 
also focus on issues on the human side, and we propose this workshop to facilitate 
collaboration between us, and others who are interested in this area.  

The major agenda items are as follows. First, we will pool our knowledge of all the 
writing and resources that address the human side of agile development. Second, we 
will collaborate in the design of a structure of the broad subject, identifying areas that 
have been well covered, and areas in need of further study. Finally, we will plan 
collaboration on new projects in this area. 
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Retrospective Exploration Workshop 
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Abstract. Inspecting and adapting is pitched as being an essential ingredient for 
continuous learning and improvement. In Scrum, for example, there's an 
explicit opportunity for doing this - it's called the sprint retrospective meeting. 
Now, it's one thing to say, "we're going to inspect and adapt", and to actually do 
it. Furthermore, facilitating such a meeting is not exactly a skill we inherit in 
our genes. It's something we need to learn. Without mastering the skill, we're 
effectively losing on a lot of important interaction and learning. This workshop 
is an opportunity to improve that skill through a combination of a brief tutorial 
and a series of hands-on exercises, letting participants experiment with a 
number of retrospective techniques in small groups. 

1   Overview 

Inspecting and adapting is pitched as being an essential ingredient for continuous 
learning and improvement. In Scrum, for example, there’s an explicit opportunity for 
doing this—it’s called the sprint retrospective meeting. Now, it’s one thing to say, 
“we’re going to inspect and adapt”, and to actually do it. Furthermore, facilitating 
such a meeting is not exactly a skill we inherit in our genes. It's something we need to 
learn. Without mastering the skill, we're effectively losing on a lot of important 
interaction and learning. This workshop is an opportunity to improve that skill 
through a combination of a brief tutorial and a series of hands-on exercises, letting 
participants experiment with a number of retrospective techniques in small groups. 

The exercises follow the five-phase structure [1] of a retrospective: setting the 
stage, gathering data, generating insights, deciding what to do, and closing. These 
phases are described in more detail below. Select exercises will be carried out in small 
groups, each group receiving a scenario to simulate, and each member of the team 
taking turns in being the facilitator. After each phase, the whole workshop will share 
their observations about the experience—both from a facilitator’s and a participant's 
perspective. Retrospectives often follow a five-phase structure: setting the stage, 
gathering data, generating insights, deciding what to do, and closing. 

A fundamental principle underlying a retrospective is the Prime Directive: “Regardless 
what we discover, we understand and truly believe that everyone did the best job they 
could, given what they knew at the time, their skills, and abilities, the resource available 
and the situation at hand.” Establishing ground rules such as the Prime Directive is a 
primary goal for the “set the stage” phase, along with facilitating an environment where 
the participants can safely express their feelings and concerns. 
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The purpose of the “gathering data” phase is to create a common understanding 
among the participants about what happened during the iteration. Having data on the 
events, highlights and low points helps the participants not just to remember what had 
happened but also to recognize and appreciate patterns. Furthermore, the hard data 
contributes to constructive discussions. 

Once everyone is on the same page, it’s time to generate insights. In this phase, the 
participants look for the big picture and try to get to the root causes of the observed 
patterns and behaviors, mining the data gathered in the previous phase. 

Once the participants have identified a number of potential improvements, root 
causes for dysfunction, conflict, or inefficiency, it's time to decide what the 
participants are going to commit to doing - the fourth phase in the retrospective. 

Finally, the fifth and last phase of a retrospective is the closing. This is where the 
focus shifts from retrospecting on the past iteration and the group’s working 
agreements to retrospecting on the retrospective itself. After all, we wouldn't want to 
not improve our retrospectives, would we? 

2   About the Session Organizers 

David Hussman has been creating software for more than 15 years in a variety of 
domains. For the past 7 years, David has mentored and coached agile teams in the 
U.S., Canada, Europe, Russia, and Ukraine. Along with presenting and leading 
workshops / tutorials at conferences in the U.S. and Europe, David has contributed to 
several books (Managing Agile Projects and Agile in the Large), and worked on agile 
curriculum for The University of Minnesota and Capella University. David is 
currently writing a book for the Pragmatic Programmer series. David leads DevJam, a 
Minneapolis based company composed of agile collaborators.  

Lasse Koskela works as a coach, trainer and consultant, spending his days helping 
clients and colleagues at Reaktor Innovations create successful software products. He 
has trenched in a variety of software projects ranging from enterprise applications to 
middleware products developed for an equally wide range of domains. In the recent 
years, Lasse has spent an increasing amount of time giving training courses and 
mentoring teams on-site, helping them improve their performance and establish a 
culture of continuous learning. When not working with clients, Lasse hacks on open 
source projects, moderates discussions at JavaRanch, or writes about software 
development—most recently a book on Test Driven Development [2].  
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1   Workshop Overview 

In the last couple of years, some agile practitioners are moving away from the core 
values and principles. We are now seeing that many of the practices we love in Agile is 
reduced to academic ramblings. This fuzziness has lead parts of the community back to 
vague and undisciplined processes. In large organizations this is becoming particularly 
prevalent since many people that really never understood the core values, now adopt 
simplified ways of Agile, ignoring the hard and still most important parts of it.  

Thus, we propose this workshop for agile2008 to challenge participants to discuss 
how to get back to the core agile values; Delivering high quality software at a racing 
pace, with a happy team. Even in large globally distributed organizations. We want 
the participants of this workshop to be able to reveal who and what is blocking their 
efforts and how to get through them to make a real difference. 

Below are some examples on concerns we have had based on our own experiences 
in the environments we have been working in: 

• Project managers who takes an interest in Scrum, but due to lack of experience  
in agile practices neglect the importance of self-directing team and tries to impose 
direction and delegation and tasks. Unfortunately this happens often. Project 
managers may be uncomfortable leaving the normal command-and-control style. We 
would like to discuss such experiences and how those could be dealt with. 

• Similarly projects that just introduces daily stand-up meetings but no other 
practices to support agile development. I have heard projects claiming they are 
agile just because they run what they call scrum-meetings. What happens then, and 
how can we get it right from there. 

• Test-driven development is catching on, and project managers have started an 
interest in the coverage reports and want to follow up ridigly on the coverage 
numbers. In some cases we have seen that the members have created tests just to 
increase the coverage, not really adding useful tests. In such cases you can create a 
good environment to discuss the quality and attitude towards the tests itself, and 
the purpose of those.  
 

The point of the session is to dare to challenge and assess all the experiences the 
participants have had and use those experiences to move forward in an even more 
positive direction. 
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The format of the workshop will be in a modernized way of structured “open space”. 
 

1. The presenters give a small introduction based on their experience with large 
distributed organizations to set the tone for the workshop. 

2. In the good nature of standup meetings, all participants are asked to name and 
quickly explain issues and taboos they have encountered. We will make sure to 
follow a very strict approach, so that this does not take more time than it needs to. 

3. Together with the attendants, we select the two most pressing matters and split into 
groups. The groups will discuss one subject each. Participants are free to choose 
which group they want to attend.  

4. After the first discussion, we have another very quick standup where the participants 
are asked to name new subjects they want to discuss.  

5. Since new issues and subjects should have emerged from the first discussion, the 
participants vote for two new items to discuss and we divide into two new groups.  

6. We repeat the process once more, so that we have in total three discussions.  
7. The presenters sum up the output of the discussions. 

 

We are two presenters and we will be active in one discussion group each. Our 
responsibility will be to make sure that the discussions are relevant to the subject and 
that all participants get to state their experience and opinions. We will take notes and 
sum up the workshop at the end. 

2   Organizers’ Experience 

We would like to point out these experiences for the purpose of this workshop: 

1. We started early; Jan-Erik started 8 years ago, Lars started 6 years ago in introducing 
agile practices in our own work 

2. Through the years we have seen the evolution of the practices, new fads come and 
go, and the real usefulness of them as well as the current risk of not achieving what 
we expect due to missing important pieces of the puzzle 

3. The “taboo” in question could very well be Scrum—we all enjoy the positive 
interest in agile practices that Scrum have created; however has the popularity 
come at the expense of other important practices? 

4. We have now worked for larger organizations for a couple of years (Lars in a 
18.000 people European based IT company; Jan-Erik in a 5.000 people global 
naval certification company); and have first hand experience in scaling agile 
practices, and the value of scaling agile to larger organizations as well as the added 
challenges such organizations impose on making agile practices deliver on the 
promise 

5. Still—this is a workshop format, and our intention is to bring people together who 
have started to experience these challenges, and encourage discussions and sharing 
of these experiences. We will be happy to share our own, and focus on bringing out 
the groups experiences on the table in order to facilitate how we can improve. 
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Abstract. Introducing change into organisations and influencing the way 
people work is a slow and potentially rewarding task. Adapting to changing 
circumstances is a key aspect to agile methods and helping others develop 
healthy habits in this area is often difficult to accomplish. We will investigate 
why it is so difficult as well as principles and practices for introducing change 
in effective ways that will help you to spread the change virus. 

Keywords: Change, influence, organisational change, agile patterns. 

1   Synopsis 

We think that agile software development is currently the best way of developing 
software, yet it hasn't been adopted by all software companies in the world. Why? The 
answer – it's really hard for people to fully embrace change.  

Teams and organisations get stuck in their ways, and even cultures of continuous 
improvement and openness to change slowly build up a resistance until change no 
longer occurs.  

This ninety-minute workshop aims to raise your awareness of agents against 
change, and equip you with practical skills and techniques that will help you bolster 
the strength of the change virus. We'll look at ways of taking it to a point where it's so 
contagious that it has a life of its own.  

Specifically we will: 

• Investigate sources of resistance to agile practices 
• Look at a number of patterns for helping others to embrace change 
• Examine influence and different styles of influencing 
• Share a number of case studies where these were applied to improve agile 

adoption and inspire a culture of continuous change. 
• Recognise where change patterns can fail and common pitfalls 

2   Who Should Attend? 

This session will interest anyone who wants to improve their working environment. 
It's especially for people working with teams or organisations where agile adoption is 
not yet widespread, and continuous improvement is not built into the practices.  
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Everyone who attends this will benefit from an improved awareness of why process 
change fails, and come away equipped with some skills they can leverage to improve 
their situation for the better.  

Participants do not need any experience in agile software development to participate 
in this workshop. 

3   Presenter's Background 

Patrick Kua is an agile coach, facilitator and developer for ThoughtWorks. He has 
been working with individuals on teams in agile environments for the last four years, 
and understands how powerful and responsive people can be when working together 
in a common manner. He is always interested in aspects of continuous improvement, 
and how light weight processes can boost team effectiveness.  

He brings a blend of deep technical skills and deep understanding of processes that 
help his teams succeed in their goals. He's presented at the last few XP conferences 
about Test Driven Development and Information Radiators. 

4   Workshop History 

This workshop is based on a set of training classes we run inside of Thoughtworks. 
Patrick ran these training classes for the last three months, refining the material based 
on feedback from the class participants. This has not been presented at any other 
conferences so far.   

The material in this workshop has been very useful for consultants who work with 
organisations who are about to, or are continuing to adopt agile software development. 

Patrick presented "Reface Your Team Space", a workshop on Information Radiators 
at last year's XP2007 and "Test Driving Your Swing" at XP2006. 
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1   Overview 

Agile practices have recently gained popularity among large number of companies as 
a mechanism for reducing cost and increasing ability to handle change in dynamic 
market conditions. Based on the principles of the Agile manifesto [1, 2], researchers 
and practitioners have proposed several software development approaches such as 
Extreme Programming, Scrum and Feature-Driven Development. These and other 
agile approaches have had significant impact on industrial software development 
practices. However, there is also a significant concern and perplexity about the role 
and importance of the issues related to a system's software architecture, which is 
considered one of the most important initial design artefacts. It is argued that software 
architecture is an effective tool to cut development cost and time and to increase the 
quality of a system. Many practitioners of Agile approaches appear to view software 
architecture in the context of the plan-driven development paradigm [3]. For them, 
upfront design and evaluation of software architecture requires too much work, which 
may have very little value to the customers of a system. Hence, they perceive 
architectural work as part of high ceremony processes, which usually require large 
amount of documentation. We maintain that these two seemingly opposing views to 
software engineering can be integrated but it requires that experts from both fields 
work together to overcome evident challenges in bridging these two paradigms 
together. Indeed, software architecture researchers and practitioners appear to believe 
that sound architectural practices cannot be followed using Agile approaches. 
However, these two extreme views of Agile and architecture appear to neglect that 
many agile experts emphasises the importance of paying attention to good design and 
architecture early in the development process [4, 5]. Recently, there is growing 
recognition of the importance of paying more attention to architectural aspects in 
agile approaches [3, 6, 7]. We argue that there is a vital need for devising a research 
agenda for identifying and dealing with architecture-centric challenges in agile 
software development. Such research agenda should make it possible to guide the 
future research on integrating architecture-centric methods in agile approaches and 
give advice to the software industry on dealing with architecture related challenges. 
Some of the questions to stimulate discussion in the workshop are: 

• What is the role of software architecture in Agile software development? 
• What are the key architecture-centric challenges and potential solutions in 

Agile software development projects? 
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• What is the strength of the evidence that attention to architectural issues can 
be counterproductive in Agile development or vice versa? 

• What are the prerequisites for integrating Architecture-Centric methods in 
agile development and potential implications of such integration? 

2   Objectives 

The workshop aims at bringing together both researchers and practitioners from agile 
approaches and software architecture backgrounds to discuss the importance and 
challenges of integrating architecture-centric methods in agile approaches in the 
context of developing large (or ultra large) scale software intensive systems. The 
overall goal of the workshop is to develop a common research agenda for studying 
agile software development and software architecture-centric issues in tandem. This 
event will also provide a platform to identify the mechanics of bridging the gap 
between agile approaches and architecture-centric methods. 

3   Workshop Format 

The workshop is planned to provide the attendees with an opportunity to develop a 
common research agenda through brainstorming, discussion and building consensus on 
important directions. To foster discussions at the workshop, the prospective attendees 
will be asked to post questions and/or views about the workshop theme and main 
research questions on a Wiki to be setup for the workshop. The workshop organizers will 
identify a few main topics to be debated during the workshop in order to develop a 
proposed common research agenda. The material produced in the workshop will be 
collected and refined to produce a workshop report by the organizers. All the discussions 
and workshop report will be placed on the workshop Wiki and open contributions will be 
sought from all the interested researchers and practitioners to build a community around 
the workshop topic.   
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Abstract. The surge in Agile adoption has created a demand for project manag-
ers rather than direct their teams. A sign of this trend is the ever-increasing 
number of people getting certified as scrum masters and agile leaders. Training 
courses that introduce agile practices are easy to find. But making the transition 
to coach is not as simple as understanding what agile practices are. Your chal-
lenge as an Agile Coach is to support your team in learning how to wield their 
new Agile tools in creating great software. 

1   Workshop Summary 

The goal of this workshop is to produce a set of guidelines that agile coaches can use 
to help their teams in applying agile techniques. 

1.1   Participation 

This workshop is aimed at the growing number of scrum masters, agile project man-
agers and agile coaches. It assumes participants are already familiar with at least one 
agile methodology and the most common agile practices. And provides the opportu-
nity to meet other practicing Agile Coaches and hearing how they work with their 
teams. Come along to share coaching experiences of what worked (or did not work) 
for you. 

To find out more about participation, please see our webpage at: 

http://www.agilexp.com/XP2008-AgileCoachingWorkshop.php 

1.2   Deliverables 

The workshop is to develop a set of coaching guidelines which we will make avail-
able on our website. The presenters will arrange to take digital photographs of all 
workshop outputs and arrange for these to be uploaded to the workshop web page or 
conference wiki website.  

2   Content and Process 

The workshop will start with introductions followed by a short presentation on coach-
ing agile teams. The purpose of the presentation is to introduce the topic and share 
some examples from real projects.  



 Exploring Agile Coaching 245 

Next participants will share their experience with the group by presenting their po-
sition papers. The workshop will then move into working in small groups to try an 
exercise in coaching agile practices. Following a break for coffee, we will debrief the 
exercise and discuss aspects of coaching revealed. 

Now the groups start working to distill their ideas into guidelines for coaching ag-
ile teams. Each work group will take a turn to present their set that they develop to the 
session group. 

2.1   Timetable 

  12:30 - 12:35  Introductions 
  12:35 - 13:00  Presentation/Position papers 
  13:00 - 13:30  Exercise 
 Lunch 
  15:00 - 15:15  Debrief and discussion 
  15:15 - 15:45  Groups explore coaching guidelines 
  15:45 - 16:00  Each group presents what they learned to the session group. 

3   Workshop Organizers 

Rachel Davies is a highly respected Agile Coach whose expertise is recognized inter-
nationally across the XP, Scrum and DSDM communities. She has 20 years experi-
ence in software development and started her own agile journey in 2000 as a pro-
grammer in an XP team. Rachel has served on the board of directors of Agile Alliance 
for 5 years and is conference chair for Agile2008. Rachel has presented at numerous 
conferences on topics related to agile coaching and has participated in the XP 200x 
conference program every year since 2001. 

Liz Sedley has been working as an Agile Coach for the last 4 years, in 3 compa-
nies. Previously to that she was a software engineer working in C++ and C# since 
graduating with a Computer Science Degree in 1992. 

Liz presented an ‘Introduction to Lean Value Stream Mapping’ at the XPDay 2007 
conference in London. 
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Abstract. This workshop addresses issues around how various techniques may 
be integrated within an agile methodology, how these techniques interact with 
each other, and how certain techniques may be regarded as more or less critical 
to the success of an agile software development project.  

Keywords: Agile technique, workshop, process miniature, simulation. 

1   Introduction 

In recent years, a large number of agile software development methods have been 
promoted by various practitioners, with many overlapping techniques. These methods 
tend to vary in the prescriptiveness of their approach, in the particular combinations 
of techniques they recommended, and in the balance between technological and 
managerial emphasis. Some research into agile methods in practice suggests that the 
combination and usage of particular techniques varies tremendously even within the 
umbrella of a particular agile method [1]. Therefore agile method adoption is not as 
significant as agile technique adoption. The main objective of this workshop is to 
focus on the influence of particular techniques, using an approach based on process 
miniatures [2], a method for simulating agile project processes in a short time scale. 

2   The Aims of the Workshop 

This workshop aims to explore some of the techniques used within agile methods and 
to try to assess their relative usefulness within a simulated agile process. This 
workshop is in the spirit of a number of previous approaches to exploring agile 
methods by using game-like simulations. These include Process Miniatures [2], the 
eXtreme Hour [3], the XP Game [4] and the Planning Game [5]. However the focus 
of most of these other efforts has been to concentrate on the managerial aspects of 
agile methods. In contrast, the ‘Agile Hour’ enables us to explore the ‘technique’ 
subset of agile practices, which focuses not so much on planning and estimating 
(though this is necessary too to provide us with a framework for the other activities) 
but on how agile techniques are used within an iteration. We are particularly 
interested in what techniques are used within agile methods, how they may synergise 
with one another, and which practices might be regarded as ‘core’. 

The approach of the workshop is to do a process miniature that gradually introduces 
subsets of the available techniques, and by doing so, helps us to assess which techniques 
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may be the most helpful. Of course we cannot test all the techniques in this way because 
not all techniques can reasonably be simulated in a workshop. Therefore the techniques 
that we address are the following; active stakeholder participation, pair programming, 
co-location, refactoring, regression testing, common coding guidelines, continuous 
integration and test driven development. 

3   Overview of the Process 

The task is to design a human powered vehicle. Teams are allocated a set of user stories 
describing required features of a human powered vehicle. The vehicle is created by 
overlaying features drawn on A4 transparencies, and each transparency can depict 
exactly one feature. Teams develop these features concurrently, and new user stories are 
introduced with each iteration. Each feature has a score representing its business value, 
which is useful for the teams when choosing development priorities. The teams consist 
of; stakeholders (who specify requirements on story cards), developers (who estimate 
and design solutions) QA (who acts as judge and acceptance tester), and Tracker (who 
records and times everything). 

The schedule is broken down into three twenty minute stages. In each stage the 
first five minutes consist of planning tasks, such as selecting user stories, making 
estimates, and prioritizing stories. The following ten minutes is a development phase, 
during which QA writes acceptance tests and developers build using a subset of 
techniques. This phase includes a mid-term review. The final five minutes is a review 
stage, including acceptance testing.  We have eight techniques in total. The first three 
techniques are controlled and must be used as advised. Developers may request one 
additional technique during the first and second post-iteration review. 

At the end of the workshop we discuss the design outcomes, discuss our 
experiences with the different techniques and vote on the perceived usefulness of the 
techniques. We then reflect on the experience and share our responses. 
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1   Workshop Description 

Our workshop provides a platform to share experiences, exchange success stories and 
discuss potential pitfalls when using Open Source Tools (OST) for Agile Development. 
The goal of this workshop is to create awareness of useful OST and help to improve 
one’s portfolio of tools for Agile Development. This ninety-minute workshop is a follow 
up on the highly successful AOSTA workshops at XP’2006 in Oulu Finland – there were 
more than 25 participants and a mid-night (!) sun BOF on the same topic attracted more 
than 10 additional attendees and XP’2007, Como, Italy. We will continue our discussions 
and share new up-to-date experiences among all new and repeat participants. 

Everyone who already uses or plans to use OST for developing software the Agile 
Way can participate. All, from hard-core developers via project managers to CIOs are 
welcome to share their experiences and expectations. In addition, OST developers 
should attend to gain additional insights in their “customer’s” agile needs to better steer 
their ongoing open source projects. Finally, whoever wants to get a quick overview on 
the state of the art in OST for Agile Development can participate in the discussions 
and/or demos; however, we kindly ask participants to get ready to demo, or at least 
share some stories about their favourite tool(s). Bring your Laptop! 

To get started a comprehensive overview on OST is given by the organizers when 
presenting the results of two Master Theses (e.g. Value Benefit Analysis) at the MCI 
(Management Center Innsbruck). After this brief introduction workshop participants 
should present a short summary of their agile open source toolbox, including the pros 
and cons they find noteworthy. Then, like in an Open Space, “workshoppers” should 
demo their agile toolkit, or, at least, their favourite OST at given timeslots. Short 
“hands on” sessions would be great, if there are the “right” number of participants at 
each spot in the Open Space. Finally, a wrap up session with all participants will give 
a chance to discuss open questions, share “war stories” and get feedback. 

This workshop provides participants with the unique opportunity to profit from the 
experience of real practitioners using OST in their current projects and, equally 
important, to leave with the gratifying feeling of having been able to help others with 
your expertise. Participants will gain a quick perspective whether a specific tool can 
ease their daily work and learn how to avoid well know and not-so-well-known 
pitfalls. 

A comprehensive list of OST for Agile Warriors will be created as one of the 
publicly available outputs from this workshop. It will be made available on the web. 
However, physically present, active participants will learn the most, e.g., through the 
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shared stories and networking opportunities. And, last but not least, you will be able 
to spend a fun and nice morning with great people like you! 

2   About the Facilitators 

Werner Wild has been in IT for almost 30 years and currently is a consultant with 
Evolution, Innsbruck. He also lectures at the University of Innsbruck, the University 
of Bolzano and the Management Center Innsbruck (MCI). He has long-term 
experience with many practices of XP as a developer, project manager and consultant 
and tries hard to convince his students to become more agile! He also is an elected 
board member of the steering committee for the Austrian IT Industry at the Federal 
Chamber of Commerce. 

Barbara Weber is a full-time researcher at the Computer Science Department, 
University of Innsbruck, Austria and specializes in Business Process Management/ 
Business Agility. She has given lectures in Agile Methods for several years and 
managed numerous XP projects with graduate students. Her development projects are 
almost exclusively done with Open Source tools. 

Hubert Baumeister is associate professor at the Technical University of Denmark, 
Lyngby, and is one of the few people who has been attending all (!) XP 2000-2007 
conferences! In addition, he served as Program Chair of XP 2005 and as Academic 
Chair of XP 2004. 
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There's No Such Thing as Best Practice 

Moderator: Steve Freeman 

Abstract. The Agile movement presents itself as a carrier of "Best Practice", 
tools and techniques that any self-respecting development organisation should 
follow. Most of these practices were first written up from a few iconic projects 
and other groups' attempts to imitate them -- without the original organisation, 
technologies, or personalities. Now we have a lot of useful ideas and can even 
be certified to prove we know what we're doing. But is this right?  

Do we really believe in reproducible methodologies? Surely organizational 
context trumps everything -- which is why some Agile adoptions don't last. Or 
are there fundamental concepts that we can apply everywhere? And how can we 
figure out what's fundamental and what's circumstantial? 
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Culture and Agile: Challenges and Synergies 

Steven Fraser1, Pekka Abrahamsson2, Robert Biddle3,  
Jutta Eckstein4, Philippe Kruchten5, Dennis Mancl6, and Werner Wild7 

1 Director – Engineering, Cisco Research, USA 
sdfraser@acm.org 

2 Professor, VTT Technical Research Centre, Finland 
pekka.abrahamsson@vtt.fi 

3 Professor, Human-Oriented Technology (HOT) Lab, Canada 
robert_biddle@carleton.ca 

4 Partner, IT Communications, Germany 
jutta@jeckstein.com 

5 Professor, UBC, Canada 
philippe@kruchten.com 

6 Member of Technical Staff, Lucent-Alcatel, USA 
mancl@alcatel-lucent.com 

7 Consultant, Evolution, Austria 
werner.wild@evolution.at 

Abstract. Culture offers both local and global challenges to software teams as 
they collaborate to understand requirements, build systems, and deliver product. 
Agile software practices through iteration, incremental delivery, and customer 
proximity can ameliorate cultural challenges to create synergies. Alternatively, 
some cultural barriers may prove insurmountable. This panel brings together 
community experts to share and discuss research and field experience. 

1   Steven Fraser (panel impresario) 

STEVEN FRASER recently joined Cisco Research in San Jose California as a Director 
(Engineering) with responsibilities for developing and managing university research 
collaborations. Previously, Steven was a member of Qualcomm's Learning Center in 
San Diego, California with responsibilities for technical learning and development 
and creating the corporation's internal technical conference - the QTech Forum. 
Steven held a variety of technology management roles at Bell-Northern Research, NT, 
and Nortel including Process Architect, Senior Manager (Disruptive Technology and 
Global External Research), and Advisor (Design Process Engineering). In 1994, he 
was a Visiting Scientist at the Software Engineering Institute (SEI) at Carnegie 
Mellon University (CMU) collaborating with the Application of Software Models 
project on the development of team-based domain analysis (software reuse) tech-
niques. Fraser was the General Chair for XP2006, the Corporate Support Chair for 
OOPSLA'07 and OOPSLA’08, and Tutorial Chair for both XP2008 and ICSE 2009. 
Fraser holds a doctorate in EE from McGill University in Montréal - and is a member 
of the ACM and a senior member of the IEEE. 
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2   Pekka Abrahamsson 

PEKKA ABRAHAMSSON is research professor at VTT Technical Research Centre of 
Finland. He holds also an adjunct chief scientist’s position in SINTEF, Norway. He is 
currently a visiting professor at Free University of Bozen-Bolzano in Italy. His 
current responsibilities include managing a FLEXI-ITEA2 project, which involves 35 
organizations from 7 European countries. The project aims at developing agile 
innovations in the domain of global, large and complex embedded systems develop-
ment. His previous project was awarded an ITEA Achievement for outstanding 
industrial impact. His research interests are centred on business agility, agile software 
development, empirical software engineering and innovation theories. He has coached 
several agile software development projects in industry and authored more than sixty 
scientific publications focusing on software process and quality improvement, agile 
software development and mobile software. He was recently awarded a Nokia 
Foundation Award for his achievements in software research. 

In the field of organizational behaviour there are two opposing thoughts of schools 
representing fundamentally different views on organizational culture. One argues that 
the culture, per se, cannot be changed. Rather, it merely develops or evolves over 
time to a certain direction. This direction is difficult or even impossible to control or 
manage. The other school holds a belief that cultures can indeed be changed, if certain 
determinants are in place and concrete actions are taken. In this view, cultures can 
somehow be managed. Agile software development represents, in my view, a 
culturally sensitive view on software development. It is a unique approach to software 
engineering since it explicitly states the values and principles it holds valuable over 
others. It goes further and provides a set of concrete practices that are likely to 
influence on behaviour of the developers, managers and customers. These elements 
can be viewed as a vehicle for the development of an organizational culture. I find 
that the direction of this change vehicle is towards professionalism in the field of 
software development. Maybe this is the reason explaining why agile implementa-
tions differ from one company to another so widely. Being a culturally sensitive 
approach places several challenges as well. As an example, the third parties are 
experiencing great difficulties in viewing from the outset how deeply the profession-
alism promoted by agile methods has penetrated into the behaviour of the software 
teams. As agile approaches are being adopted globally, it will be interesting to see 
how national cultures, habits and customs conflict or support the type of openness and 
transparency supported by agile methods.  

3   Robert Biddle 

ROBERT BIDDLE is Professor of Human Computer Interaction at Carleton University 
in Ottawa, Canada, where he is a member of the graduate faculties of both Computer 
Science and Psychology. His active research is in human aspects of agile develop-
ment, computer games, and computer security. 

Agile methods emphasize the importance of people working together. This emphasis 
is a timely and refreshing change from the emphasis on production-line automation that 
has been the dominant, if seldom acknowledged, ideal of software development since its 
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inception. Despite this new emphasis, we lack much theoretical and operational 
understanding of how to work together well. Too often, this results in us inappropriately 
applying to people the techniques we know from computer systems. To work well as 
people, we must acknowledge and embrace our human character: our behavior and our 
culture. In turn, this means that we as software developers need to understand human 
behavior and human culture much better than we do now. In our recent research work, 
we are conducting studies from the viewpoints of human activity, teams as social 
organizations, and involving varying cultural dimensions. We are finding some good 
explanations for situations where agile methods work well, and some surprises about 
where there are challenges. We increasingly believe that being good software develop-
ers means recognizing our nature as humans. Although we work with machines, and we 
build machines, we must recognize that we ourselves are not machines. 

4   Jutta Eckstein 

JUTTA ECKSTEIN is a partner of IT Communication and an independent consultant-
trainer from Braunschweig, Germany. Jutta has over ten years experience with agile 
processes in developing object-oriented applications. She has helped many teams and 
organizations all over the world to make the transition to an agile approach. She has a 
unique experience in applying agile processes within medium-sized to large mission-
critical projects.  This is also the topic of her book Agile Software Development in the 
Large.  Besides engineering software, Jutta has designed and taught Object Technol-
ogy courses for industry. Jutta has completed a course on teacher training and led 
many train-the-trainer programs. Another focus area includes techniques, which help 
teach OT, and she is the lead for a pedagogical patterns project. Jutta has presented 
work at conferences including ACCU, JAOO, OOPSLA, XP, and Agile. 

Often, when people discuss culture they have different geographic areas or diverse 
religions in mind. However, on second thought you will find that as well a company 
shapes a culture (e.g. the difference between the culture in a small company compared 
to a large organization is significant) and so do branches and roles (e.g. analysts seem 
to be of a different tribe than programmers), etc. Now let's take a look at the origin of 
Agility: definitely the breeding ground was the Smalltalk community - and the ones 
who are around long enough know that the Smalltalk-guys had their own culture, 
especially if you compared them with the C++ crowd. After the first successes of 
Agile many doubted that this will work in a culture that C++ provides. In the mean 
time this question isn't asked anymore and I am aware of projects which followed an 
agile approach in a mainframe environment. 

So yes, a different culture (no matter if it is geographic area or a programming 
language) makes a difference in the implementation of agile. However, I came to the 
conclusion that the more difficult any kind of culture seems to be for applying agility 
at first glance, the more essential it is to recollect and understand the agile value 
system and the principles and take those as a guidance for establishing an agile 
culture. So in a sense a more difficult culture asks for a deeper understanding of agile, 
whereas a more "natural" agile culture might allow people to get away with only a 
vague idea of it. 
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5   Philippe Kruchten 

PHILIPPE KRUCHTEN is a Professor of Software Engineering in the Department of 
Electrical and Computer Engineering of the University of British Columbia, in Vancou-
ver, Canada. He joined UBC in 2004 after a 30+ year career in industry, where he 
worked mostly in with large software-intensive systems design, in the domains of 
telecommunication, defense, aerospace, and transportation. Some of his experience is 
embodied in the Rational Unified Process (RUP) whose development he directed from 
1995 until 2003, when IBM acquired Rational Software. RUP includes an architectural 
design method, known as “RUP 4+1 views”. Philippe’s current research interests still 
reside mostly with software architecture, and in particular architectural decisions and the 
decision process, as well as software engineering processes, in particular the application 
of agile processes in large and globally distributed teams. He is a senior member of IEEE 
Computer Society, the cofounder of Agile Vancouver, a BC Professional Engineer, and a 
member of the APEGBC council.  

In recent research, we have taken a systematic look at how intercultural factors 
affect the outcomes of software development practices. We have identified patterns 
and anti-patterns of organizational behavior that affect the outcome of off-shoring or 
outsourcing software projects. In the past decade, the North American and Western 
European IT industry has observed a rapid increase in the number of companies 
outsourcing software projects for development abroad or starting their own develop-
ment centers in remote locations. In spite of great promises and anticipation, not all 
global software development projects succeed. When they fail, people are quick to 
blame it on “them”, their lack of diligence or commitment, or to blame it on technol-
ogy, but we observed that they often fail because of subtle intercultural issues. To 
explore this matter, we have studied the concept of culture and the potential impact of 
intercultural dynamics on global software development projects. There has been little 
analytical research done in this area and impact is assessed based on anecdotal 
accounts by project managers. Our research takes a grounded theory approach, 
starting with a collection of critical incidents in a range of global projects, obtained 
through semi-structured interviews. Our recent work has presented a descriptive 
conceptual framework for coordination between individuals and teams, which we 
have used to analyze and explain some of our findings. Our ultimate objective is to 
provide project managers with tools to help identify and mitigate the risks associated 
with a given mix of cultures in a software project. 

6   Dennis Mancl 

DENNIS MANCL is a member of Technical Staff at Alcatel-Lucent Bell Labs.  He has 
been a researcher and internal consultant on the use of object-oriented technologies for 
telecommunications software, with a special emphasis on leveraging legacy software. 

We have witnessed many successful and unsuccessful attempts to introduce agile 
practices in teams of software professionals. Three reasons for resistance to the 
adoption of more agile practices include:  "we have always done things this way," "we 
are afraid that quality will suffer," and "we don't have time to change."  These teams 
have all had one thing in common: they are trying to use the most efficient techniques 
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to build what they believe to be a well-defined system. On the other hand, the teams 
that have successfully employed agility also have one thing in common:  everyone 
admits that they have a lot to learn, both about the system under development and 
about the process of building and delivering systems.  Agile methods are seen by 
many team members as a way to attack the "discovery costs" that are inherent in any 
large project.  Iteration, prototyping, unit testing, refactoring, and other related 
practices -- these are viewed as the most effective ways of learning what they need to 
know.  For green field system, we all need to fill in the gaps that are inevitable in the 
initial problem specification.  In extending or reengineering legacy systems, we all 
need to understand things that might be missing in the design documentation. In short, 
the culture in an agile environment is a "lifelong learning" culture, and the biggest 
challenge in introducing agility to a new organization is to convince them that their 
current understanding is incomplete. 

7   Werner Wild 

WERNER WILD is a long-term agile consultant and university lecturer and has 
introduced several hundred students to agile and lean ideas. He introduced small and 
medium-sized enterprises to eXtreme Programming and has run several Agile 
Software Development projects in Central Europe. Together with Barbara Weber he 
researches and publishes on the agile management of business processes. As an 
elected official of the Austrian Chamber of Commerce he spreads Agile Software 
Development through local events, workshops and the media. 

My experience with cultural synergies and challenges stems from introducing more 
than a hundred students and several Central European small/medium-sized enterprises 
to agile development practices. While we did not conduct a full scientific study, 
several observations were repeated. There appears to be a significant difference 
between Austrian (Germanic culture) and Italian (Romanic culture) students - the 
ones south of the Alps are more used to “non-plan driven” environments and learn 
agile development (specifically Lean and XP) within 2-4 weeks, while their Austrian 
colleagues take 4-8 weeks to be productive. This is not gender-specific, although my 
observations indicate that female students on both sides of the Alps pick up the 
concepts significantly faster than their male counterparts. Most students don't want to 
go back to “traditional” methods, once they experienced Agile, except possibly for 
those who seem to live in a “culture of blame.” Similar observations were made 
within enterprise organizations. Is there a pattern emerging? 
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Architecture and Agility Are Not Mutually Exclusive 

Moderator: Lasse Koskela 

Abstract. Over the recent years, we've seen a constant stream of tutorials and 
workshops on "agile architecture" in conferences and there seems to remain a 
variety of suggested answers to this question - how should agile methods and 
architecture relate to each other and whether evolutionary design should include 
architecture or stick to what's inside the boxes? 

The idea of emergent design through Test Driven Development and Refactoring 
has been a popular concept in discussions ever since Extreme Programming 
Explained was published but many consultants suggest that we shouldn't let it all 
emerge from code and rather carry out some up-front design in the form of iteration 
design workshops, for example. Some even suggest that TDD tends to lead to 
downright bad architectures. 

What is the answer? Can we reach agreement? Can we agree on a good 
approach for a given scenario? Or is architecture the software community's wild 
west where whoever holds the gun is right? 
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