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Preface

“The Program Commitee of XP 2000 invites you to participate in this meeting of
software development researchers, professionals, educators, managers, and stu-
dents. The conference brings together people from industry and academia to share
experiences and ideas and to provide an archival source for important papers on
flexible process-related topics. The conference is also meant to provide informa-
tion and education to practitioners, to identify directions for further research,
and to be an ongoing platform for technology transfer.”

This was the goal of the 1st XP 2000 Conference. The Organizing Committee
expected around 60 people to attend, and they got 160. The subsequent con-
ferences were held again in Sardinia and then all over Europe, maintaining the
position of a leading world event on the topics of agility in software and system
development. Now the International Conference on Agile Processes in Software
Engineering and eXtreme Programming, XP 2007, is in its eighth edition.

During these years, the agile approach has become mainstream in the soft-
ware industry. It is able to produce business value early in the project lifetime
and to successfully deal with changing requirements. It focuses on the delivery
of running, tested versions of the system at a constant pace, featuring a con-
tinuous interaction with customers, and paying extreme attention to the human
component of software development. The rapidly growing scientific and practi-
cal evidence shows many quality gains, including increased productivity, fewer
defects, and increased customer satisfaction.

The conference brings together both industrial practitioners and researchers.
It is based not only on paper presentation, but also on workshops, tutorials,
satellite symposia, such as the PhD Symposium, and activity sessions. These
dynamic and interactive activities are the peculiarity of the Conferences on Agile
Processes in Software Engineering and eXtreme Programming.

The topics of interest in the conference stress practical applications and
implications of agile methodologies, with a particular focus on new openings,
domains, and insights. They include theoretical, organizational, and practical
aspects. Among the first, we may quote:

– Foundations and rationale for agile methods
– Digital ecosystems and agility
– Tailoring and building of agile processes
– Metrics, automated metrics, and analysis

Among the organizational aspects, both firm organization and team organi-
zation are covered. The former aspects include:

– Organizational change, management, and organizational issues
– Combining or streamlining the business processes and agile SW development
– Business agility
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– Commitment, motivation, and culture in an agile SW development organi-
zation

– Contracting processes and issues, including subcontracting

Team organizational aspects include:

– Case studies, empirical experiments, and practitioners’ experience reports
– Education and training
– Agile development on a large scale including scalability issues

Practical aspects covered by the conference are:

– Combining industry quality standards (e.g., CMMI) and agile approaches
– Experimenting with agile practices: pair programming, test-first design, con-

tinuous integration, refactoring, etc.
– Agile software development tools and environments
– Agile development of open source software
– Agile offshore and distributed development
– Embedded software (e.g., SW/HW co-design) and agile SW development

Forty-five papers were submitted to this year’s conference. These papers went
through a rigorous reviewing process, and only ten were accepted as full papers.
We received 35 experience reports and research ideas, among which 20 were
accepted for inclusion in this book as short reports. Many proposals were also
submitted: 34 workshops, 35 tutorials, and 5 panels.

Overall, we believe that this book includes many rigorous, detailed and sound
papers, able to give insights into the current state of the art of agile methodolo-
gies, and into its forecasted developments in the near future. Finally, on behalf of
all members of the Organizing Committee, we would like to thank all authors of
submitted papers, experience reports, research ideas, tutorials, workshops, pan-
els, activities, papers to the PhD Symposium and all invited speakers for their
contributions, our sponsors, all members of the Program Committee as well as
other reviewers for their careful, critical, and thoughtful reviews, and all others
involved in helping to make XP 2007 a success.

April 2007 Giulio Concas
Ernesto Damiani

Marco Scotto
Giancarlo Succi
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Comparing Decision Making in Agile and Non-agile 
Software Organizations 

Carmen Zannier and Frank Maurer 

University of Calgary, Department of Computer Science, 2500 University Drive NW, 
Calgary, AB, Canada, T2N 1N4 

{zannierc,maurer}@cpsc.ucalgary.ca 

Abstract. Our ability to improve decision making in software development 
hinges on understanding how decisions are made, and which approaches to 
decision making are better than others. However, as of yet there are few studies 
examining how software developers make decisions in software design, 
especially studies that place agile approaches in the context of decision making. 
In this paper, we present results of a multi-case study of design decision making 
in three software organizations of varying levels of agility. We show an agile 
organization produced a culture that supported communication and debate about 
alternatives to design decision more than 2 organizations of lesser agility.   

Keywords: Consequential Choice, Serial Evaluation. 

1   Introduction 

We present an emergent multi-case study in which we compare the use of 
consequential choice [11, 12] and serial evaluation [9] in three small software 
organizations of varying levels of agility. Consequential choice is defined as the 
concurrent comparison and trade-off evaluation of more than one option in a decision 
[11, 12]. Serial evaluation is the sequential evaluation of options (n.b. no tradeoff 
evaluation and no concurrency) in a decision [9]. The results of our observations 
strongly suggest that small agile environments lead to more use of consequential 
choice (rather than serial evaluation) than small non-agile environments. This was a 
surprising result because consequential choice is rooted in “rational” approaches to 
decision making, typical of operations research, economic theory, and other 
seemingly “non-agile” fields of study. Our results show an agile environment was 
implicitly able to foster rational design decisions by emphasizing direct collaboration. 

We conducted this study to continue learning how design decisions are made in 
software development. It is a relatively unexamined topic, despite recognition of its 
importance [1, 4, 8, 14, 18]. We also conducted this study to determine if agile 
methods were beneficial or detrimental to decision making, a question that has not 
been addressed empirically in the agile literature, to the best of our knowledge. 

We present background work in Section 2 and describe our empirical study in 
Section 3.  Results are presented in Section 4 and validity is described in Section 5. In 
Section 6, we conclude this work. 
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2   Background 

We discuss four topics: decision making, problem structuring, qualitative studies of 
designers at work, and our past study on design decision making. First, we use 
rational and natural decision making as the conceptual frameworks to evaluate 
software design decision making processes. Rational decision making (RDM) is 
characterized by consequential choice of an alternative and an optimal selection 
among alternatives [11, 12]. Natural decision making (NDM) is characterized by 
serial evaluation of alternatives in dynamic and often turbulent situations [9]. One 
alternative at a time is evaluated and a satisficing goal is applied [9].  There are 
numerous perspectives from which to view design decision making (e.g. real options 
theory [3]) and we are in the process of comparing our data with different 
perspectives. For now we focus on the difference between consequential choice and 
serial evaluation provided by RDM and NDM. 

Second, software design is a problem structuring activity accomplished throughout 
the software development lifecycle [5, 6, 7]. A well-structured problem (WSP) is a 
problem that has criteria that reveal relationships between the characteristics of a 
problem domain and the characteristics of a method by which to solve the problem 
[15]. An ill-structured problem (ISP) is a problem that is not well structured [15]. 
Most of problem solving is problem structuring, converting an ISP to a WSP [15].   

Third, a survey of software design studies shows that five related factors impact 
software design: expertise, mental modeling, mental simulation, continual 
restructuring, and group interactions. Expertise is the knowledge and experience 
software designers bring to design [1]. Existing studies showed higher expertise 
resulted in an improved ability to create internal models and run mental simulations 
[1, 16]. Mental modeling is the creation of internal or external models by a designer. A 
mental model is capable of supporting mental simulation [1]. Mental simulation is the 
"ability to imagine people and objects consciously and to transform those people and 
objects through several transitions" [9]. Mental simulations occurred throughout the 
software design process at varying levels of quality dependent upon the skill of the 
designer and the quality of the model on which the mental simulation ran [1, 4, 5, 6]. 
Continual restructuring is the process of turning an ISP to a WSP. Group interactions 
are the dynamics of group work in software design. The terms "distributed" and 
"shared" cognition suggest that individual mental models coalesce via group work, 
resulting in strongly overlapping – mental model [5, 18].  

Fourth, our previous study examined how agile developers make decisions [20]. 
We found that agile developers used NDM to a) recognize a design decision needed 
to be made, b) recall past experiences in design and c) apply external goals (e.g. 
marketing pressures) to the decision problem. We also found that agile developers 
used RDM to a) apply consequential choice in unstructured decisions and b) manage 
time pressure in decision problems. What was unclear from our study was when and 
how consequential choice was applied. We were only able to note that consequential 
choice was used in unstructured decisions [20]. However, exactly half of our 
interview subjects discussed the use of serial evaluation. Given the important role 
consequential choice and serial evaluation have in RDM and NDM respectively, and 
the frequency of each approach in our interviews, we pursued this specific topic via 
observations, to determine if our results were as mixed as in our first study.  
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3   The Empirical Study 

The purpose of this empirical study is to address the question: Does consequential 
choice occur more, less or with equal frequency in small agile and small non-agile 
software development organizations? Our qualitative study used observations 
conducted from January to April 2006 and used convenience sampling [13]. At one 
organization we had a personal contact, at the other two organizations we advertised 
on a professional newsgroup. We spent 1-3 days with each developer depending on 
availability and environment. Developers in Company B pair programmed, thus we 
did not observe one developer at a time, as in Companies A and C. 

Company A develops point of sale systems for the restaurant industry. There were 
3 developers and development tasks were assigned to individual developers that 
specialized in certain components of the system: one developer focused on the back-
end, another focused on the user interface. The third developer was also a manger and 
developed wherever was needed. Company A was not familiar with Agile methods, 
but due to the size of the organization they exhibited some traits of Agile methods 
such as direct verbal communication over heavy documentation [2]. 

Company B develops logistics software for the supply-chain industry. There were 
6 developers and the breakdown of tasks was group-based. Company B followed 
Agile methods – specifically Extreme Programming – in a regimented fashion. Pair 
programming was performed, with 5 of the 6 developers sitting at two tables together. 

Company C develops integration products for information technology operations 
management. There were between 11 and 14 developers (hiring occurred during our 
observations). Each developer was assigned their own mini-project and was matched 
with someone (called a “shadow”) who had previous experience in the area or could 
take over the task should the primary developer not be available. Company C used a 
few agile practices such as standup meetings, story cards and iteration planning. 

Table 1 provides a description of each company. At Company B we observed 6 
developers plus 1 person who played the role of customer contact. This person was 
not a developer but interacted with the developers so often that it was impossible not 
to observe his role in the discussions. Table 2 describes the agile practices we 
observed at each company. We were unclear about the agility of Company C. They 
claimed to be agile and used some of the practices [2]. However, we did not observe 
traits we would expect of an agile culture. For example, we observed numerous 
developers who were repeatedly apologetic about interrupting work when asking 
questions of their colleagues; we observed developers who were so focused on their 
own tasks that they were unwilling to volunteer for new tasks or assist colleagues with 
new tasks; we observed a separation of development tasks among team members to 
the extent that an integral member of the team calmly referred to their development as 
a factory.  The culture of Company C was so significantly different than the culture of 
Company B (whose agility was extremely apparent) that we report on the concepts 
presented in Table 3. Table 3 describes our observations of each company’s ability to 
fulfill the principles of the Agile Manifesto [2]. We recognize the risk of using the 
word “culture” and the subjective nature of our classification of agile culture. Yet it is 
imperative that we express the difference between Company C’s claim to agility and 
our observations. For Company C, where we found an agile culture was not 
supported, we have provided quotes from our field notes for support in Table 3.  
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Table 1. General Description of Each Company 

Parameter Company A Company B Company C 

Breakdown of 
People Observed  

2 Developers 
1 Manager/Developer 

5 Developers 
1 Manager/Developer 
1 Customer Contact 

3 Developers 
1 Lead Developer 

Number of People 
Observed 

3 7 4 

Total Number of 
Developers at 
Organization 

3 6 11-14 

Days Spent with 
Each Participant 

3 1-2 2 

Days Spent at 
Organization 

10 9 9 

Division of Labour Individual Group-based Individual 

Table 2. Agile Practice Present in Company 

Agile Practice Company A Company B Company C 
Iteration Planning  No Yes Yes 
Pair Programming No Yes No 
Versioning System No Yes Unsure 
Stand Up meeting No  Yes Yes 
Unit Test No  Yes Yes 
Unit Test First No Yes No 
Collective Code 
Ownership 

No Yes No 

Move People Around No Yes No 
Integrate Often No Yes No 
Refactoring No Yes No 

We used content analysis to examine our field notes [10]. First we made case study 
summaries of 28 decision events we found in the field notes from our observations. 
Next, we used content analysis to classify a case study summary as using 
consequential choice or serial evaluation. Content analysis places phrases, sentences 
or paragraphs into codes (i.e. classifications) which can be predefined or interactively 
defined [10].  

4   Results 

The primary result of our study is that when observing design decision making, we 
observed more conversations in the small agile software team than in two small non-
agile software teams. This led to more use of consequential choice in the small agile 
teams than in the small non-agile teams. We present quantitative and qualitative 
results to support this.  Table 4 presents all our case studies showing the type of 
decision problem, the number of people involved and the approach to making a  
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Table 3. Agile Principle Present in Company 

Agile Principle 
Present in  

Company A 
Present in  

Company B Present in Company C 

Individuals & 
Interactions over 
Processes & 
Tools  

Clear Very Clear 

Not Clear 
O1: “[Developer] says they’ve just started 
the shadowing idea, but …’ it requires time 
and everyone is really busy. So it’s the first 

thing to go.’” 
O2:  “Assign big things to people and they go 
off to do individual planning. … An Iteration 

Planning Meeting ends.  ... No one shared 
what tasks they had or that they needed help 

with anything. E.g. [Developer] had her tasks 
on a piece of paper with yellow stick-its and 

they aren’t on the [main] whiteboard. So 
those are tasks for her no one knows about.” 

Working 
Software over 
Comprehensive 
Documentation 

Very Clear Clear 

Not Clear 
O3:  Development team has a technical 
writer who writes all the documentation.  

O4:”During the meeting [Developer] 
reminds people of the documentation process. 

[Manager] adds that they should use 
[tracking system] and should also 

communicate [with technical writer].” 
Customer 
Collaboration 
over Contract 
Negotiation 

Did not 
Pursue Topic 

Did not 
Pursue Topic

Did not Pursue Topic 

Responding to 
Change over 
Following a Plan

Clear Very Clear 

Not Clear 
O5:  “[Developer] … said, ‘Everybody is 

expected to meet their schedule. There is no 
room to fall behind.’” 

O6: “’One more day [of research phase].’” 

decision. The case study ID is indicated with an A, B or C to identify the company, 
and a number of the order in which it is shown. 

First, Company A (non-agile) used consequential choice in 4 of the 12 decision 
events we observed (33.3%). Company B (agile) used consequential choice in 9 of the 
11 decision events we observed (81.8%). Company C (self-claimed agile, observed 
non-agile) used consequential choice in 2 of the 5 decision events we observed (40%).  

We emphasize that our observations showed consequential choice when more than 
one developer contributed to the decision. In the 15 decision events where consequential 
choice was used, 14 of these involved more than 1 person contributing to the decision. 
In Company A more than one person was involved in decision making in 3 of the 12 
decision events we observed. In Company B more than one person was involved in 
decision making in 9 of 11 decision events we observed. In Company C more than one 
person was involved in decision making in 1 of the 5 decision events we observed. 

We acknowledge that there are numerous potential contributors to the approach to 
making a decision (e.g. the type of decision problem, the number of people involved, 
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Table 4. Quantitative Indicators of Consequential Choice in Agile Teams 

Case ID Motivator to Design Change 
Number of 
Developers  Approach to Decision 

A1 Bug Fix 1 Serial Evaluation 
A2 Bug Fix, if done, halts release. 2 Consequential Choice 
A3 Feature Request 1 Serial Evaluation 
A4 Bug Fix 1 Serial Evaluation 
A5 Feature Request 2 Consequential Choice 
A6 Feature Request 1 Serial Evaluation 
A7 Bug Fix 1 Serial Evaluation 
A8 Bug Fix 1 Serial Evaluation 
A9 Feature Request 1 Serial Evaluation 

A10 Feature Request 1 Consequential Choice 
A11 Feature Request 2 Consequential Choice 
A12 Feature Request 1 Serial Evaluation 
B1 Feature Request 1 Consequential Choice 
B2 Bug Fix, if done, halts release. 4 Consequential Choice 
B3 Feature Request 1* Consequential Choice 
B4 Bug Fix 1** Serial Evaluation 
B5 Feature Request 1 Consequential Choice 
B6 Feature Request 2 Consequential Choice 
B7 Feature Request 2 Serial Evaluation 
B8 Feature Request 2 Consequential Choice 
B9 Feature Request 3 Consequential Choice 

B10 Bug Fix 2 Consequential Choice 
B11 Feature Request 2 Consequential Choice 
C1 Feature Request 1 Consequential Choice 
C2 Feature Request 1 Serial Evaluation 
C3 Bug Fix 1 Serial Evaluation 
C4 Chose Programming Language 4 Consequential Choice 
C5 Bug Fix 1 Serial Evaluation 

  * developer asked entire room open question. 
** a 2nd developer helped part-way through task. 

the culture of the organization). Our previous work has found the more structured the 
decision problem was (e.g. debugging), the less consequential choice was used [21].  

Our results here are consistent with that. In 8 decision events that involved bug fixes 
(and as per [21], were well structured), only 1 decision event involved the use of 
consequential choice. These do not include decision events A2 and B2 listed in Table 4, 
which were bug fixes that had significant impact on the release of the software product. 
These decision events were not as well-structured as the other 8 bug fixes. 

We provide excerpts from our field notes to show the different approaches to 
making a decision, in the different companies and to highlight that there was a 
cultural quality not present in Company A and Company C, but present in Company 
B. The cultural quality was an openness and willingness to challenge ideas. In 
Company A and Company C, more often than not, there was simply no one around to 
challenge an idea a developer had.  Excerpts from our field notes are as follows: 
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“[Developer] has coded an idea like this before so he is going to copy and paste 
and modify what he needs. He says, ‘It’s faster, why waste my time?’” Company A.  

“[Developer1] tells me they’re looking at code from another project with another 
customer to see how they did something more complex but same sort of 
problem.…’We can just take this [code from previous project]. Just change the table.’ 
[Developer2] says. They look through what they need and talk out loud about what 
they need. They read a large section of code and talk about changes. … [Developer1] 
says, ‘How else are we going to do it?’… They’re looking at how to sort days and 
months. ... Before they’ve just left it but ‘it’s a bit silly,’ they say.…[Developer3] 
comes over and says it’s ok to put the number before it, like 01Jan. [Developer2] 
laughs like he’s not impressed. … [Developer3] agrees [to a suggestion from 
[Developer1]] but also says they’ve shown it to the customer in one way so if they can 
stay somewhat consistent with that it’d be good. … [Developer1] says “Each row is 
going to be a customer, month, no, … each row will be customer by day.” He explains 
the “no” to [Developer2]. [Developer1] raises a question, if you ship an order over 2 
days, it’ll double count. [Develoepr2] asks “That happens?” [Developer1] says yes, 
[Developer1] says distinct count then. [Developer1] says need a month dimension. 
Create a fact table, it’ll be a bit slower, [Developer1] says as an idea. 
…[Developer2] proposes a solution … and [Developer1] agrees.”  Company B. 

“[Developer] says he has never run into a situation where there was no SDK. If he 
can’t find out that there is an SDK, the company is going to need a consultant.”  
Company C. 

5   Validity 

We address the validity and repeatability of our results. First, we selected 
observations for this study because it was the second step in a larger study on design 
decision making [21]. We recognize that our observations were only a glimpse into 
the life of an organization. While our observations occurred for 9-10 days, factors that 
affect our conclusions may have occurred before or after our arrival, without our 
knowledge.  Future long-term studies are needed to validate our results. We addressed 
repeatability of our coding using a consensus estimate for our measure of inter-rater 
reliability [17]. We compared results of analysis performed by an external coder for 8 
of the 28 case studies (29% of our data). We achieved a consensus estimate of 76%, 
comfortably above the recommended rate of 70% [17]. Lastly, we compared our 
results of this paper with the results presented in our previous work [20]. We found in 
our previous study, of the six agile developers who said they used serial evaluation in 
the decision event they described, only one described other people present during this 
decision. The other 5 agile developers described decisions they made by themselves. 
Thus, our theory that agile environments that lead to communication lead to the use of 
consequential choice, still applies. In comparison to our previous results [20, 21] this 
study shows multiple people involved in decision making leads to RDM in decision 
making, whereas fewer people involved in decision making leads to NDM.  

6   Conclusion 

We presented a multi-case study of software design decision making, examining the 
use of consequential choice and serial evaluation in small agile and non-agile 
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software companies. We show a small agile company using consequential choice 
often while two small non-agile companies applied mostly serial evaluation.  Our 
theory is that agile environments produce more open communication among 
developers, which results in developers challenging each other’s ideas for solutions to 
design problems, thereby increasing consequential choice. This result is surprising 
given that the reduced amount of documentation produced by agile teams is often 
associated with a less rational approach to software design. However the approach to 
decision making we observed is arguably rational. We are also now motivated to ask: 
which approach results in better software design?  We believe consequential choice 
provides an opportunity to find “better” alternatives to a design decision and serial 
evaluation limits this opportunity. Future work includes long term empirical studies 
examining the impact of design decisions. 
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Abstract. In this paper we address how interaction design and agile de-
velopment work together, with a focus on the issue of interaction design
being done “up-front”, before software development begins. Our study
method used interviews with interaction designers and software develop-
ers on several agile teams. We used the qualitative approach of grounded
theory to code and interpret the results. Our interpretation includes ap-
preciation for benefits seen for a certain amount of up-front interaction
design, and benefits from some levels of interaction design continuing
with the iterations of software development.

1 Introduction

Interaction design and agile development have much in common, most impor-
tantly the fact that they will often both be involved in development of the same
software. Despite this, there has been little investigation or discussion on how the
two processes work together, and the issues that arise. We have been conducting
studies of software teams that use both interaction design and agile development
in order to better understand practice. In this paper, we focus on the issue of
interaction design being done “up-front”, before software development begins.

Interaction design and agile development have different perspectives on soft-
ware. Whereas interaction design has a focus on how the end users will work
with the software, agile development has a focus on how the software should be
constructed. Both have major roles in making good software. The two processes
also have in common an appreciation for the importance of evaluation of cus-
tomer satisfaction, and how an iterative approach is the best way to accomplish
this. However, how these two iterative processes are combined is unclear.

In the next section we outline other literature that addresses this issue. We
then present our study method, team profiles, and our results, categorizing and
quoting findings from our interviews. We then integrate these findings and pro-
duce an initial interpretation of the practice that emerges from our studies. We
then present our conclusions and plans for future work.

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 9–16, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Background

The way in which interaction designers1 and agile developers should work to-
gether has been discussed surprisingly little. The debate between Kent Beck and
Alan Cooper [1] did explicitly address the issue of when interaction design should
occur relative to software development. They agree on many things, but Cooper
argues that all the interaction design should be done before any programming,
and Beck disagrees.

Cooper: “So when I talk about organizational change, I’m not talking
about having a more robust communication between two constituencies
who are not addressing the appropriate problem. I’m talking about incor-
porating a new constituency that focuses exclusively on the behavioral
issues. And the behavioral issues need to be addressed before construc-
tion begins.”

Beck: “The interaction designer becomes a bottleneck, because all the
decision-making comes to this one central point. This creates a hier-
archical communication structure, and my philosophy is more on the
complex-system side — that software development shouldn’t be com-
posed of phases. . . . The process, however, seems to be avoiding a prob-
lem that we’ve worked very hard to eliminate. The engineering practices
of extreme programming are precisely there to eliminate that imbalance,
to create an engineering team that can spin as fast as the interaction
team.”

Jeff Patton describes in several papers and tutorials how interaction design
and agile development can work together by using a process where interaction
design iterations fit in the iterative structure of agile development [2]. Lynn
Miller describes similar experience in managing projects where the interaction
design was of critical importance to the software [3]. Her approach is that both
interaction design and programming use a common process, where the two kinds
of work are done in parallel, but are one iteration out of phase. In this way, the
interaction designers are doing detailed design for the iteration that the program-
mers will do next, and doing evaluation of the iteration that the programmers
did last. Chamberlain, Sharp and Maiden [4] use a field study to ground their
introduction of a broad framework for how interaction design and agile develop-
ment can work together. In particular, their study shows, and their framework
explains, how the general values and practices typical in interaction design and in
agile development are quite similar and can assist teams in working together, but
that efforts must be made to ensure balance, appropriate resource management,
participation, and in general a coherence of purpose.
1 Our interviewees used the terms interaction designer, user interface designer and UI

designer variously; we use the term interaction designer to refer to the member of
the development team, whose main responsibility it is to design the user experience
and the user interface. The team members involved in mainly coding activities are
referred to as the developers.
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3 Method and Participants

Our research method was qualitative, using grounded theory based on interviews.
We conducted our study using semi-structured in-depth one-on-one interviews
with team members from software teams at several different companies, each in
different countries. Our aim was to study actual practice, rather than any ideal
or experimental situation. We selected teams that we felt confident would be
regarded as using an agile process, and where the project did involve interaction
designers. For each team, we interviewed both someone who concentrated on
user interaction design and someone who concentrated on programming. The
interviews were voice recorded and transcribed in detail. All persons interviewed
were asked to validate the transcriptions. We began our analysis with the method
known as open coding, and is used to identify the different categories present in
the text. We then performed axial coding, where the relationships between the
categories are established, and then began to build up the structure of what we
found in the interviews.

The first team, T1, is based in the United States, and develops and markets
web-based software for IT professionals. T1 is an XP team consisting of ten
engineers and one product manager/user interface designer. At the time of the
interviews, T1 was working on redesigning and enhancing one of its products.
Their product manager/user interface designer described the previous version
of the project as being “hacked together” and having user interaction that was
“very cumbersome”, and the next version was to address these concerns. We
interviewed the engineering manager and product manager/user interface de-
signer.

The second team, T2, is based in Ireland. They develop and sell software to
support wealth management. T2 is also an XP team and includes four engineers,
one domain expert/on-site customer and two interaction designers. One of the
interaction designers explained that there were several smaller projects, but that
their main effort was on a kind of application described as a “wealth planner”,
where both the size and the impending release to their first customer were their
concerns at the time of the interviews. We interviewed their project manager
and an interaction designer.

The third team, T3, is based in New Zealand and develop software that con-
trols fruit sorting machines. Their team consists of five developers. Their main
project was described as not only controlling machinery and reading sensor
data, but “gathering this all together and presenting that information to our
customer.” We interviewed two developers, one of whom had a background in
interaction design.

The final two participants, P1 and P2, are both employed by the same software
consulting company based in Finland. At the time of the interviews, P1 was
an interaction designer working on a system to manage teaching and course
scheduling; the team consisted of a project manager, four developers and two
interaction designers. P2 was a team lead/developer on a team consisting of five
developers, who worked across several projects. P2’s main project was developing
a new web-based application.
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4 Results

In this section we present some of the main concepts that emerged in our in-
terviews that relate to the issue of up-front interaction design. In each of the
subsections below, we identify a significant pattern, and provide some relevant
passages from the interviews. We provide a more general interpretation in the
next major section.

There are Advantages to Up-Front Interaction Design. The participants
were clear about the advantages of doing interaction design before implementa-
tion begins. They saw up-front design as having a positive impact on the final
product’s user satisfaction and consistency, saying it helped mitigate risks and
helped designers come up with the best possible design, while keeping to the
customer’s budget. Up-front design was also seen to contribute to cost and time
savings by ensuring better project estimation and prioritization.

“And we have no help lines, or no support lines or anything like that to take
calls on how to use the system . . . So that’s all because of the designers’ up-front
work, because of up-front design and also because of the agile process we use.”
— interaction designer, T2

“Just create some up-front consistency, like, what do buttons look like, where
are they placed, what do tables look like, how do users interact with tables, what
do forms look like, how do you get from a table to a form and then back to the
table, like, basic interaction models. So, kinda like a style guide. And I did some
of that before I even started.” — product manager/user interface designer, T1

“The benefits are the fact that doing up-front design, you are not limited
by any kind of technology. Of course we take into account the implementation
technology. We’re not going to do web interfaces that are not possible to do on
the web, but we can go on the very, very bleeding edge, so that we can know
that we’re still in the limits but we’re trying the best we can, so it creates, in
this way, best designs.” — interaction designer, P1

“There’s also the fact that if you do up-front design, you can take your time
for doing the design, meaning that if it would be tied into the iteration, the
problem is if you design a part of the system and you don’t know what the
whole system is, then later on it might happen that you know new requirements
of the system, they require a major refactoring of the user interface, something
really huge, they might turn the whole concept upside down.” — interaction
designer, P1

Do Most, Though Not All, Interaction Design Up Front. Participants
from most of the teams believed that having the user interface a certain per-
centage complete before development begins is essential, but also enough. A user
interface that was not completely 100% specified up front left room for decisions
to be made during implementation. All participants in the study brought up the
fact that there were inevitable changes to the user interface during development,
due to implementation issues or issues that were not known up-front.

“Before it gets into development, the user interface is more or less, ninety
percent defined.” — interaction designer, T2
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“What we currently try to do here at [Organization], or what I try even some-
times to force through, is that interaction design should be completed at least
ninety five percent of the whole system before starting the implementation at
all because otherwise it’s simply not going to work.” — interaction designer, P1

“The UI designer actually can get away with not putting all the details and
everything into it. Many things just work out during the iteration planning or
during development . . . he [the UI designer] doesn’t have to make this absolute,
final, ultimate thing that is then given to someone. You can get away with a
seventy to eighty percent implementation.” — engineering manager, T1

“[Change is] driven by the needs of the system or new things learned dur-
ing the project and risks that didn’t get identified in the beginning.” — team
lead/developer, P2

Much of the Interaction Design Involves Study of the Clients and
Users. Participants emphasized the close collaboration that interaction design-
ers had with business oriented people within their own organization, such as
marketing, and with the clients and end-users before development begins.

“We’ll hold a workshop with the project sponsors, we’d have them with end
users of the product, we’d have them with IT people, with the actuaries in the
company, with the compliance people, as many as we can who will have input
into the product or are using it in some form, or who are developing it in some
form. They come from our workshop. We gather the user stories via that.” —
interaction designer, T2

“So we’re kind of using the user interface design as the requirement for the
developers, because the idea of trying to come up with the user interface design
while doing the same piece of software has proven that it is simply impossible.
The current deal with the customers is that they . . . we have now budget for this
user interface design part and that is kind of labeled as requirements analysis.”
— interaction designer, P1

“. . . we use informal conversation with the customer, so someone tries to un-
derstand the domain that they’re working in, what the problems are and why
they’re trying to achieve what they’re doing.” — developer, T3

Interaction Design is Informed by Software Implementation. Even with
some up-front design, interaction designers did gain more insight as the software
was actually implemented. In some cases, this allowed fine details to be polished,
but in other cases it suggested changes in the higher level design. Also, imple-
mentation sometimes revealed that interaction designers would overspecify what
the programmers were meant to tackle in an iteration.

“And with XP it’s like, these are my cards, this is what I need to design for.
I don’t care about the next release. I’m not even thinking about that. And nine
times out of ten for us, if we did try to think about the next release then when we
designed it for that then we didn’t end up implementing those features anyway.
So I think the fundamental change in thinking is more just for this release . . . ”
— product manager/user interface designer, T1
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“With the user interface you gather as much information as you need to do
some kind of real thing and then you put it through an iteration . . . you know
enough about the kinds of interactions you need to perform a particular function
so you do that, feed it back into real code and then you’ve got something that
people can play with and look at and then you can go through another iteration
or another cycle of ‘Is that any good? What should we be thinking about there?’
So you’ve got real working software that people can reflect on a lot better. And
you can go through a number of cycles that are purely paper prototyping cycles
as well.” — developer, T3

“. . . it’s not realistic and not a good way of working to try to specify things to
the nitty gritty detail, meaning that there will always be some kind of feedback
from the developers when they find out that, ‘Hey, this is difficult to do,’ or
‘Have you thought of this kind of a situation, which came up now while trying
to implement this?’ They give a seed for a need for redesign or completing the
design, which is not sensible to do beforehand, because there are so many of
these exceptional situations that the user interface designer would never guess,
because he would need to know the internals of the system.” — interaction
designer, P1

Cost and Time are the Issues. Participants saw no problem with up-front
interaction design, as agile development only warns against up-front code de-
sign. They saw up-front interaction design as being very different to up-front
code design, e.g. up-front code design produces a lot of costly waste, whereas it
is essential to be able to refine the interaction design with the customer up-front
to make sure it is correct, is essential. Most importantly, there is an understand-
ing that the issues of cost and time are the reasons that determine whether the
interaction design should have iterations with a prototype rather than program-
ming. Using a light-weight prototype, in the form of pen and paper sketches or
PowerPoint slides, was much quicker to develop than an actual application, and
still allowed the interaction designer and development team to go through the
design together for valuable feedback.

“With faster and quicker iterations in agile, maybe sometimes you need the
slower . . . With the user interface it takes longer to get feedback, so it doesn’t
always line up.” — developer, T3

“The kind of issues that you get in up-front code design are not the issues
you get in up-front interaction design at all. Code design comes out of just the
amount of waste you get from people doing two, three jobs. Doing the same job
two or three times in different forms . . . There’s an awful lot of waste involved
in that, which is the main thing XP was trying to fix in the first place, but
with regards to up-front interaction design, you know, putting together screens,
in Photoshop or whatever and iteratively running it by customers and things,
to make sure that the design itself is correct. So it’s a whole different domain,
basically.” — project manager, T2

“We’re not writing a specification that is not true, we’re trying out the system
in the cheapest possible way in a very agile fashion but we’re doing it with pen
and paper and it’s to build a system. This pen and paper thing is not design
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up-front, it’s defining what the system is in a faster and a cheaper way. If it
would be as cheap to implement the system at the same time, well then go for
it. But if I can draw in five minutes so much user interface that it takes two
months to implement, I really do not think that that is the best way to tackle
things.” — interaction designer, P1

5 Interpretation

Working through our interviews, we found a structure emerged. The first step
involves the interviewees’ conviction about advantages of up-front interaction
design. In particular, they held that there are problems mitigated with up-front
design, such as poor design judgements that lead to costly redesign or no added
value for the customer; budget issues; poor task prioritization; costly redesign
problems uncovered late in development, due to new or changing requirements;
usability problems; inaccurate work estimates. It was also regarded as under-
stood how these problems are mitigated with up-front design: the team gain a
high-level understanding through development of a style guide and navigation
model; designs are kept technology free, but without the team completely disre-
garding the implementation technology. The whole system can be designed very
fast, and the team can obtain early customer input about the system.

The second step involves agreement that although much interaction design
should be done up front, this is not as simple an idea as it might appear. One
important consideration is that what might be called “design” in fact involved
close work with business analysts, markets, clients, and end users. This is nec-
essary for several reasons: to determine the value of the business case for devel-
opment, to appreciate the goals of the client, and to understand the work and
mental models of the end users. This raises an important question about our
shared terminology. Our participants agreed that this work was part of what
they regarded as design. On the other hand, this kind of work might also be seen
by developers as constituting analysis rather than design. Agile development
advocates are wary of up-front design because it represents premature commit-
ment, but if it is analysis and does not involve commitment, then it does not
constitute the same kind of danger.

The third step involves understanding that there are benefits to interaction
design that come from iterative development and delivery of working software.
There is acknowledgment that even up-front interaction design must be done
in the light of the software platform capability. And beyond this is an under-
standing that software development provides a different lens through which the
interaction design can be examined, helping interaction designers identify strate-
gies for improving and refactoring. Finally, there is also agreement that while
prototypes do allow designers to return to clients and end users with something
to evaluate, there are advantages to having actual software instead. Not only
does it provide more functionality, but also more confidence that value has been
delivered.
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In summary, there is a conviction of advantages in up-front interaction design.
But this turns out to include much that might be regarded as analysis. Moreover,
there are also advantages to doing some interaction design together with software
development iterations. The real insight is shown in the reasoning about why and
when up-front design is advantageous and when it is not. This is shown to involve
concern for risk management, not unlike that underlying agile development itself.
In essence, up-front design is appropriate if it reduces risk, and inappropriate
when it increases risk.

6 Conclusions

In this paper we have reported on our studies of up-front interaction design in
agile projects. We employed a qualitative research strategy to better understand
the practice in actual software development teams committed to both quality
interaction design and an agile process for development. We presented some
samples of our findings, and our initial interpretation. These reflect not our sug-
gestions for practice, nor any ideal practice, but rather actual practice, together
with understanding about how it came to be.

We find that up-front interaction design is commonplace in agile development,
and indeed there is agreement that most interaction design be done up front.
However, we also find that in interaction design, much business and end-user
analysis is understood to be included. Moreover, there is recognition that there
are benefits to some interaction design being done in the iterations together with
the software development. Most important, there is evidence of understanding
that the issue is not whether interaction design should be done up-front or not,
but rather when up-front interaction design will reduce risk, and is therefore
advisable, rather than increase risk by making premature design commitments.
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Abstract. While British Telecom (BT) has been progressing the adoption of ag-
ile practices across teams for the last two years, the overall organizational trans-
formation has been slow to emerge and a catalyst was needed. In November 
2006, BT began running a series of one hundred person, one and a half day 
events called Joining the Dots 3, aimed at promoting the use of agile throughout 
the IT organization.  The event’s practical approach of embedding learning 
through the use of videos and activities on agile planning, user stories, customer 
collaboration and iterative delivery into a large scale end-to-end simulation has 
proven to be both fun and an excellent learning tool.  Simulation retrospectives 
inside the event echo the learning points and feedback forms have confirmed 
that BT may have succeeded in generating large scale buy-in to using agile 
practices across thousands of people in their delivery organization.   
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1   Introduction 

There are enough books and articles about organizational transformation to acknowl-
edge that it is neither easy to achieve nor straightforward.  Such shifts usually encom-
pass people, process and technology.  Further still, to change an organization to one 
that is friendly to agile, one often must change the entire company culture.  More than 
two years ago, British Telecom (BT) took on this challenge—and while there have 
been some exemplar projects showing agile successes,  overarching company-wide 
acceptance and adoption results have been slow to appear. 

This paper describes how the use of a highly engaging event with carefully selected 
embedded agile learning has been rolled out across thousands of the delivery organiza-
tion in a short period of time. This event acts as an intervention catalyst for change. 

2   Transformation History 

BT is facing rapid marketplace changes that require it to radically increase its speed to 
market. BT now must compete with companies ranging from telecom providers to 
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new technology companies like Google and Skype.  From a strategic view, there is 
little alternative than to change the “old ways of working”.  But for a company with 
over 14,000 IT employees, embedded waterfall delivery techniques, large distributed 
projects and COTS applications, this a radical shift that requires a unique adoption to 
agile.   

The first step in the transformation was the creation of an internal coaching com-
munity.  The idea was sound; build up a specialist base of experts who could work 
with teams to determine which agile practices could be applied in each team, depend-
ing on their context.  But agile coaching is a skill developed over time, and usually 
only through a combination of training, mentoring and experience.  This community 
was not created quickly and needed the support of seasoned coaches. 

New “apprentice” coaches were trained to augment the overall amount of agile 
support available. This succeeded in creating a small community of enthusiastic peo-
ple, but as they were given only a brief level of training to start, many were soon 
faced with the daunting task of educating hundreds of others and pushing their pro-
grams to change. These apprentice coaches also faced a genuine fear that applying 
new techniques, even the most well intentioned ones, could disrupt already tight de-
livery deadlines. To help, the BT agile community took on a “baby steps” approach, 
encouraging teams to start using non-disruptive practices such as stand-ups and retro-
spectives. The difficulty with this approach has been that such non-disruptive changes 
cannot yield the speed-to-market improvements required.   

There is one other major obstacle to BT’s transformation—agile is not tool-based 
technique that can be easily rolled out across an organization.  Agile is a values based 
approach that needs buy-in from teams in order for it to succeed.  It can be a highly 
vulnerable way to work and team members have to want to do it.  However, how can 
BT gain this buy-in in an accelerated fashion on a large-scale? 

3   Joining the Dots as a Large-Scale Change Agent 

It was in this context that Joining the Dots 3 was born.  
Joining the Dots 1 was originally a series of one day, one hundred person commu-

nications events held for all of the IT staff to inform them of changes that had been 
made to the BT strategy in early 2006.   

The agenda for Joining the Dots 3 is quite different from its predecessor.  While 
the model of reaching one hundred people at a time is leveraged, the objective of the 
event has been to do more than communicate new ways of working—participants are 
invited to practice using agile techniques as a way of winning their buy-in and creat-
ing momentum for change. The target set for the first phase of Joining the Dots 3 is to 
reach 3000 people across 30 events, leaving an option to extend the reach based on 
the success of the events. 

The event criteria included the following: 

 Don’t just talk about it—do it.  Let the event excite people by having them 
give agile practices a try. 

 Focus on agile values, principles and practices. Ensure that all participants 
understand the mindset shift required, rather than simply concentrate on 
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specific techniques that they can use.  With that said, also give them prac-
tical techniques they could start doing immediately with their teams. 

 Have leaders lead the event and ensure participants have a shared context 
so they can action-plan next steps.  This strategy has the added benefit of 
gaining leader buy-in to using agile, a new framework for many of them 
too.  They also get to witness the challenges and obstacles that their teams 
may face when they return to their regular roles.  

 Make it fun.  If participants enjoy themselves, they’ll be more accepting 
to trying new things. 

3.1    Learning Through Doing 

Participants should be able to feel the benefits of using agile rather than having to 
trust that it works.  Hence, the bulk of the event is created around a large-scale simu-
lation where twelve teams must create contraptions that move a ball across an arena.  

 

In it, they face the difficulty of meeting customer requirements as a single compo-
nent while having to contribute to a multi-faceted end-to-end solution.  This scenario 
mirrors the complexity of BT’s large scale projects and is a great place to prove the 
benefit of using agile.   

Participants start with an agile teach-in where in a half an hour, agile is raised out 
of buzz-word status and BT leaders describe their personal experiences with agile 
delivery, warts and all. The teach-in emphasizes the scale of the human transforma-
tion that agile delivery requires, but also reassures participants that some teams at BT 
are doing it with genuine results.   

At this point, the talking is over and teams get to practice working in an agile envi-
ronment.  Unbeknownst to them, they will now participate in a non-software agile 
project—dispelling the myth that agile only applies to software.  Teams are quickly 
run through tutorials on agile planning and given a set of user stories with which they 
must build a release plan for delivery of their components.  This has been the first 
exposure to user stories, comparative estimation and commitment based planning for 
many of them.  With the guidance of agile coaches who act as facilitators/customers, 
teams develop plans for two iterations of work.   
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Then comes execution and the learning really begins. Teams’ working habits de-
termine their success.  Often teams quickly ignore plans in favor of using tactical 
approaches that mirror waterfall thinking. This contrasts nicely with those more at-
tuned to applying agile. 

Teams that deliver iteratively and get customer sign-off during the delivery cycle 
perform better than ones that ignore their customers and try to deliver everything and 
integrate at the end.  Teams that continuously test have more stable structures than 
ones that defer testing.  The results of everyone’s efforts are clearly seen in the “show 
and tell” where all teams demonstrate their structure’s contribution to the end-to-end 
solution.   

Teams use retrospectives to record lessons learned that may corrected in their sec-
ond iteration.  To date, these retrospectives have consistently recorded even more 
learning points than what was expected to be gained—and they emerged naturally 
from team experiences.  Invariably, teams that apply those lessons to their second 
iteration see far better results.  It is worth noting that while many of the participants 
are not currently using agile delivery techniques, the merit of many common agile 
practices emerge as ways to improve.   

 

Some common retrospective results are:  

What’s gone well? 

 Continuous testing and lots of it 
 Customer engagement for prioritization and sign-off 
 Team collaboration 
 Delivered business value early 
 Shared best practice across teams 
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 Learning from retrospective 
 Had fun 

What did we learn? 
 Involve the customer more 
 Keep it simple 
 Initially overestimated what they could deliver 
 Establish realistic targets 
 Getting agreement with customer at planning stage. 
 Priority based on business value and complexity (Story points) 
 Value of testing 

What should we do differently? 
 More inter-team co-ordination and collaboration. 
 Customer engagement; involve the customer more and keep them up-to-

date. 
 More re-use of designs 
 Stop delivering when it is done and working 
 Apply learning points from previous iteration 
 Test early and more frequently 
 Prioritize user stories before the build 

The event concludes with peer based action planning, where participants are asked 
to accept responsibility for applying new techniques moving forward.  The use of 
peers is meant to provide reinforcement and support for ensuring the action plans are 
met in the days and months post event.  The majority of the action plans involve ei-
ther applying new practices such as planning, user stories, stand-ups and retrospec-
tives into their routines immediately.  Others choose to learn more and there has been 
an increased demand in agile training. 

4    Event Challenges 

There have been many challenges faced during the development and delivery of agile 
material for an event of this scale. Recognizing that agile is an already over-burdened 
word at BT, it has been critical to ensure that all events are delivered consistently.  An 
important outcome is to create a common understanding of agile delivery for all par-
ticipants.  Moreover, despite the temptation to teach “everything”, people can only 
absorb so much.  To avoid overwhelming participants or diluting the key learning 
areas, it has been important to be selective in presenting specific content areas over 
others.  

The key content pieces address highest impact opportunities for change.  This in-
volves agile planning and estimation (which infers iterative delivery and user stories), 
customer collaboration (a current gap with business partner involvement inside the 
delivery cycle) and inter/intra-team communication (how to ensure good communica-
tion with distributed teams).  Short, nine minute videos have been created in each area 
to provide a uniform delivery of information.  While these videos are run by agile 
coaches, the video format both ensures that every participant receives the same con-
tent as well as lessening the burden of having highly experienced presenters.    
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There has been a challenge in creating content that is both simple enough for 
someone unfamiliar and suitably engaging for the experienced, given the large num-
ber of participants who attend the event. The use of the large-scale simulation format 
has been very helpful in ensuring that everyone participates. Quite simply, it’s fun. 
Where those new to agile learn new practices, experienced participants are encour-
aged to help mentor their teams. 

Additionally, there are constraints surrounding the number of skilled coaches 
available to support the event, recalling their already heavy work schedules.  This 
remains a challenge which continues to build, as groups run through the events and 
subsequently place heavier coaching demand on their program apprentice coaches. It 
has been partially overcome by leveraging the original team of agile coaches for sup-
port, but this is at the sacrifice of their other responsibilities.  Given the complexity of 
orchestrating the event, it is difficult to train coaches if they can only support a small 
number of events. 

5   Lessons Learned 

Throughout this event, the project team has worked to apply the concept of continu-
ous learning and improvement to itself.  There are many lessons learned, which will 
continue to emerge as more events are run.     

5.1   Make It Fun  

The success of the event has largely been a credit to the engaging nature of the large-
scale simulation.  Had Joining the Dots 3 used a less engaging delivery mechanism, 
the amount of learning would have been significantly reduced.   

Initial concerns that it may not appeal to such a wide range of people have proven 
unfounded. The format creates a dynamic where teams self organize to ensure every-
one is involved.  This dynamic cajoles even the most cynical into suspending disbelief 
in favor of participating and having fun.  Since the agile practices are very tactically 
selected to ensure success of the task-at-hand, even those most resistant to using agile 
adopt the practices for the day.  

5.2   Stay Focused on What Is Important  

Especially with early positive feedback, there is a strong temptation to layer on many 
new lessons for participants.  The simulation supports teaching almost all of the agile 
principles and practices in one way or another.  This temptation has been strongly 
controlled. The key messages were originally selected to address the most compelling 
organizational needs.  Teaching everything risks participants not learning the key 
messages. This event has never been intended to replace comprehensive training.  It is 
meant to create momentum for teams to either begin or take the next step in their 
transformation. 

5.3   Agile Transformation Requires Buy-in 

BT has a “top-down” driver for teams to use agile.  Executives believe that using 
agile will help the company become more competitive.  However, in order for agile 
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adoption to succeed, teams need to see the merit in the change and want to do it.  
Beyond simply showing participants new tools and techniques, the event is aimed at 
demonstrating the value of agile. 

5.4   Create the Environment for Learning and Then Allow Discovery to Happen   

If the event is well structured, it is possible to let lessons emerge rather than through 
direct instruction. The number of retrospective lessons recorded after the first iteration 
was initially surprising. There was an expectation that participants would see the 
importance of the video topics, however it is also apparent that cultural behaviors 
such as the importance of teamwork, customer engagement, cross team coordination 
and self organization are recognized. 

5.5   Ensure Proper Follow-Up Is Available  

Follow-up could be the weakest part of the execution of the event and cannot be for-
gotten.  Without a dedicated team to support post-event follow-up, there is a reliance 
on using established feedback mechanisms to ensure follow-up and support.  This is 
namely the apprentice coaches, BT leadership event sponsors/hosts, training courses 
and the peer/team based relationships formed during the events.  In cases where par-
tially in-tact teams have participated, there is greater confidence in ensuring behav-
ioral change.  For participants who have very little shared context, there is the risk of 
Joining the Dots 3 simply being a fun event with no resulting change.  Measures are 
currently underway to determine impact of the event on early participants and a plan 
to be put in place to address results.  To date, the only concrete data available is an 
increase in the demand for agile training.   

6    Conclusion 

BT has had success in creating an agile coaching competency but faces limitations 
with their capacity to work across the organization.  Even though the roll-out of agile 
began more than two years ago, there is a wide variance in agile adoption company-
wide.  A means to reach a large number quickly, effectively and compellingly was 
needed to boost teams’ use of agile.  Joining the Dots 3 has been this method and will 
continue to be run for many months to come. 

The event as an intervention, works. It opens people’s minds, dispels misconcep-
tions about agile and gets people excited and committed to using agile practices when 
they start work the following day.  These results have been recorded through partici-
pant action-planning, anecdotes, simulation retrospective results and in feedback 
forms.  Based on participant feedback to the event, increasing the number of events to 
a greater audience is likely.  

However, the proof of an intervention’s effectiveness is measured over time.  
Teams need to start using agile with positive results in order for the event to truly 
have an impact on the organization.  These measures are slow to emerge and will 
require dedicated attention.  High enthusiasm and increased demand for training are 
early indicators that momentum for change has been created and that BT teams are 
taking a bigger step forward in their transformation.  
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Abstract. This paper describes a process initiative within IBM to make the 
Corporate Portal (ibm.com) development practices more responsive to changing 
customer needs and explains the bottlenecks that arose with application de-
ployment when this agile approach was not initially extended throughout the 
wider solution delivery lifecycle. The paper details the simple process changes 
that were adopted to expand the agile philosophy beyond development. 
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1   Introduction 

The IBM Corporate Portal (ibm.com) is an application-driven website that advertises 
and markets the products and services of IBM. Prior to 2004, the team responsible for 
its development followed a “waterfall-like” approach, attempting to capture and pri-
oritize requirements for a new release before design and development. They found 
that, while straightforward to agree on the main requirements, reaching agreement on 
the complete set was problematic. Negotiations would introduce delays and slow 
down releases to customers. A more agile approach was viewed as a pragmatic way to 
tackle this issue; development would proceed from key requirements and additional 
requirements would be determined and prioritized as the product evolved. 

In 2004, the IBM Corporate Webmaster’s team adopted an agile approach to soft-
ware development. The use of eXtreme Programming was trialed in the development 
of a major release of ibm.com, culminating in its successful roll-out in November 
2004 [2]. The agile process has since been streamlined to develop and deliver soft-
ware that addresses evolving customer needs within a reduced timescale. However, 
once a new release has been developed, it still has to be deployed to a production 
environment to deliver a fully operational solution. The deployment environment is 
maintained by a geographically distinct team. This team orchestrates the deployment 
of multiple applications from across IBM, so their work is subject to organizational-
wide scheduling requirements and policies; the team has to ensure any new deploys 
do not impact other deployment schedules and live applications. 

Limited improvements can be gained in end-to-end agility if there is a bottleneck 
between the development of a product and its eventual deployment. While there is 
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advice on how to align agile with non-agile practices [3], there is less focus on de-
ployment [1]. This paper reports on the issues surrounding the alignment of agile 
development practices with corporate deployment procedures and describes the agile-
spirited end-to-end process adopted for ibm.com. 

2   Agile Development for ibm.com 

The Corporate Webmaster’s team is responsible for developing and maintaining 
ibm.com. The requirements for ibm.com change frequently, driven by new business 
offerings, improvements in search engine technology, etc. Part of IBM Sales and 
Distribution, the team comprises some 20 personnel, skilled in Java and XML/XSL 
development, open and technical standards, and project management. The majority of 
the team is based in New York State, with other members based in Asia and Europe. 

The deployment team is drawn from roughly 100 personnel within IBM Global 
Services. This team runs the technology for IBM-sponsored events, like Wimbledon, 
in addition to being responsible for the ibm.com infrastructure and operations. The 
Webmaster’s team are hence one of a number of customers for the deployment team’s 
services. The deployment team is responsible for estimating demand on servers, un-
derstanding network traffic requirements for new or changing applications, network 
settings and permissions, etc. They are also responsible for testing that new applica-
tions meet non-functional requirements, do not compromise the performance or avail-
ability of existing applications, and checking that applications are compliant with 
organizational security policies. The team is based in Raleigh, North Carolina. 

The agile development process required the development team to work 7 week re-
lease cycles, each cycle comprising 3 iterations of 2 week duration followed by a 
week for deployment. Customer groups from across IBM submit high-level require-
ments to be reviewed and prioritized based on business value. Selected requirements 
are split into and/or reformulated as stories by customer representatives and written 
on index cards. The stories are sized by the development team according to the time 
they estimate they need to build the story and returned to the customer, together with 
their estimated velocity for the iteration. Since the development team is distributed, 
the velocity is for the extended team. The sizing is based on the expected develop-
ment effort (Java and XML/XSL), not on the associated deployment effort. The cus-
tomer selects stories to implement in the forthcoming iteration. This selection process 
takes place every first Monday in a meeting at the start of each 2 week cycle. Further 
interaction with the customer occurs as stories are clarified and developed, and any 
elaboration is written on the back of the card. The extended development team com-
municates via telephone and instant messaging during this time. Towards the end of 
the iteration, the team performs user/customer acceptance testing. 

During this process, the deployment team should (ideally) be notified of any story 
that may have a deployment implication. One scheduled call takes place every Tues-
day to give the deployment team an alert as to what may be coming through the proc-
ess and some indication of timeline. The first formal notification the team has is when 
the development team submits a work request for a code review as a precursor to 
deploying into staging. This occurs around the beginning of the third iteration (i.e. 
week 5 in the cycle) but, as the development team began to take on more of the  
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responsibility for code review, this removed the necessity to put in such a request. 
Once the application has been deployed, any issues are dealt with by the joint team. 

3   Problem Description 

A retrospective was undertaken at the end of 2004 and the benefits from the new 
process were seen to be the increased level of communication between the customer 
representatives and development team. Since the customers are able to determine and 
prioritize requirements on a regular basis, they had more control over the product’s 
direction. This retrospective revealed tensions, however, at the bottlenecks in de-
ployment. From the deployment team’s perspective, the last minute hand-over of 
applications and expectation of a fast release into production indicated the developers 
were not cognizant of the other demands on their time and corporate constraints. 

With the prior “waterfall-based” approach, the deployment team would receive a 
requirements document and use this to plan and estimate their work for scheduled 
deploys. Following the move to agile, this was replaced by paper-based story cards 
and the team would often only find out about deployment requirements with the re-
quest to deploy into staging. When this request came late, the seventh week in the 
overall cycle would get stretched, leading to delays; the deployment team could not 
abandon other work to accommodate this. With the move to agile there had been little 
focus on the processes required to manage the transition of products from the devel-
opment environment to the corporate production environment. It relied on ad-hoc 
communications between individuals and tacit institutional knowledge. 

4   End-to-End Agile 

Both teams have demands on their time and conflicting priorities, and are in separate 
parts of the IBM organizational chart. It is therefore critical to gain an awareness of 
the wider culture, working practices, constituency and remit of each other to under-
stand what is and is not feasible. A model of the prior end-to-end process was  
constructed to clarify the tasks, timelines and information needs of both teams. This 
included the role of artifacts that mediate communications and so help to synchronize 
efforts (e.g. meetings, phone calls, requirements documents, etc.) This was compared 
with a model of the agile process to get an idea of where there were significant 
changes in the cross-team communication and possible information gaps. It was found 
that the deployment team did not need intricate details about the application, just 
specific and quite regular information pertaining to deployment. It was anticipated the 
deployment team could provide an information checklist for development (acting like 
triggers to talk), thereby affording some lead time for planning and decision making. 

The notion of who is a customer and who is a service provider changes throughout 
the end-to-end process. The development team effectively assumes a dual role as 
intermediary – supplier to the business customer and customer for the deployment 
team’s services. The very nature of this shift in relationship means that the develop-
ment team needs to rethink their interaction point: when they are customers, do they 
behave in an agile manner or does their agile thinking come to a stop? Examining 
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how to reduce cycle times within this wider chain led to the introduction of time-
boxes (with velocities) for the deployment team, which the development team could 
apportion in a “lock-and-load” manner. All the ibm.com deploys were thus scheduled 
to take place on a Monday/Thursday cycle (i.e. Monday to deploy to staging and 
Thursday to deploy to production). On a Friday, the development team would submit 
work requests for applications to be deployed in the following week’s cycle. The 
deployment team would expect the code at 9am on Monday else release their time to 
other customers. Monday through Wednesday the development team would be in 
testing and on Wednesday the production request would go in for deployment on the 
Thursday. Extending the metaphor such that the development team received a set 
amount of scheduled effort, and making them responsible for deciding how to priori-
tize their demands and use this resource, extended the agile envelope. 

5   Future Considerations 

This paper has highlighted how deployment can easily be an afterthought in agile 
process initiatives. Since May 2006, the simple changes described above have re-
sulted in a more agile end-to-end process for product development and solution deliv-
ery within ibm.com. A number of outstanding questions remain: 

Scalability. Only one of the deployment team’s customers works in an agile manner, 
while the other teams plan and pre-schedule releases up to a few months in advance. 
Would this model scale if all customers were to work in this way? 

Whole team velocity. Is it more useful, in terms of end-to-end agility, to consider the 
teams separately or as one whole team with a single velocity? 

Story structure. Does it make additional sense to augment customer stories with de-
ployment aspects or to create separate deployment stories to chain with stories? 

Accounting for the REAL end-to-end process. This initiative focuses on the latter 
stages of an evolving product’s lifecycle. Are there initial upstream stakeholders and 
processes that can also be brought into better alignment for further agility? 
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Abstract. Agile development and software reuse are both recognized as effec-
tive ways of improving time to market and quality in software engineering. 
However, they have traditionally been viewed as mutually exclusive technolo-
gies which are difficult if not impossible to use together. In this paper we show 
that, far from being incompatible, agile development and software reuse can be 
made to work together and, in fact, complement each other. The key is to tightly 
integrate reuse into the test-driven development cycles of agile methods and to 
use test cases - the agile measure of semantic acceptability - to influence the 
component search process. In this paper we discuss the issues involved in doing 
this in association with Extreme Programming, the most widely known agile 
development method, and Extreme Harvesting, a prototype technique for the 
test-driven harvesting of components from the Web. When combined in the ap-
propriate way we believe they provide a good foundation for the fledgling con-
cept of agile reuse.     

1   Introduction 

Agile development and software reuse are both strategies for building software sys-
tems more cost effectively. Agile methods do this by shunning activities which do not 
directly create executable code and by minimizing the risk of user dissatisfaction by 
means of tight validation cycles. Software reuse does this by simply reducing the 
amount of new code that has to be written to create a new application. Since they 
work towards the same goal it is natural to assume that they can easily be used to-
gether in everyday development projects. However, this is not the case. To date agile 
development and systematic software reuse have rarely been attempted in the same 
project. Moreover, there is very little if any mention of software reuse in the agile 
development literature, and at the time of writing there is only one published reuse 
concept whose stated aim is to reinforce agile development. This is the so called  
“agile reuse” approach of McCarey et. al. [12].  

The reason for this lack of integration is the perceived incompatibility of agile ap-
proaches and software reuse. Whereas the former explicitly eschews the creation of 
software documentation, the latter is generally perceived as requiring it. And while 
agile methods usually regard class operations (i.e. methods) as defining the granular-
ity of development increments, reuse methods typically regard classes as the smallest 
unit of reuse in object-oriented programming. As a third difference, reuse approaches 
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tend to be more successful the “more” explicit architectural knowledge is reused (as 
in product line engineering), whereas agile development methods employ as little 
explicit architecture as possible. At first sight, therefore, there appears to be several 
fundamentally irreconcilable differences between the two approaches.  

McCarey et. al suggest a way of promoting reuse in agile development through so-
called “software recommendation” technology.  Their “agile reuse” tool, RASCAL 
[10] is an Eclipse plug-in which uses collaborative and content-based filtering tech-
niques [9] to proactively suggest method invocations to developers. It does this by 
attempting to cluster Java objects according to the methods they use, just as Amazon, 
for example, clusters its customers according to the books they buy. The tool monitors 
method invocations in the class currently under development to predict method calls 
that are likely to be soon needed and suggests them to the developer. To evaluate their 
system the authors experimentally predicted invocations of the Java Swing Library in 
common open source systems and claim precision rates of around 30%. 

Although the concept of RASCAL fits well into the agile spirit of providing maxi-
mum support for “productive” activities, there is nothing in the technology which 
ties it specifically to agile development. The approach embodied in RASCAL can 
just as easily be used with any other development methodology that produces code, 
including traditional heavyweight processes. Moreover, the approach has the same 
fundamental weakness as other repository-based approaches – the quality of the 
recommendations is only as good as the quality of the code repository that is used to 
search for components. Unfortunately, to date there have been few if any successful 
attempts to set up and maintain viable component repositories [6]. The version of the 
tool described in [10] is clearly a prototype, but McCarey et el. do not present a strat-
egy for solving this important problem. Moreover, although RASCAL showed im-
pressive performance for the limited domain of Swing invocations, it is not clear 
whether this technique will work for other domains with many more classes that 
have much lower usage frequencies.  

1.2   The Core Challenge 

The core challenge of agile reuse lies in developing a reuse strategy that complements 
the principles of agile development and offers a way of promoting reuse in tandem 
with the key artifacts and practices of agile methods. Whilst proactive recommenda-
tion technology such as RASCAL is certainly valuable in complementing such a strat-
egy it does not itself solve the issues mentioned above. In this paper we present an 
approach which we believe does address these challenges and thus represents a viable 
basis for the concept of agile reuse. The key idea is to use unit test cases, which in 
most agile methods should be defined before implementations, to influence the com-
ponent searching process. Such test-driven development is one of the most fundamen-
tal principles of Extreme Programming, the most widely used agile method. Tests are 
used as the basic measure of a unit’s semantic acceptability. Once a code unit passes 
the tests defining its required behaviour it is regarded as “satisfactory” for the job in 
hand. 
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Usually the code to satisfy the tests for a unit is implemented by hand. However, 
there is no specific requirement for this to be so. Since passing the corresponding tests 
is the measure of acceptability, any code module that passes the tests is functionally 
acceptable whether created from scratch or retrieved from a component repository. A 
search technology which can systematically deliver code that passes the tests defined 
for components will therefore make the implementation of new code unnecessary. In 
our opinion, the combination of test-driven development and test-driven retrieval, as 
proposed in a rudimentary form in [11], create a natural synergy between agile devel-
opment and software reuse and provide a solid foundation for the notion of “agile 
reuse”. Due to its roots in test-driven development we have called our solution “Ex-
treme Harvesting”. 

The rest of this paper is structured as follows. In the next section we briefly review 
the key ideas of Extreme Programming and introduce a simple example from a well 
know book in the field. In the section after that we discuss the difficulties involved in 
promoting software reuse and introduce the notion of Extreme Harvesting, our test-
driven technique for finding components on the Internet and other large scale compo-
nent repositories. Section 4 then explains how Extreme Harvesting might be used to 
support software reuse in the context of agile development – so called “agile reuse”. 
Section 5 presents some of the prototype tools that we have developed to explore this 
approach. Finally, we conclude our contribution in section 6. 

2   Extreme Programming Revisited 

In this paper we use Extreme Programming as the archetypical example of an agile 
development method. However, our approach is not limited to Extreme Programming 
(XP) but is in principle applicable to any other process where tests are written before 
the implementation as well (like Agile Modeling [2] for example). In this section we 
briefly highlight those aspects of XP that are of importance for the understanding of 
our approach. We assume that the reader is familiar with other fundamental principles 
of Extreme Programming such as the four values of communication, simplicity, feed-
back and courage and the many recommended practices. For further details we refer 
to [4], for instance.  

The test-driven nature of XP requires in particular that unit tests be written before 
any code for that unit is developed. These tests are used as the primary measure for 
completion of the actual code. The maxim is that anything that can’t be measured 
simply doesn’t exist [14] and the only practical way to measure the acceptability of 
code is to test it. To illustrate how test-driven development works in practice let us 
consider a small example.  

public class Movie { 
 public Movie(String title, int priceCode) {} 

public String getTitle() {} 
 public int getPriceCode() {} 
 public void setPriceCode(int priceCode) {} 
} 
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This class, Movie, offers a constructor with arguments for the title and price code of a 
movie and methods for accessing (i.e. getting) these values. It also provides a method 
for setting the price code to a new value. Together with classes Customer and Rental, it 
represents the initial version of the well-known video store example from Martin 
Fowler’s refactoring book [3]. Beck [14] and others recommend that the methods be 
developed and tested sequentially. Thus, a typical XP development cycle applied to the 
class Movies might tackle the methods of the class in the following order - 

• Constructor with title and price code 
• Retrieve title 
• Retrieve price code 
• Change price code 

The basic idea is to define tests to check that the constructor works correctly in tan-
dem with the retrieval method. This can be done using one combined test or using a 
separate test for each retrieval method. In this example we choose the latter since it is 
the more realistic for larger components. Thus, a JUnit [5] test case for the retrieval of 
the movie’s title of the following form is created (usually, the test case is created 
before the stub in XP, of course): 

 public void testTitleRetrieval() { 
  Movie movie = new Movie("Star Wars", 0); 
  assertTrue(movie.getTitle().equals("Star Wars")); 
 } 

In practice, test cases would probably be more elaborate (for example, they might 
follow the principle of triangulation [14]) but due to a lack of space we stay with a 
simple example here. This should be enough to convey the core ideas. In the next 
step, a stubbed out version of the Movie class (similar to the signature above) with 
just the constructor and the getTitle method is generated and made to compile. After 
this, the test case and stub are compiled, and the test is run to verify that a red bar is 
obtained from JUnit. Once the failure of the test has been checked, the stub is filled 
with the simplest implementation that could possibly work, and the test is re-run until 
a green bar is received from JUnit. The to-do list is then updated accordingly: 

• Store title and price code 
• Retrieve title  
• Retrieve price code 
• Change price code 

The same process is then applied to the next method(s) on the to-do list until the class 
as a whole has been completed. After each iteration, some design work may become 
necessary to refactor the implementation of the class. 

3   Software Reuse and Extreme Harvesting 

There is more or less general consensus on the two important prerequisites that need 
to be fulfilled to support the systematic reuse of small and medium-sized components 
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of the kind typically handled in agile development environments. The first is the 
availability of a library or so-called repository that stores reuse candidates and the 
second is a query technique that allows components to be retrieved effectively [7]. At 
first sight, these may appear to be trivial, but in practice this is not the case. The effort 
involved in setting up and maintaining a suitable repository is typically so high that 
some researchers do not expect to see a working solution for a long time to come [6]. 
There are many examples of projects from the past in which researches and develop-
ers have tried to setup and maintain public component repositories of even just a few 
hundred components but have eventually failed due to the associated maintenance 
problems. The recent shutdown of the Universal Business Registry for web services is 
another high profile example of this. Lately a few commercial code search engines 
have emerged which focus on supporting searches for code on the Internet (e.g. 
google.com/codesearch, koders.com and merobase.com). These provide various tech-
niques for retrieving components from software libraries but none of them have yet 
found the right combination of prescriptiveness, ease of use and performance to be-
come widely used. The well-known survey of Mili et al. [1] describes the related 
problems in more detail. 

To integrate a reusable software unit into a system one generally needs the unit’s 
syntactical description (i.e. its interface) and a corresponding semantic description of 
its functional effects. In Extreme Programming, as with most other object-oriented 
development approaches, a unit’s syntactic interface is represented by its method 
signatures. Where Extreme Programming differs from most other methods, and what 
makes it particularly suitable as a basis for systematic reuse, is its provision of a sim-
plified semantic description of the behaviour of a unit’s operations before they are 
actually implemented. Most other methods have no such semantic description of op-
erations, since formal methods (for example based on pre- and post-conditions) have 
so far proven impractical in mainstream development. These semantic descriptions of 
operations (i.e. the test cases) in XP are the vital prerequisite for being able to estab-
lish whether discovered components are fit for the required purpose. At present, how-
ever, only merobase offers full support for intelligent interface-driven searches in 
which components are retrieved based on the abstractions that they represent rather 
than on the presence of certain strings in their code. Our Extreme Harvesting ap-
proach, however, revolves around the principle of using the test cases defined for a 
desired component to filter out discovered components which are not fit for the pur-
pose in hand. Figure 1 below provides a schematic summary of the six basic steps 
involved: 

a) define semantics of desired component in terms of JUnit test cases 
b) derive interface (i.e. the class stub) of desired component from test cases 
c) search candidate components in repository using search term derived from (b) 
d) find source units which have signatures matching the one defined in (b) 
e) filter out components which are not valid (i.e. compilable) source units 
f) establish which components are semantically acceptable by applying the tests 

defined in (a) 
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c) Web Searcha) Test Cases

d) Signatures Matching?

e) Compile

b) Derive Class Stub

f) Test

public void testTitleRetrieval() {
Movie movie = new Movie("Star Wars", 0);
assertTrue(movie.getTitle()

.equals("Star Wars"));
}

public void testTitleRetrieval() {
Movie movie = new Movie("Star Wars", 0);
assertTrue(movie.getTitle()

.equals("Star Wars"));
}

public class Movie {
public Movie(String title, int priceCode)
public String getTitle()
public int getPriceCode()
public void setPriceCode(int arg)

}

public class Movie {
public Movie(String title, int priceCode)
public String getTitle()
public int getPriceCode()
public void setPriceCode(int arg)

}

 

Fig. 1. Schematic process overview 

4   Agile Reuse 

As explained above, the basic idea behind our notion of agile (or extreme) reuse is to 
use test cases developed as part of the normal activity of Extreme Programming as the 
basis to search for suitable existing implementations. However, we believe there are two 
basic ways in which agile development could benefit from reuse, depending on the 
goals of the developer and the novelty of the application under development, namely 
definitive vs. speculative harvesting. In effect these approaches – which we will explain 
in the next two subsections – occupy opposite ends of a spectrum. At one end we have 
the situation in which the nature of the reused components is driven by a rigid design as 
it is typically used in traditional heavyweight approaches. We call it definitive harvest-
ing. At the other end of the spectrum we have the situation in which the nature of the 
software design is influenced by the reused components what we call speculative har-
vesting. Practical software reuse activities will usually lie somewhere in between. 

4.1   Definitive Harvesting 

In projects in which the domain and requirements are well understood, or where the 
architecture is rigid, the interface and desired functionality of components might be 
fairly fixed and more importantly fairly common. When this is the case, it makes 
sense to develop all of the test cases and interface descriptions, for all of the items in 
the “to do” list, upfront, and then attempt to harvest as many suitable components as 
possible following the process shown in figure 1 above. If no suitable reuse candi-
dates can be retrieved the required component has to be implemented in the regular 
way. However, if a reuse candidate can be found (e.g. a search for the interface of our 
Movie stub from section 2 on merobase delivers 25 candidates), a great deal of effort 
can be saved. Depending on the type of component and the size of the underlying 
repository the chances of finding something  vary significantly, but since the overall 
amount of implementation effort (in the event that no suitable reusable component is 
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found) is the same as in the unmodified case (i.e. in regular extreme programming) 
there would be no needless work involved. 

4.2   Speculative Harvesting 

Speculative harvesting, on the other hand, is best when the developer is unsure what 
the interface and complete functionality of the component should be, and is willing to 
adapt the rest of his/her system to the interface of any suitable component that may be 
found. This tends to occur more frequently in (agile) projects in an entirely new do-
main or with highly innovative characteristics. With this approach the developer cre-
ates test cases one after the other, working through the to-do list as recommended by 
Beck. However, before implementing the functionality to make the class pass the test 
(as in normal extreme development), a general search can be performed on the meth-
ods featured in the test case (e.g. a query for movie and getTitle on a search engine) to 
see if there are any existing classes from the Internet which might be able to pass it. If 
there are none, then obviously the developer has no choice but to go ahead and de-
velop the component his/herself. If there are just a few, then the developer can 
quickly study and evaluate these to see if any of them provides the desired functional-
ity for the whole class. If there are a large number of results, which is often the case 
when the query is very general, the developer can define the next test case according 
to the original to-do list and the implementations available. Then another test-driven 
search can be performed (using both exiting test cases), and the same decision process 
is applied again. This time, the set of results will be smaller, because by definition the 
set of components that pass both test cases will be a subset of the set which passed 
just one. However, if the result set is still very large, the developer can add another 
test case and continue in this fashion until either a suitable component is found or the 
set of results has been reduced to a number that can reasonably be analyzed. This 
process can be summarized as follows - 

(1) Develop the next test on the “to do” list 
(2) Perform a test driven search for the included functionality using all 

available tests 
(3) See how many results there are 

a) None  abandon all searching and implement whole class as normal 
b) A few  analyze each class and  

  (i) if there are any suitable– use one of them 
   (ii) if not abandon searching and implement as normal 

c) A lot   if the “to do” list is not empty, repeat the process from the 
start; if the “to do” list has been completed, abandon the process and 
implement whole class as normal  

5   Prototypical Tool Support 

Currently we are working in two directions to support this vision of Extreme Harvest-
ing with appropriate tools. We have been developing an Eclipse plug-in which is able 
to harvest components from various code search engines from the Web with just a 
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single mouse-click on the class stub once the developer has entered the desired 
method declarations and test cases as shown in figure 1. Proprietary repositories can 
also be used if they offer an API for programmatic access. For the videostore exam-
ple, we were able to harvest multiple working implementations of the Movie class 
(Google: 16, Koders: 2, Merobase: 14) as shown in a screenshot below where our tool 
is used inside the well-known Eclipse IDE. 

 

Fig. 2. Except of search results with a positively tested Movie class 

The table at the bottom shows the URLs where reuse candidates have been found 
and the associated test result. A “0/3” with a green background denotes 3 test cases 
with 0 failures, a red “0/0” on black background is shown for classes that did not 
match syntactically and hence did not compile. These would not be shown to the user 
in a full version of the tool, but are currently kept for evaluation purposes. Like the 
“traditional” JUnit tool, the green “0/3” is the signal that a unit that has passed all 
tests and hence is appropriate for the required purpose. The editor above the table 
shows the code of an exemplary harvested class and the package explorer on the left 
contains all files that have been harvested.  

As shown in the figure we obtained a version of Movie which depends on an addi-
tional class, Price, to work. Our tool automatically recognized this dependency and 
retrieved the Price class and its subclasses that were also needed. As mentioned in 
section 2, Fowler’s videostore example in its initial version only involves two addi-
tional classes, Customer and Rental, which were also retrieved from the Web using 
the strategy outlined above. Missing dependencies to other classes can also be traced 
automatically to a limited extend, but we are currently working to further improve this 
capability. If the harvesting and the associated upfront “guessing” of the required 
functionality is successful, after stub and test case definition the only additional step 
is the invocation of our reuse tool for definitive harvesting. Our tool is also able to 
automatically create an object adapter [13] if this should become necessary. Further 
implementation work usually involved in building a component from scratch is thus 
avoided. Overall, the initial results from this approach are promising. During our 
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initial experiments, we were able to retrieve multiple ADTs (like Stack etc.), imple-
mentations of a class for matrix calculations, a small ensemble of a deck and a card 
class for a card playing application, as well as various sorting algorithms, mathemati-
cal functions and other examples from the reuse literature. These results are described 
more fully in [8]. Results demonstrating the precision improvement of interface-
driven searches and Extreme Harvesting compared with other approaches have re-
cently been submitted elsewhere. Although our prototype currently focuses on Java it 
should be easily adaptable to other languages or even web services since they all offer 
a syntactic description of the interface to a piece of functionality and the possibility to 
test it.  

The second prototype we are working on is intended to provide better support for 
the agile spirit of speculative harvesting. It is shown in figure 3 below. In the case 
when a developer starts with a very general search like a class movie with just a 
getTitle method (cf. figure 3) for example he will potentially receive a large number 
of results. They will all have at least some similarity to the component that the devel-
oper needs because they all pass at least one test. From these results it is possible to 
calculate a kind of “average search result” which collects together the features of the 
individual results and generates a representative summary. This tool is thus able to 
recommend canonical operations similar to the operation invocations delivered by 
RASCAL [10]. 

 

Fig. 3. Screenshot of a query and canonical operation recommendations derived from it 

The developer can now choose from these canonical operations to constrain his 
next search in accordance with the to-do list. In the future this process might even 
support the creation of the to-do list itself by deriving common functionality for gen-
eral concepts from a repository. We plan to elaborate on this on another occasion. 

6   Conclusion 

This paper has addressed the issue of promoting systematic reuse in agile develop-
ment projects and explained how the use of a test-driven harvesting approach, known 
as  Extreme Harvesting, can overcome the prima facea incompatibilities of the two 
paradigms. We presented an approach, based on the notion of Extreme Harvesting, 
which allows reuse and agile development to be combined in a complementary way. 
In short, the approach allows agile development to be enhanced through systematic 
reuse, and thus provides a solid basis for the notion of “agile reuse” coined by [12]. 
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Due to this seamless integration in XP it is easy to use Extreme Harvesting in a re-
active way (i.e. when the developer must explicitly invoke it) as well as in a proactive 
recommendation-oriented way in the spirit of RASCAL [10]. We believe that the 
presented approach therefore complements the work of McCarey et. al. We are cur-
rently working on improving our tool to proactively suggest code units that have been 
selected using automated clustering techniques of the form found in information re-
trieval research [9] and successfully applied in RASCAL. We hope that such an ex-
tension will also make it possible to anticipate possible refactorings in a given  
(or retrieved) code unit if only enough equivalent units could be retrieved from the 
repository. Furthermore, we are planning to conduct empirical studies with students to 
gain more experience about the value of our tool in practical settings. 
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Abstract. Computer-supported environments for agile project planning are of-
ten limited by the capability of the hardware to support collaborative work. We 
present DAP, a tool developed to aid distributed and collocated teams in agile 
planning meetings. Designed with a multi-client architecture, it works on stan-
dard desktop computers and digital tables. Using digital tables, DAP emulates 
index card based planning without requiring team members to be in the same 
room. 

1   Introduction 

Project planning in an agile team is a collaborative process relying on face-to-face 
communication and shared information to succeed. A common approach to planning 
involves teams sitting down at a large table and planning iterations using index cards 
to represent user stories or feature requests. One downside to this involves distributed 
teams. Using paper-based index cards requires all team members to be collocated 
during the meeting. Another issue is that the cards’ location on the table and their 
proximity to other cards can contain important information for the iteration. When 
cards are moved from the table, their arrangement is often lost and with it so is the 
proximity and location information.  

Our goal is to develop a digital environment for distributed agile planning while 
preserving the benefits of card-based planning. We began our endeavor by observing 
a team interacting with cards at a table during multiple planning meetings. The cards 
were organized into sub-projects and again organized so that related cards were 
grouped together. We rarely observed cards being lifted off of the table; rather, cards 
were rotated to allow for better viewing by people sitting across the table. These ini-
tial observations led us to consider using digital tables as part of a solution. [7] is 
based on the same idea but the tool does not support distributed settings and its usabil-
ity is limited due to low screen resolution and issues surrounding the creation of new 
story cards. A refined approach was needed to overcome these issues.  

We analyzed different designs of digital tables to overcome the screen resolution 
issue. One approach is to design a high-resolution table out of several LCD displays. 
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This implied that the table would have bezels between the displays. To investigate a 
bezeled design, we observed the same team conducting a planning meeting, this time 
using a table with physical bezels. Our observations showed that the containers cre-
ated by the bezels benefited the teams with the organization of the cards. These  
observations and findings were part of the motivation behind the work presented here. 

Distributed agile teams are a reality in today’s world. Index cards cannot be used 
effectively in a planning meeting when team members are dispersed around the globe. 
While conducting planning meetings (using speaker phones and paper index cards)  
with team members at the other location, we noticed that information is often lost 
when not all team members see the same set of cards. In such a setting, awareness of 
card layout had to be verbalized for the benefit of distributed members. An approach 
was needed to support a more natural interaction so that no one is at a disadvantage. 

DAP is a planning tool modeled after paper-based planning. It provides an intuitive 
way for teams working around digital tables to interact with digital story cards. The 
system supports both mouse- and keyboard-based computers in addition to pen and 
touch-based systems. This feature allows users to modify the cards as if they were 
modifying paper cards with a pen. DAP is designed to work with digital table displays 
as well as with standard vertical displays. Horizontal table displays add the require-
ment of supporting individuals sitting at different sides of the table. As a result, sup-
port for rotating planning artifacts is necessary. This paper reports on the design and 
implementation of DAP.  

The remainder of this paper is structured as follows: Section 2 looks at existing so-
lutions for distributed agile planning and provides an overview of digital table tech-
nology. Section 3 shows by example how the DAP environment can be used in a 
distributed planning meeting. Section 4 provides a description of the DAP digital 
table environment. In Section 5 we look at the next steps for this research. We  
summarize our work in Section 6. 

2   Related Work 

Over the last years, many commercial and open source tools have become available to 
support the agile planning process. Many of these are web-based[2][15][17]. In gen-
eral, existing tools provide the ability to create, modify, and delete story cards, and to 
place them into iterations. However, these tools are usually designed to run on vertical 
displays that are controlled by a single user. Interaction with these tools is quite dif-
ferent compared to using index cards and handwriting on a table.  

CardMeeting [1] attempts to bridge the gap between browser-based systems and 
physical card-based planning. It displays electronic index cards in a browser on a 
computer screen. However, it is primarily focused on the visual aspect of card-based 
planning: only one user per site can interact with the tool at the same time, and it does 
not provide the iterations and progress tracking that other agile planning tools have. In 
addition, it gives no support for handwriting-based input, making it unsuitable for 
digital table environments.  

Morgan et al [9] proposed a card-based tool for distributed agile planning that sup-
ports a more natural interaction between the participants. This project attempts to 
exploit the benefits found in collocated and table-based environments. There is a large 
body of knowledge in the human computer interaction community on the topic of 
table-based interaction techniques that has been helpful to our investigation [13].  
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Several projects have studied how electronic boards support collaboration and 
group-based interactions. FlatLand [10] presents a way of supporting collaborative 
activities by using electronic boards, focusing primarily on improving same-site group 
interaction techniques. In [5], researchers investigated innovative ways of face-to-face 
collaboration through information sharing between multiple displays.  

Recently, [11] investigated the tabletop capabilities in distributed meetings. It con-
cluded that the use of digital tables enhances and encourages collaboration and inter-
action in a group setting, especially among distributed teams.  

Wigdor’s [16] investigation presents a solution that improves information sharing 
for domains in which real-time collaboration is essential. His investigation asserts that 
recent developments in digital tables can be valuable in supporting face-to-face real 
time collaborative environments. He reports a series of design requirements for build-
ing of an effective table-centered space, and by coupling all these with a real life 
scenario, he explains how table-based environments are to be utilized when creating 
collaborative applications. 

3   Motivating Example 

We present here an example of how DAP is used in a distributed planning meeting.  
Suppose Alice, Bob, Charles, and Dan collaborate on a multi-iteration project be-

tween two companies. Alice and Bob work in Location X, while Charles and Dan 
work in Location Y. It is time for their next iteration planning meeting.  

Alice and Bob gather around their digital table, connect to the server that contains 
their project data, and launch DAP. They place a phone call via speakerphone to 
Charles and Dan, who are already waiting around their digital table (Figure 1). Alice 
opens the previous iteration, and all team members see the story cards from the previ-
ous meeting, their arrangement unchanged. Alice now creates a new iteration. 

 

Fig. 1. Scenario for a distributed team meeting using DAP 

While the team discusses the incomplete cards from the previous iteration, Alice 
points to a particular card that is assigned to Dan and asks a question. Dan immedi-
ately recognizes which card Alice is referring to because of the mouse pointer hover-
ing over it. He indicates the card is incomplete and uses his finger to drag that card 
into the container for the new iteration.  Charles asks Bob about a story card assigned 
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to him. Bob drags the card to his side of the table and rotates it so that it faces him. 
The team decides that the card is not needed anymore, and Bob uses a simple hand 
gesture to delete the card.  

After discussing the existing cards, it is time to create new ones. Charles uses his 
Tablet PC to create a new story, and quickly scribbles a few details about the task 
(Figure 2). Alice decides that she would like to work on the task as well, so she grabs 
the card that Charles just created with her Pocket PC. She then edits it to add her 
name, and places the Pocket PC back onto the iteration in order to save it. The 
changed card appears on the digital table in the same spot as her Pocket PC. 

  

Fig. 2. Handwritten electronic story card Fig. 3. Size comparison of Tablet PC, Pocket 
PC, paper, and digital story cards 

4   DAP 

DAP follows along the same line as work by Liu et. al.[6][7][8]. Their initial investi-
gation looked at the impact of collocated planning on a digital tabletop environment. 
The investigation highlighted handwriting recognition and artifact organization as 
important functionality, and that areas which needed improvement included artifact 
creation, time estimation, and prioritization. The system presented here takes those 
recommendations into account but extends it in multiple aspects.  

The current DAP provides various different methods of interaction to allow for a 
more flexible use and an increase in usability. We present DAP by highlighting the 
various methods of interaction to accomplish different tasks. 

4.1   Environment Description 

DAP is an amalgamation of software and hardware that, when combined, create a 
digital planning environment where story card based planning can be used by distrib-
uted and collocated teams alike. The planning environment makes use of visual repre-
sentations for each type of planning artifact, with the iteration and backlog artifacts 
doubling as containers for story cards. To overcome the input resolution limitation of 
the digital table, DAP uses handwriting–enabled devices (Tablet PCs and Pocket PCs) 
to support creating and modifying story cards.  

A central component to DAP is its use of digital tables. Our newly designed digital 
table provides a large, interactive, horizontal display surface. The output resolution of 
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the table is approximately 10 MP. This large resolution allows displaying substan-
tially more electronic index cards than conventional PC projectors.  Interaction with 
digital tables is typically direct, using one’s finger or other physical pointing device to 
control the on-screen mouse. The main advantage of a digital table is that it supports 
collaborative work environments: it allows many people to view and use a single 
display screen simultaneously in a face-to-face seating arrangement [13]. 

4.1.1   Story Card Creation and Modification 
DAP supports a number of input mechanisms for creating and editing story cards. 
This is to allow team members to create and modify the cards in a way that is most 
comfortable and intuitive for them. Current digital tables do not provide an adequate 
input mechanism to support handwriting of the size used on paper-based index cards. 
A work around was found in using handwriting-enabled devices.  

These small handwriting-enabled devices are employed to mimic card creation in a 
paper based planning meeting. Their primary purpose is to allow team members to 
quickly create and edit card content in a way that is similar to writing on an index 
card. The devices are well suited for these tasks as they can be easily held in one’s 
hand or placed on the edge around our table. The DAP software for these hand-held 
devices focuses on creating and editing of card content; project and iteration informa-
tion is limited to encourage interaction with the digital table DAP software.  

DAP for the digital table is a full-featured planning tool. Its approach to creating 
card follows the idea of taking a card from a pile and placing it at the desired location 
on the table. This same approach is used for creating all other planning artifacts. The 
limitation with the digital table DAP is its ability to edit the card content.  

4.1.2   Organization and Information Sharing 
The digital table DAP focuses on allowing teams to organize planning artifacts. The 
visual representations of story cards, iterations, and backlog artifacts make it easy for 
anyone sitting around the table to place their finger on the artifact and drag it to a new 
location. Once again the interaction approach used tries to mimic the way teams move 
cards in a paper-based environment.  

The moving of cards is not the only benefit that DAP brings to the table. A major 
component to DAP is its support of distributed teams. DAP’s planning environment is 
shared with other DAP connected systems. Using existing tools, distributed planning 
presents some challenges when it comes to ensuring all team members see the same 
information at the same time. DAP shares the current state of the iteration plan in real 
time and pushes changes on one site out to all connected clients.  

Live information updating is only part of DAP’s consideration for distributed 
teams. Conversations taking place during planning meetings are often augmented by 
individuals gesturing with their hand to indicate context. This becomes very tricky 
when others can not see your hands. To overcome this limitation DAP uses tele-
pointers, allowing for mouse gestures to be shared with other connected DAP tables. 
If a user moves a mouse on one site, the other sites see a mouse pointer moving too 
(i.e each display shows multiple mouse pointers).  

We mentioned earlier that one advantage of digital tables is that some provide the 
ability for more then one individual to interact with the surface concurrently. This 
feature is important, as it is rarely the case that a single individual alone is interacting 
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with the paper-based index cards on a (physical) table. DAP handles this situation by 
supporting multiple mice on the same site. This multiple mouse feature eliminates the 
need for any kind of turn taking mechanism and allows for collocated teams to work 
in a way that they are familiar with. The multiple mouse feature is combined with the 
telepointers to allow for everyone to see everyone else’s interactions. 

4.2   State of Implementation 

DAP is heavily dependent on information exchange to provide its users access to the 
iteration plan in real time. To make everything work together seamlessly, DAP relies 
on a central persistence server to which all devices (PCs, digital tables, handheld 
devices) connect (see Figure 2). In order to synchronize clients in real time (as op-
posed to web-based systems that rely on repeated pull of information), DAP uses a 
push-based updating mechanism to provide near instantaneous feedback.  

The use of digital tables is a central part of DAP and as such requires a digital table 
display. Our digital table is 8 x 4 feet with a 1-foot border for placing handheld de-
vices and other meeting paraphernalia (e.g. coffee cups). Its display consists of 8 LCD 
screens. In total, we have an output resolution of approximate 10 megapixels. The 
placement of these 8 screens creates physical bezels useful for organizing story cards. 
Figure 2 shows the table in use.  

In terms of handheld devices, we make use of Tablet PCs and Pocket PCs. It is im-
portant to note that handwriting recognition capability is limited by the state of the 
device’s handwriting recognition technology.  

DAP remains under development and features highlighted in our motivating exam-
ple remain at various stages of completion. Features such as supporting distributed 
teams creating, editing, deleting and organizing cards are completed and are being 
used by us for distributed planning with our research partner. Multiple mouse support 
is in a prototype state and needs minor tweaking and stability enhancements. Card 
rotation is scheduled to be completed by summer 2007. 

5   Discussion 

DAP development has made significant strides towards reaching our goal of provid-
ing an environment that supports natural interaction for distributed agile planning 
meetings. DAP provides the benefits of a digital environment and preserves many 
advantages of paper based planning meetings by combining digital table technology 
and handheld devices with visual representations of planning artifacts.  

Existing agile planning tools bring different aspects of card based planning to a 
digital environment. Web based tools provide project tracking and information stor-
age to teams but they lose the spatial information provided by the location of planning 
artifacts. On the other hand, tools like [1] provide visual representations of cards that 
can be interacted with, but do not have a tracking aspect. DAP provides both project 
tracking and visual organization of cards at once, along with a natural way of  
inputting information and elements of non-verbal communication such as hand ges-
tures (using telepointers). Telepointers, real-time synchronization, multi-use input on 
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a single site, and handwritten index cards for distributed meetings are not available in 
any other agile planning tool.  

Formal evaluation of DAP is scheduled for spring 2007 and we expect that the 
benefits of these features will result in improved team interactions for distributed 
agile planning meetings.  

We note some limitations of the DAP environment. First, DAP does not provide an 
audio channel for communicating between teams in different locations. We do not 
plan to implement this functionality because this can easily be accomplished by a 
standard telephone conference call. Second, the handwriting recognition accuracy on 
the handheld devices is limited by the state of the art in that field.  

It is important to note that DAP cannot solve all limitations of a distributed plan-
ning environment. There will surely be information lost by virtue of the fact that body 
language and facial expressions are a significant part of human communication, and 
much of what they convey is difficult to express over large distances. While this as-
pect may be important, dealing with it is outside the scope of our research. 

6   Conclusion 

We have presented DAP as a card–based planning tool to support distributed planning 
for teams sitting around a digital tabletop. Existing research highlights the importance 
of supporting natural interactions and encouraging face-to-face collaboration.  

Existing planning tools provide limited support for interactions between distributed 
teams. Most tools do not provides support for keeping track of stories proximity to 
each other. DAP attempts to combine the benefits of digital tabletop environments 
and agile planning tools with the advantages of paper based story card planning.  

DAP is still under development and so has a number of improvements planned. 
The two most notable are supporting gestures and changing seating arrangements. 
Gesture support would allow users to trigger actions such as deleting artifacts, cutting 
and pasting, and selecting groups of objects. Supporting changing seating locations 
would allow DAP to cater the orientations of cards based on the seating arrangement.  

DAP is still work-in-progress and as such no formal evaluation has been com-
pleted. Through a formal evaluation, we would like to conclusively determine the 
benefits and drawbacks of using DAP. We believe that further examinations into the 
combination of digital tabletop environments and agile planning in both distributed 
and collocated settings is necessary. It is our sincere hope that tools like DAP will 
help agile teams in their distributed project planning endeavors.  
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Abstract. Large software development projects are not agile by nature.   Large 
projects are not easy to implement, they are even harder to implement using ag-
ile methodologies.  Based on over seven years of experience building software 
systems using agile methodologies we found that large software projects require 
more practices than the usual used in small projects.  In this paper, we will in-
troduce a set of new and modified development practices, which will help de-
veloping a large agile project. 

1   Introduction 

Large software development projects have their own set of problems that need to be 
addressed [2,3,4,6,8,9,11].  For the purposes of this paper, let us consider a develop-
ment project large if the development team is anywhere between 50 and 100 people 
(includes developers, testers, business analysts, and managers).  Many of the standard 
development practices in agile methodologies do not provide their expected conse-
quences [1,2,9]. 

In this paper we describe new and modified agile development practices, some of 
which we have used on different projects at multiple companies.  Using this set of 
development practices along with the regular agile development practices will add to 
the success of a large project.  At this point, many of these practices have only been 
used once or twice successfully – so use them at your own discretion.   

2   Challenges in Applying Agile to Large Projects 

One of the aspects common to many agile development methodologies is that the 
entire team (business analysts, developers, and testers) collaborate very heavily.  With 
a large project, this type of collaboration is difficult at best.  What we have found 
again and again is that we tend to break up into subteams for better communication.  
The downside to subteams is the possibility that the subteams build stove-piped sub-
systems if communication is insufficient among the teams.  Problems of consistency 
and duplication may go undiscovered.  Of course, there are other practices that help 
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alleviate these problems such as rotating team members among the subteams, having 
an overall design document, etc. [4,6].  We are not invalidating these techniques, but 
in our experience they are not sufficient to alleviate the problems typical when sepa-
rate subteams build separate parts of the system.  Another way to state this problem is 
that the different subteams may result in a non-homogeneous and inconsistent  
architecture. 

3   Divide After You Conquer 

[11] Basically, instead of dividing the work first and then solving each sub-problem, 
start with a core team (usually about 20-30% of full team).  The core team builds out 
a valid simple business case in a test-driven manner.  This first phase lasts a non-
trivial amount because we want to build out enough of the project that we touch all of 
the primary business areas (without dealing with alternative/exceptional scenarios) 
and build out most of the architecture.  Because we have a small team, a full agile 
methodology works without modification.  We end the first phase when we have a 
stable code base with a significant portion of the architecture built out and a broad 
swathe of business built.  At this point we have conquered the problem and now it is 
time to divide by growing the development team and splitting up into smaller sub-
teams to grow the project into a fully functional software system.  Because the archi-
tecture has been built out in a test-driven manner we have the amount of complexity 
needed but no more.  Teams now have a homogeneous architecture in the different 
subprojects.  Unlike [2] we clearly define when we reach a more stable architecture as 
we have delivered business functionality at the end of the conquer phase. [2] recom-
mends just declaring the architecture is stable to give the courage for developers to 
work on the existing code. 

4   The Project Brain 

After dividing the project into sub teams, a team of analysts, developers, QAs and 
managers are assigned to work on the big picture of the project “The project brain 
team”.  After the division, each sub team starts to be in its own world. They act like 
different organs in a human body.  Each has its own function but they all need a brain 
to interact together. 

The overall project manager (or Scrum master) should have an over all vision of 
project.  He is responsible for planning the whole project makes sure that sub-projects 
are going in parallel in a timely manner.  Interdependent projects should have stories 
played according to the dependencies between these projects.  The master project 
manager is responsible for making sure that these stories are played in a timely man-
ner to resolve dependencies and to be able to test integration between sub projects as 
early as possible.  Overall manager will have to manage the whole project plan ac-
cording to sub teams’ plans and their projected velocity.  Mangers have to make sure 
the project will deliver on time. If a team needs extra resources due to missed re-
quirements or underestimation of stories, resources may be acquired from other teams 
that are ahead of the plan. 
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Overall BAs (or customers) are responsible for creating integration and no-coding 
stories between sub projects. QAs have to test these stories and create test scenarios 
that will flow across project boundaries.  Overall developers/architects are responsible 
for identifying integration points between projects and to work on or reassign defects 
to sub teams. Only overall project manager is required all the time once there are sub 
teams.  Overall BAs, QAs, and developers can be assigned on as needed bases and 
rotate from different sub teams. 

Developers on the brain team will maintain a master continuous integration build.  
They are also responsible for migrating DB and code changes to the master build.  
Issues with this build may be resolved with sub-teams. 

5   Under the Hood Architect 

There is no traditional architect role in most agile development methodologies.  The 
design evolves through test driven development which involves a form of continuous 
design.  Unfortunately subteams frequently cause a reinventing of the wheel.  In tradi-
tional projects this was solved with upfront design.  Upfront design is looked down 
upon (see a discussion below in ‘Refactoring and Design Ahead’).  With small teams, 
the architect role is frequently dropped.  In large teams, however, it is often beneficial 
to reintroduce a modified version of this role.  The two successful versions we have 
seen practiced are: 

Keeper of the Theory of the Code: The architect is a member of the team with sig-
nificant design and development talent and experience.  A large part of the architect’s 
role is to understand the ‘whole’ application code-base.  The architect is hands-on and 
pairs with others on the team frequently and will be a participant in many agile mod-
eling design sessions on the whiteboard.  The architect understands the ‘theory’ of the 
code and can help guide others in new development to make sure that they are aware 
of how the part they are working on fits in the whole.  This helps keep away redun-
dancies and gives the code-base a homogenous reality. 

Guiding hand: Here the architect is closer to a traditional role – all new major devel-
opment efforts go through him.  The architect is a participant in all major design and 
has veto power on how things are implemented.  This architect is similar to the old 
command-and-control type with one major difference: design is still evolutionary. 

6   No-Coding Stories 

Stories are focusing on small parts of the system one at time. It is a good practice to 
focus on a small part of the system while developing it.  Defining what needs to be 
done in small pieces would make the most complex system easy to develop.  Devel-
opers, BA and QA will create their tests cases based on stories.  Being that much 
story focused has an impact on test coverage and testing the interaction between dif-
ferent stories.  Testing on the story level is not sufficient to test the system.  The no-
coding stories will depend on multiple individual stories and will be ready for testing 
only when all the dependant individual stories are done.  Theoretically no-coding 
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stories will not need any development efforts because it is an identification of a bigger 
test scenario that will combine multiple stories or an end-to-end test.  Sometimes 
some development work might be done to get the full scenario to work or to prepare 
the test interface with the system.  QA will create tests for the no-code story that will 
cover the overall scenario and the interaction of the individual stories.  These stories 
will be played when all of individual stories are done. The main reason for the no-
coding stories is to insure tests cases were created to cover more complex scenarios 
within one team and across multiple teams.  No coding stories that run across multiple 
teams are created by the brain team. 

7   Continuous Integration and the Build Process 

Each sub-team will have their own build running.  The brain team will have to create 
a master build that builds all sub-teams code and/or deploy their binary files.  The 
master build will run frequently by pulling down the last successful builds for sub 
projects, compile and deploy the whole project and run the tests. In case of failure the 
brain team has to identify the problem and resolve it or take it to the responsible sub 
team to resolve it.  Now when there is a failure the master build will rollback the sub-
team(s) changes till the issue is resolved.  It’s highly recommended to use top of the 
line build machines for all of the subteams to save developers time.  There are some 
requirements to get a smooth master build process.  Functional tests for each sub team 
will run within a larger test suite by the brain team.  There should not be any data 
conflict issues regarding this matter. Second functional tests should be solid tests.   

There might be shared code between multiple projects, things like the main domain 
objects or libraries.  Changes to these objects may affect other teams and would result 
in a rejected build from the master build.  These changes have to be redone in accor-
dance to having a rejected build.  This is time consuming; it might take few cycles to 
get these changes right without breaking other team tests.  Teams that use and change 
the shared code will have to run these tests to make changes on the shared code.  
Adding tests to verify usage of shared code by other sub teams that are just using it is 
also encouraged. 

8   Two-Phase Commit Database Changes 

Each sub team will have its own DB schema (that might extend to each developer will 
have his own).  A master DB rebuild script will be used to rebuild the database with 
the build.  This master file is shared by all sub-teams.  Teams might have some shared 
db resource (table, stored procedures, trigger, etc…). Changes to these shared re-
sources should be migrated across different teams.  DB migration will be migrated in 
a two-phase-commit manner. Teams will make db changes by adding the changes into 
a predefined script file, the team build runs these changes automatically once it’s 
there.  The team will notify the brain team of these changes.  The brain team will 
integrate these changes into the master script and run a full master build.  If the master 
build is successful and every thing went fine they will integrate these changes into the 
master script and delete the changes file.  If there are any issues, the brain team will 
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notify any other team with the issues and wait on integration of the changes till the 
other team(s) resolved all the issues and try to rerun the changes again. 

9   Communication Channels 

Stand-ups are the most important communication channel.  Sub teams will have their 
own stand-ups [13]. To ensure information exchange between teams everyday a 
member of each sub team should attend another team stand-up.  A table should be 
created for the attendance so every team has a representative in the other team stand-
up.  The other team members should jump in anything related to their projects.  Code 
reuse opportunity should be brought up in the meeting.  Possible duplicate stories 
should also be identified.  Team should discuss integration stories off-line. 

Wikis, information radiators, group emails should also keep every body informed 
about other projects.  Team outings, group lunch, similar activities should be sched-
uled every now and then.  Such activities break the ice between teams, reduce “us and 
them” factor and improve teams’ communication. 

10   Refactoring and Design Ahead 

In large projects Refactoring sometimes becomes very expensive process.  Imagine a 
code base of a half million lines of code or more.  A major refactoring to the code 
may take a month to be done.  Some design ahead may be done to save expensive 
major refactoring later.  Designing ahead has also its drawbacks as the design might 
not work for future requirements and then has to change or sometimes the design may 
be overkill to the requirements and will cause an overhead of maintaining extra com-
plex code.  There should be a compromise to make this decision of taking the chance 
of spending some time and effort of designing ahead for a design that might not work 
or may be more than what’s really required for the project against spending time in 
refactoring existing code.  Refactoring is still required to improve the design while 
implementing more functionality.  For the conquer team when it’s still early on the 
project, to avoid large complicated refactoring some extra time should be spent for 
designing for future known requirements.  Having the overall picture of use cases will 
make it easier to predict future requirements and create a design that will handle them.  
This design ahead is allowed only during the conquer phase of the project and will 
only apply to core systems, frameworks and similar subsystems of the system which 
may be more expensive to be refactored.  Designing ahead may require some future 
stories to be looked at and require analysis to be done for these future stories (out of 
order of the iteration planning). 

11   Sharpening the Tools 

Tools like functional tests, unit tests utilities, wiki pages, build scripts and DB scripts 
should be updated and made more efficient as much as possible.  These tools are what 
being used to develop new functionality.  If the cost to get a simple test to work is 30 
minutes. If it’s multiplied by 50 developers is 25 hours, if it happens over and over 
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again, that’s very expensive.  Utilities and project library should be created to help 
writing tests and speed up implementing business stories.  Using an object mother 
pattern for example is helpful in writing functional tests to set data up easily.  Special 
attention should be given to build time.  Keeping the build time low helps the project 
efficiency.  Build time can be reduced by eliminating DB access in unit tests, use of in 
memory DB, using transactions in tests that rollback at test teardown and making the 
build script more efficient.  Managers and team leaders should encourage tools sharp-
ening activities.  Tools will include hardware and software applications that help 
everyone on the project do his job more efficiently. 

12   Unit Tests and Functional Tests 

To reduce the coast of refactoring, the team may depend on functional tests more than 
unit tests.  Functional tests test the functionality of the system and in general do not 
depend on the system design.  Applying refactoring should not change the functional 
tests, but it will affect most of the unit tests related to the area being refactored. 

Unit tests are still important and are very helpful for test driven development.  Unit 
tests should still be created for test driven development and for critical pieces of the 
system that may cause the system to break.  Tests that are created after the develop-
ment and tests created for reported bugs should be functional tests.  As functional 
tests will allow refactoring more often and still keep the system in a good working 
state.  Having less unit tests will lead to more time spent in debugging issues and 
functional tests cannot pin point problems but having a better design through constant 
refactoring will reduce the development time much more than the extra time being 
spent in debugging issues.  Functional test should be documented in each test to de-
scribe the test scenario, expected results and differences between test scenarios.  
Documentation helps fixing issues with functional tests and these tests will become 
good live behavior documentation for the system. 

13   External Interfaces 

Dependencies on external systems are normally points of failure for large projects.  In 
many cases delivery dates were delayed because external interfaces were not com-
pleted or they did not work the way it’s supposed to be.  The system should be devel-
oped in a way to tackle external interfaces as early as possible.  There should be 
enough time to test the external interfaces before the project delivery.  The system 
should be developed horizontally to interact with the external interfaces as early as 
possible.  Stubs may be created to allow the system to be tested while external groups 
are still working on implementing their part.  The stubs should be removed and re-
placed with an actual access to the external system.  Integration functional tests 
should be created on both sides to ensure the correctness of the system after the exter-
nal groups finished implementing their part of the external interface.  Teams may 
exchange functional tests as a contract for interacting with an external interface. 
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14   Night Watching 

For a small project, it’s easy for a team leader to QA code quality and coding stan-
dards.  For a large project it may be much harder to achieve the same results without 
using coding style checking tools.  Running code metrics is also extremely helpful.  
Checking the number of unit tests (make sure it’s increasing), application layers are 
respected, lines of code, lines of test code and cyclomatic complexity [12] of the code.  
Running these code metrics tool on a nightly build and presenting the data in a graph 
over time would show hints for areas of improvements within the project.  Noticing 
the number of unit tests declining of certain part of the system may need some expla-
nation of team members working on this area.  Performance tests may run with the 
nightly build to indicate any change in performance. 

15   Keeping It Real 

Testing with real data and real life scenarios is always encouraged.  Brain team should 
schedule runs against massive real data in a nightly run style.  Log should be investi-
gated to find errors and issues.  The purpose of these runs is to find issues when using 
real data.  You will be surprised of how many data issues you may find.  Testing 
should run on production like environment using the same database, operating system 
and application server.  Real life test scenarios should be used in the no-coding stories 
and end to end testing. 

16   Challenges in Applying These Practices 

As we mentioned earlier the recommended practices in this paper will help mediate 
some of the problems in applying agile to large projects.  There are also some diffi-
culties in applying these practices that we should be aware of and try to avoid. 

Having a master build is not as easy at it seams.  The setup may take a couple of 
weeks, but the hard part is sustaining a successful master build.  Sharing code be-
tween running sub projects is difficult and requires extra efforts in writing extra tests 
by sub teams to test usage of the shared code to avoid issues resulting from another 
team making changes to the shared code. 

Still there should be more practices to improve communication between teams. 
With member rotation, standup attendance, wikis, emails and teams outing it’s still 
not enough.  Code duplication and missing possible refactoring might still occur. 
Teams have to be proactive about communication with other teams. 

Designing ahead may get into the extreme of building useless frameworks.  We 
suggested a compromise between just in time design and designing ahead. It’s on case 
by case bases mainly for the conquer team.  But there is no fine line to make the deci-
sion much easier. 

Testing external systems might not be as easy.  Accessibility to external systems 
might not be possible.  There might be a charge each time there is an access to exter-
nal system. Issues like that with external systems should be identified and associated 
with risks. Try to resolve these issues and still plan to test with external systems as 
early as possible. 
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Abstract. Agile software development processes emphasize team work in small 
groups as one of the features that contribute to high software quality and 
knowledge dispersion among developers. Research supports claims that agile 
methods also lead to higher motivation and job satisfaction among developers. 
Research in workplace psychology indicates that factors like autonomy, variety, 
significance, feedback, and ability to complete a whole task are significant fac-
tors to ensure satisfaction and motivation among workers. In this case study, we 
show, through the analysis of semi structured interviews with software develop-
ers and business representatives, that large teams continuously adapting the 
SCRUM methodology are able to ensure these empowering factors, and thus 
ensure a staff of motivated and satisfied software developers. The study pre-
sented is based on data from an agile project involving 70 people (including 30 
developers) building a software product for the oil & gas industry. 

Keywords: agile software development, large teams, SCRUM, job satisfaction, 
motivation, qualitative case study. 

1   Introduction 

Agile methods have become increasingly popular in the industry, but have also been 
struggling with the perception that they are not applicable for larger projects. Some 
have tried to show how agility can be ensured also in larger projects [4], but research 
on what factors are essential to help with agility in larger teams are scarce. 

In this paper, we use knowledge from workplace psychology combined with data 
from a detailed case study to understand whether essential factors for agility can be 
present in large development projects and how these factors can be ensured in such a 
project. Our chosen approach is to look for the five critical factors of Hackman and 
Oldham’s Job Characteristics Model (JCM) [5] in our interview data and explain why 
and how these factors are maintained in our case study. 

We continue by presenting the SCRUM methodology and attempts to scale agile 
methods in the next section, and proceed with a more thorough description of JCM in 
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Section 3. In Section 4 we describe the case, which is a team that develops software 
for the oil & gas industry. We describe our analysis and arguments in Section 5, and 
discuss the results in Section 6, before concluding. 

2   Agile Methods and SCRUM 

Quite a few agile methods are used in industry. XP [2] is perhaps the most well-
known and most widely used approach, but others also have their adherents. In par-
ticular, the SCRUM framework for managing projects [8] is commonly used. In a 
sense, SCRUM is more of a management methodology that encapsulates the daily 
practices of software engineers into a project structure. Many or all of the practices 
found in XP can thus be included in a SCRUM process, or the team may find other 
ways of doing the daily engineering work. 

A SCRUM project is divided into iterations called sprints, lasting about four 
weeks. A backlog of things do be done is basis for planning. These “things-to-be-
done” are usually called user stories, which are to be considered requirements for the 
software system, but may also be other tasks like bug fixes. The team estimates the 
work needed to do the jobs in the backlog, and a subset of them are prioritized and 
scheduled for the next sprint. The developers choose jobs to work on from the priori-
tized set of jobs, and report to the team on progress and impediments in short daily 
meetings. At the end of the sprint, the team goes through a retrospective meeting, 
where they demonstrate the software, assess the progress of the team and its work 
practices, and suggest and decide on improvements to be tried.  

One issue in agile software development is how well methodologies scale to large 
projects with more than about 10-15 developers. Some authors, like Cockburn [3], 
indicate that scaling of agile methods is problematic, and difficult to realize due to the 
coordination issues met. Still, a concept like “SCRUM of SCRUMS” is found to be 
useful for making larger teams agile. Such teams are split into smaller sub-teams who 
run local a SCRUM process, and the team leads from each sub-team participate in the 
higher level coordinating SCRUM process  - called “The SCRUM of SCRUMS” [8].  

3   Group Work Research and Agile Methods 

Within psychology, studies of the organization of work in groups and teamwork are 
many [1]. Using such perspectives, our concern is on how well-organized groups will 
display properties that result in employees who are more motivated and satisfied with 
their jobs. The assumption is that this in the next step will lead to productivity gains 
or other gains for the business. Within this research tradition, the factors 

• Autonomy: the ability to define and solve your own work tasks 
• Variety: the ability over time to work on different tasks. 
• Significance: The ability to influence the result of the work process. 
• Feedback: The ability to get meaningful responses to your efforts. 
• Ability to complete a whole task: The ability to work on a task until it is 

complete without being removed or reassigned to other work. 
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are shown empirically to result in both higher motivation and job satisfaction for the 
employees (Job Characteristics Model (JCM), [5]), which again has been shown to 
lower turnover in the workplace [7]. Lower turnover has a significant cost effect on 
companies. 

Job satisfaction and motivation are claimed to be one of the main effects of using 
agile software development methods, and this is confirmed by Melnik and Maurer [6] 
in a comparison of agile and non-agile software developers. In an ethnographic study 
of an XP team by Sharp and Robinson [9], we see how and why agile methods in fact 
contribute to create a work environment where the developers are highly motivated 
and satisfied with their work situation. 

We can assume that the five factors of Hackman and Oldham’s JCM model are 
present in smaller agile teams. But as small agile teams use the physical proximity 
and direct communication as means to ensure these factors, we are interested in how 
they are ensured in larger agile projects, where the number of participants requires 
more structured coordination and communication across sub-teams. This is the goal of 
the rest of this paper, where we see in a case study how motivation and job satisfac-
tion is assured in a large scale SCRUM project. 

4   The Case 

The development project we are referring to in this study, was run within a large ICT 
company. The project’s goal was to develop a production accounting system for the 
petroleum industry to distribute produced value among shareholders in oil and gas 
wells, using the terms gas allocation/oil allocation. While old legacy software for this 
area exists, several oil companies formed a consortium to develop common oil and 
gas allocation software using Java™ technology. The project started in 2005 and was 
supposed to deliver the complete software in early 2007 with a total effort of about 
150 person years. The project started with only a few developers, and grew until it 
was the work place of a total of 70 persons including 30 developers plus business 
representatives, quality assurance people, managers, and technical support. 

The development team followed a SCRUM methodology using XP practices like 
user stories, pair programming, and test-first design. In the beginning, the project was 
run as one single team with traditional SCRUM practices. At one time in the process, 
the team became too big because of an increasing amount of requested features from 
the business side. A need for specialization was recognized, and the development 
team was divided into three sub-teams. In addition, the project managers appointed an 
architecture and refactoring team consisting of earlier team leads, a user interface 
team, and several persons with specialized assignments. The project thus was run as a 
SCRUM of SCRUMS project. Working with the development teams were eight spocs 
(SPOC = Single Point Of Contact), as they were called in the project. The spocs were 
representatives from the industry and customer representatives in the team. They had 
the responsibility to come up with requirements or user stories. Also working with the 
developers were quality assurance persons (QAs), who also had substantial business 
experience and knowledge. Their responsibility was to test the software to see if it fit 
the intentions of the requirements and report bugs to the developers. Each develop-
ment team had a couple of spocs and a couple of QAs assigned to them. 
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The physical setting of the team was a large open space where teams of developers 
were placed with computers around a large table, together with the associated spocs 
and QAs. Around this open space there were meeting rooms, management offices, 
and rooms for equipment, as well as other facilities. 

5   Observations and Findings 

The data we use for our analysis is mainly five semi-structured interviews gathered in 
this company. The interviews are part of a larger study where we focus on studying 
team work, decision making, and empowerment in software engineering. The inter-
viewees either volunteered, or were appointed by agreement in the team after we 
asked for a QA and a woman developer. We interviewed three developers, of which 
one has a special role as a database migration specialist, one QA person, and one 
spoc. The interviews were done in fall 2006, a few months before the end of the pro-
ject. Each interview took 30-60 minutes. In addition, we use general knowledge about 
the company gathered from observations at the locations, and various conversations 
with people involved in the project. The interviews are rich in context and opinions 
about the project as seen from interviewees’ perspective.  

The interviews were transcribed into about 40 pages of text, and analyzed through 
several rereads. In the presentation of our analysis, we particularly indicate support of 
the factors of the JCM model, as well as argue for how these factors are realized in 
the project. In addition we will indicate how we have used the data for looking for 
evidence of motivation and job satisfaction among project participants. 

5.1   Autonomy 

The developers’ daily work was mainly pairing up with a colleague, picking a story, 
do some initial work to get an understanding of the story, divide into tasks, and then 
program tests and production code. This way of working gives the developer signifi-
cant autonomy in the daily work. In between stories, developers fixed bugs. Ideally, 
they selected bugs from a bug registration system. However, it seems as if the QAs 
had a lot of influence on who was going to fix which bugs, and when. The developers 
respected this, but they also seemed to feel a small dislike for this.  

As in other jobs, there are of course some limitations to autonomy for these devel-
opers. There are, for instance, architectural guidelines for the implementations, or the 
pair programming practice which is strongly encouraged by management. On the 
other hand, we see that confidence in people’s abilities made leaders trust them with 
advanced tasks. One example was the database migration developer who together 
with another developer was responsible for developing the database migration process 
mainly on their own, choosing tools and automating solutions.  

The spocs and QAs seemed to have a higher level of autonomy than developers, as 
they very much were able to work with their primary tasks their own way. In early 
stages, spocs did work in a single team separate from developers, but split up and 
specialized into different parts of the system like the developers. The QAs also 
seemed to be working individually, the one we interviewed had specialized in having 
the large picture of the development organization, and the tasks people were working 
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on. That way she was, for instance, able to influence the assignment of bug fixes to 
the right people across teams, and also ensure that related bugs were handled together. 
Thus, she did through her own initiatives take an informal, but important role in the 
organization which gave her much influence on the project’s progress. 

5.2   Variety 

Developers in this team worked with a variety of tasks, mainly implementing user 
stories and bug fixes, but their job was not only pure coding: they also had to create 
tests, get a precise understanding of user stories in collaboration with spocs and QAs, 
estimate user stories, and assess & improve work processes in the project. This 
brought them in contact with other issues than the purely technical, and thus contrib-
uted to a varied job. In the early stages of the project, all developers would also work 
on all parts of the system, as they all were part of a single team. However, for effi-
ciency reasons, the project managers – during the project - split the developers into 
the several specialized teams. This has of course led to less variation in the kind of 
business domain issues or technical problems that developers meet.  

Of course the spocs and QAs also participated in a variety of tasks, but in fact it 
seems as if they specialized somewhat more than the developers, as they really had a 
narrower focus in their daily work.  

5.3   Significance 

All the interviewees showed a clear understanding of the significance of their own 
and the other project members’ role, although they also were aware of their own per-
sonal replaceability due to the spreading of knowledge in the team. Everybody’s 
knowledge was considered important at meetings, which were highly informal.  

Developers were occasionally able to influence the content of user stories, because 
by combining their domain and technological knowledge they were able to see simpli-
fications or improvements to the requirements. There is an asymmetry here, because 
spocs and QAs were not able to influence the developers’ way of solving problems. 
The spoc reported some frustration about this, because he felt that with his knowledge 
of the domain he could see software designs that obviously would have to be refac-
tored later when new stories came up. 

The team members were also able to significantly affect the work of the other 
teams through the project wiki. Another example is the QA interviewed, who had an 
understanding of special knowledge within the different teams, and were then able to 
distribute work to the right person not only in her own team, but in the whole project.  

The interviews indicate that many of the changes in the organization seemed to 
originate in dissatisfaction among the project members, and when the pressure built 
up, the issue would be attacked by someone. This happened around the demo sessions 
that were held at the end of sprint. The number of participants and the amount that 
should be demoed made this event grow to a size so that many felt it was a waste of 
time. The demo meetings were removed from the process and today the developers 
only have ad hoc demos with the appropriate spoc(s) when user stories are completed. 
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5.4   Feedback 

The most important form of feedback found in the project was the daily feedback 
given in the direct communications between developers, QAs, and spocs in order to 
get a common understanding about what the content of the user stories was. The QAs 
and spocs also had direct contact with their colleagues in the other teams to get feed-
back on their work. The role of feedback in the sub-teams seemed to be invaluable. 
Developers tried to get feedback on their work results often and early.  

From our data, there seemed to be little feedback about solutions and technological 
issues between developers in different teams. Such feedback would presumably take 
the way around the team leads. The project members, however, did get regular feed-
back on their own progress from the project management. 

All the interviewees mentioned the very friendly tone among team members,  
indicating that the project was almost conflict free. Although there were misunder-
standings and disagreements, these were solved in an open way, with respect for each 
others views and with good solutions as common goals. 

5.5   Ability to Complete Whole Tasks 

The allocation of work in many agile teams and also in this team makes it easy for 
developers to identify with tasks that have been fulfilled. The user story represents a 
task that produces a visible part of the software. This is somehow opposed to some 
other practices for work assignment within software engineering where developers are 
given a specification for parts of the solutions, and do not have full responsibility in 
completing the whole requirement. In this project, the completion of user stories was 
involving some ceremony as the developers would give a demo to the spocs. Thus, 
the surrounding organization acknowledged their contribution. Spocs and QAs did not 
have this type of task completion, but worked more continuously on providing user 
stories and testing the software. Still, in particular for the spocs, the completion of a 
sprint marked a completion of work, as they worked both alone and collectively to 
finalize new user stories for development in the next sprint. 

An interesting story suggesting the importance of identifying with a task, and de-
veloper’s ability to complete it, is when the project due to time pressure, started a 
practice that was called double pair programming. Two developers would work on a 
user story each, whereas a third developer would alternate in supporting the two pro-
grammers. Soon, people were all doing single programming. Most likely this was due 
to the fact that the third programmer did not feel responsible for any of the stories the 
two others worked on. The practice was abandoned because of this, they returned to 
pair programming, and the interviewee telling about this reported a significant im-
provement in both productivity and quality as a consequence. 

5.6   Motivation and Job Satisfaction 

Statements from the interviewees about a willingness to work hard to complete their 
tasks within the defined sprints indicated high motivation among the team members. 
The interviewees used positive phrases like challenging, ‘I like the software’, friendly, 
and gently about the project and the development environment. A very positive state-
ment from one of the developers verifies high job motivation and satisfaction: 
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“I think the work, the environment that we have here is quite interesting. I think 
I’m very happy to be here. I’m honored to be on this project. I think it is a big chal-
lenge to me. I don’t think there are a lot of companies out there doing something like 
this.” (Developer, woman) 

While discussions with some team members indicate that there was low turnover in 
the project, we do not have any hard data whether this perception was actually real. 

6   The Project as a Growing Organism 

Through the analysis, we have seen that this particular project has been able to main-
tain the critical factors of JCM, as well as job satisfaction and motivation, and thus the 
JCM theory has been shown to be applicable. A perhaps more challenging problem is 
to explain what has happened in this project to keep the agile values, at the same time 
as coordination and efficiency issues had to be considered for the growing team. Our 
suggestion is to use of an analogy to growing organisms. They are initially small. As 
they grow, they adapt their shape to the surroundings or go through a restructuring. 
But as the organism approaches its end of life, it stabilizes into a fixed form which is 
not changed much in the last phases of life. 

To see how this fits, let us go through the project history. The team first started 
with only a few programmers, with everyone working in the same group. However, as 
the need for more developers led to a larger team, it was evident for the management 
that a division into specialized sub-teams was needed. This way, daily work in small 
teams was maintained.  When that split occurred, spocs worked in a separate team to 
create user stories. This lead to a distance between developers and spocs, and impor-
tant feedback disappeared. The solution was that spocs specialized too and were 
placed together with the separate teams. Thus, direct communication between devel-
opers and business representatives was strengthened again. A significant change for 
all parties seems to have been the removal of the large demo sessions. This was a 
change that was initiated from within the teams, but was accepted as management saw 
that the demos did have little value. A late change was the introduction of the data-
base migration task, which involved one and a half person. A more efficient method 
for repopulating the test databases was needed, and the management asked for volun-
teers for this task. Towards the end of the project, we also see that people were ex-
pected to stay within their special fields. The mature process did not change much 
anymore and team members just didn’t see any value in the retrospectives. A more 
rigid organization developed as everybody worked hard towards delivery. 

Case studies are often problematic to transfer to other circumstances, and whether 
this growing organism model may transfer to other projects remains to be seen, as the 
same practical solutions may not be possible in other projects. However, in our analy-
sis, we see that essential values of agile teams like small team size, open communica-
tion, participation in decisions, and voluntarily choosing tasks has been maintained, 
and ensured the motivation and job satisfaction we would like to see. 

7   Conclusion 

In this qualitative case study, we have shown how a large SCRUM team can show 
properties usually found in smaller agile teams, namely high degrees of motivation 
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and job satisfaction. We have looked for the essential factors supporting these and 
verified their presence in the case project. We demonstrated that autonomy, variety, 
significance, feedback, and the ability to complete a whole task were factors prevalent 
in the project. The study suggests that one way of maintaining agility in software 
development as the software and the developer team grows, is to let it grow slowly 
like an organism, where management continuously takes into consideration both busi-
ness value and motivation and job satisfaction issues when deciding upon changes. 
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Abstract. This research explored aspects of agile teamwork initiatives
associated with positive socio-psychological phenomena, with a focus on
phenomena outside the scope of traditional management, organizational,
and software engineering research. Agile teams were viewed as complex
adaptive socio-technical systems. Qualitative grounded theory was used
to explore the socio-psychological characteristics of agile teams under the
umbrella research question: What is the experience of being in an agile
software development team? Results included a deeper understanding
of the link between agile practices and positive team outcomes such as
motivation and cohesion.

1 Introduction

A growing body of evidence suggests that participants in agile team environ-
ments find the experience particularly rewarding; more so than most other soft-
ware development environments. A survey by Cockburn and Highsmith [1], for
example, found that agile methodologies were rated higher than other method-
ologies in terms of morale. Although the ‘hype’ surrounding agile methods is
likely a strong contributor to such enthusiasm, there seems to be a solid ba-
sis for the association of agile practices with the idea of ‘project chemistry’ or
positive ‘team climate’ that can contribute to high performance.

Pockets of literature surrounding software development methodologies contain
strong references to socio-psychological issues, such as ego, well-being, control,
and team conflict [2]. Even so, there is a lack of basic research into the socio-
psychological experience of individuals in agile software development teams — or
any other type of software development team, for that matter. Agile and software
engineering literature was found to be overwhelmingly based on management and
engineering perspectives, concerning the practicalities of software construction,
software development processes management, and the hurdles of making it all
work within a business context.

The motivation for this research, therefore, was to better explore the ani-
mation and excitement observed in practitioners of agile software development.
We hoped that examination of positive experiences in agile teams would yield
a deeper understanding of the aspects of agile methods that support cohesive
team activity. It should be noted that the view of agile in this study is based on,
but not limited to, Extreme Programming (XP) practices [3].
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2 Theoretical Framework

The framework for this study defines agile software development teams as com-
plex adaptive socio-technical systems. Systems theory [4], on which the frame-
work is based, is a determining influence in small group interaction theory [5,6],
and already used in some instantiations of agile software development. Explo-
ration of system properties, such as feedback and feedforward loops, was valuable
in that it supported an understanding of invariant relationships that remained
constant despite complex and evolving systems, and would be difficult to ob-
tain through use of simple cause and effect paradigms. Advances in systems
theory related to human agency further outlined the importance of considering
the team itself as a holistic entity that has an impact on individuals. We found
the socio-technical perspective valuable in that it highlights the importance of
considering agile teams as systems comprised of both social and technological
components. The use of physical artifacts in agile, for example, such as interac-
tive wall charts and automated testing tools, is integral to team coordination and
motivation. Practices such as daily stand-ups and pair programming were also
viewed as technology, in that they too structure and mediate team interaction.
Socio-technical thinking addresses that fact that management and engineering
perspectives tend to focus on either the social or the technical aspects of team ac-
tivity respectively, and thus fail to account for the fact that human and technical
subsystems interact and mutually adjust, often with dramatic effect.

3 Method — Grounded Theory

Grounded theory [7,8,9] is a research methodology that provides a set of proce-
dures for the systematic collection and analysis of qualitative data. Grounded
theory is characterized by use of the constant comparative method of analysis.
Data and abstract concepts are constantly compared to each other, ensuring the
development of an integrative theory that is firmly and empirically grounded
in raw data. Twenty-two participants were recruited through networking with
members of the agile software development community. Participants included a
variety of roles, including developers, interaction designers, project managers,
coaches, and quality assurance specialists. All but two of the participants had
previously worked in non-agile teams. There were sixteen male participants, and
six female participants. Participant interviews investigated the subjective ex-
periences of individuals in agile software development teams. Semi-structured
interviews were chosen in order to maintain focus on the theoretical framework,
while still leaving room for phenomena significant to participants to emerge.
Each interview was audio recorded and transcribed. The transcriptions were
broken down into discrete parts and incidents were identified, conceptualized,
and named in the process of open coding. Open coding was conducted line by
line to ensure thorough grounding and critical thinking about the data. Axial
coding was then used to examine the relationships between data. Open and
axial coding were performed in parallel as data were gathered, analyzed, and
reanalyzed in light of the emerging theory or concepts.



64 E. Whitworth and R. Biddle

4 Results

Participants in this study, when asked about software development teams char-
acterized by strong feelings of excitement, discussed well functioning teams that
‘clicked,’ ‘gelled,’ or ‘really worked together’ to successfully develop software.
Such ‘cohesive’ teams can be held in comparison to non-cohesive teams, which
were not associated with feelings of excitement. The distinction between cohesive
and non-cohesive teams in this study was separate from the distinction between
agile and non-agile teams. Examination of results therefore involved the question:
what characteristics of agile teams are related to team cohesion? The following
sections outline key aspects of the answer. Interview segments are referred to by
three radixes, for example (L.4.35), identifying the interview batch, the number
of the quoted participant within each batch, and the interview paragraph.

Ease of Interaction. One of the main factors associated with enjoyment and
excitement in agile software development teams was the ease and speed by which
team members could get things done; questions were answered, problems were
resolved, and collaborative opportunities were quickly grasped.

(T.3.33/44) And so once we started adopting some of the agile techniques in
the previous product I was working on, they were very welcomed. It was instantly
recognizable as a pleasant way to work for the people, for the developers, for
the managers, for everybody involved; because there is less crisis, it’s easier to
manage, you have a better idea of what it really takes to deliver what people are
asking for. It’s so much more manageable. . . I mean it takes out uncertainty, it
reduces the risk, crisis management, it’s easy to schedule and plan — everyone’s
happier.

A Clear Objective. What was found to be one of the most valuable aspects of
agile software development methodologies in supporting cohesive teamwork was
that they provide a clear team goal — to deliver the most business value to the
customer in a certain amount of time. Cohesive agile teams were also seen to
maintain a strong focus on developing quality software code. The value of such
goals from a team perspective is that they are objectives that most everyone in
the team will agree to and happily work towards, without the reservations or
divisiveness commonly associated with specifications-driven objectives.

(L.1.82) “Have you been on a really dysfunctional team?” In some ways that
spec driven team was a bit dysfunctional, but that might have just been my per-
ceptions. Um — it’s bits like there’s more push to meet the spec than to meet the
customer needs. I mean, in my view that’s dysfunctional, but in terms of most
software engineering teams, it’s not.

The Planning Game. In addition, the team goal is instantiated in a clearly vis-
ible and rigorous process as outlined by the agile practices such as the “planning
game”. Participants often noted the agile prioritization and planning procedure
as a point of pride in their team process, and expressed feelings of excitement in
that it allowed them to negotiate to create a plausible plan to develop software:
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(T.1.11) There is a lot of tension is just when you develop a feature; there is
only so much you can do . . . the product specialist will often come in with a list
of a 1000 items on it, [and] there is this dance that takes place and the developer
estimates, they say ‘well I can do 50 of those’ . . .And so we will have discussions
about that a lot earlier and that also causes a little bit of tension because you
know, now the product specialists realize the implications of all they are asking
for. And then likewise the developers realize that they actually do need to put
some thought into how they are going to do something so that they can provide
reasonable feedback and reasonable estimates.

Agile planning was noted as especially valuable as a means of generating
group agreement, and was seen to greatly reduce the tension and conflict tradi-
tionally surrounding requirements specification and planning. Collective partici-
pation and negotiation, in particular, rather than top-down mandates, was seen
to strongly support individual involvement, engagement, and buy-in to project
planning and activity.

The ability of the agile plan to adjust and allow for specific project and team
needs was particularly related to cohesive team activity. The agile practices of
allowing developers to estimate their own stories, for example, and the fact
that the project plan would then be constructed around these estimates, seemed
associated with the feel of ‘rhythm’ or ‘flow’ often discussed with regard to agile
teams. Planning in this manner was seen to allow individual pace and team
pace to be highly synchronized, where tasks to be completed were neither too
difficult nor too easy for individuals in the time allotted. Such team momentum
and responsiveness was highly related to excitement and motivation in the agile
team environment.

(T.5.5) What I have done in the past has been different, like at other companies
where it was more waterfall where you created an obnoxious UI stack from now
until next year; and then stuff changed, and I am not a big fan of that. You know
there is a lot of investment in terms of writing stuff out and then once you have
done all that, the commitment is really high to keep all of that in, even though
it may not be the best solution.

Long term planning was also associated with pressure for individuals to en-
sure that their specific needs were met in a plan that they would have to live
by for the course of development. In comparison, iteration-based plans spanning
a week, two weeks, or a month, seemed to increase the perception of the cur-
rent situation as temporary or non-fatal. Flexible and short term planning was
therefore seen to allow for more relaxed team relations in planning and imple-
mentation, seemingly because there is less at stake. Customization of the agile
plan was seen as reducing preoccupation with personal tasks and goals, and al-
lowing a focus on generating agreement and succeeding in team-based software
development around a small number of tasks. Interestingly, while the agile plan
was seen to highly regulate individual behavior over the course of an iteration,
the relatively constrained nature of the agile environment was related to feelings
of liberation:
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(O.2.15) It’s invigorating, because for the first time in your career you know
exactly what is expected of you.

Regular Iterative Delivery. Iterative delivery was seen to increase the sense
of immediacy in the team environment; particularly through the prioritization
process, which meant that the majority of the team would always be working on
the most important thing. The fact that team members had to deliver a working
product at the end of the week or month was further seen to increase the sense
of urgency in team interactions, and the capacity for team members to resolve or
put aside personal differences in order to work together to deliver. The ability to
deliver regularly was several times noted as the main motivator related to agile
software development:

(O.2.8) You are working on something and at the end of the week it goes out
to the customer and you get feedback right away. And that’s great, because your
work matters; every day matters. You notice when we have a new product and
you are working on it for 6 months and then it is really tough going; because you
are not delivering.

Agile practitioners, in delivering working software on a regular basis, were
increasingly able to see the purpose and value of their efforts outside the context
of development tasks, as well as outside of the context of project activity. Holistic
understanding in the larger context of development was seen to provide meaning
to low-level tasks, and to support the ability and willingness of team members
to create software that would be of value to customers and users:

(T.2.48) You know I am trying to think back in the old way when I was on
[another larger project]. I think those user issues were very much filtered. So by
the time it got to me [there was] not a lot of background as to what the original
task was and what the original situation was, [which] makes it harder to question
. . .Whereas I think definitely on this product there is a lot more interaction that
way and we can go back and forth and say ‘You know I know a customer said
he wanted this but I think really it would work better if we gave him this,’ which
to me makes a better product definitely. I really got the sense of that being a
problem in [on the old team]; where you work, you work and work and work on
a feature, in the end it isn’t exactly what they want but at that point it’s too late;
and I think in agile you at least modify it on the way and get, end up with a
better solution. Does that motivate me better? Yeah I think so.

Thus splitting the planning and development activity into small chunks was
related to increased motivation and enjoyment surrounding project activity as a
whole:

(T.3.18) On other projects or teams that I was on, it was very much you
define a bunch of features and then you worked on them for months and then
you bug fix for twice as long and that was the release. So you really didn’t know
what the big picture was, ever. You just knew that one of these or a couple of
these features were what you were supposed to work on for however long and
then you are just fixing bugs for ten months or — well that’s an exaggeration,
but that’s pretty much what it felt like.
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Splitting the development process into iterations was seen to increase energy
in the team environment and allow the team to work together more cohesively.
Finally, consistent iterative delivery was seen as a source of pride, and highly
related to the motivation to maintain team standards. It was additionally asso-
ciated with high levels of trust and security, in that agile team members were
well practiced and assured in their ability to work together as a team to produce
results:

(X.4.11) I don’t think that we would have been so consistent in our releases if
we had done it otherwise . . .The main point is that I feel more secure about what
I’m doing. Very strongly. It’s also what they tell you the basic reasons behind unit
testing, continuous integration. And it’s basically that. And I really feel it like
that. You really prove after two weeks that this thing is really working, in a more
or less stable way.

(O.2.13) We will do it. We always do it.

5 Interpretation

The main value of agile methods in supporting team cohesion, as well as moti-
vation and excitement, was found to be their ability to support collective team
culture. Collective team functioning, where each individual is aware of and in-
vested in the activity of the team as a whole was seen to support feelings of
personal security and control; feelings that seem to be absent in many instances
of software development in teams.

The stability provided by agile planning and iterative development as a team
was seen to offset increasingly unpredictable development environments. Team-
based software development is an unstructured, complex, creative, and social,
problem-solving and design activity (see Warr & O’Neill [10]). Software devel-
opment outcomes are further dependent on the resolution of interdependences
between team members, the synergy resulting from team-wide discussion and
collaboration, and the ability of all team members to share a common vision for
the software to be developed. Such activity and coordination must be differenti-
ated from ‘knowledge work’. Cohesive software development teams in this study
were set apart, not by their ability to ‘leverage specialist knowledge’ or ‘utilize
human resources,’ but by their ability to get all members of the development
team to work closely together towards a common goal. Agile methodologies were
seen to allow, support, and even require the development of a collective culture
over time.

The instantiation of such a culture seems highly dependent on feedback and
feedforward mechanisms in the agile socio-technical system, where agile prac-
tices support heightened team member awareness of collective tasks, goals, and
progress. A study by Eby and Dobbins [11], for example, found that personal
preference towards collective group activity is related to positive past experience
working in teams and self-efficacy for teamwork, as well as the need for social
approval. Positive experience can be seen to result from agile planning and it-
erative delivery. Positive experience results from agile planning and iterative
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delivery, which allows teams to develop a history of success, and thus increase
the likelihood of team member involvement in collective activity.

Self-efficacy for teamwork was also seen to be particularly well maintained
by agile methodologies. Eby and Dobbins discuss team self-efficacy with regards
to efficacy expectations and locus of control [12]. Efficacy expectations involve
perceived self-efficacy regarding effort or skill expended in effecting change in a
specific context. The related but distinct concept of locus of causality or con-
trol, on the other hand, involves the amount of controllability or modifiability of
one’s environment. Agile practices such as daily team meetings and continuous
integration and testing, which focus daily activity on the collective goal of work-
ing software, and which provide constant feedback on the validity of individual
actions in relation to team goals, were seen to greatly increase perceptions of
self-efficacy and control in the team environment.

The negotiation of a flexible plan well suited to team capabilities was further
seen to increase individual perceptions of team-wide self-efficacy and control.
Other factors such as positive feedback in the agile social and development envi-
ronment (see Bandura [13]), and detailed and holistic awareness and involvement
in project activity, particularly by way of information radiators and the evolu-
tionary development of a working software product, also supported such feelings
of self-efficacy. In contrast, software development environments where those con-
ducting development tasks were relatively uninvolved in the development of a
detailed project plan, or where team members were not clued-in to the day-to-
day activities of others, were related to high levels of discomfort, dissatisfaction,
and the absence of perceived team self-efficacy and control, seemingly regardless
of the actual state of the project.

This study was not focused on measures of performance, but it should be
noted that the presence of self-efficacy in the agile team environment indicates
a socio-psychological environment of high-performance. It is generally accepted,
for example, that performance in both physical and academic tasks is enhanced
by feelings of self-efficacy [14], with effects ranging from the physiological [15]
to the socio-psychological. The Collective Effort Model of Karau and Williams
[16] adds to such findings. According to this model, individuals will work hard
on a given task only to the extent that a) they believe that their hard work
will lead to better performance, b) they believe that this performance will be
recognized and rewarded, and c) the rewards are ones that they value and desire:
“individuals working alone will exert effort only to the extent that they perceive
direct links between hard work and the outcomes they want” [14].

Aspects of agile teams, such as transparency, highly focused iterative delivery,
and noticeable measures of progress can therefore be seen to increase perceived
linkages between day-to-day effort and valued collective goals, such as delivery.
Agile environments thus provide motivation for individuals to work harder to-
wards team goals when compared to environments where team members are less
aware of the activity of others, or where it is less clear how the team is working
together to produce results.
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6 Conclusions

This paper has described our study of positive socio-psychological phenomena in
agile teamwork. Our theoretical framework was complex adaptive socio-technical
systems, and we used the qualitative approach of grounded theory based on inter-
views with members of agile teams. Our results lead to a deeper understanding of
the link between agile practices and positive team outcomes such as motivation
and cohesion. In particular, it appears that these positive outcomes are strongly
linked to operation and effect of agile practices.
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Abstract. Agile methodologies with their close collaboration principle
remain in conflict with the present trends of developing software in ge-
ographically distributed teams. To resolve it, a suitable tool support for
certain lightweight practices must be provided. Although systems of this
kind are reported to exist, they do not meet the expectations. Presented
paper proposes an iterative approach to developing discussed support.
As a verification of the presented assumptions, a dedicated Distributed
Pair Programmers Editor was developed and experimentally verified.
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1 Introduction

Agile programming reflects a new direction in the philosophy and techniques of
modern software development. The close physical proximity, considered a crucial
factor in the success of agile project, is also often pointed out as a significant
limitation of agile methodologies. The globalization of computer science industry
and growing costs of software development cause companies to locate software
development centers in geographically distributed sites. Therefore, a problem
arises to maintain close collaboration practices and run agile project in a dis-
tributed setting. As a solution to this problem, a suitable tool support is usually
employed, however, it seems insufficient at the moment.

The aim of this paper is to propose an iterative approach to building efficient
supporting systems of this kind. The paper presents a set of general require-
ments that become a basis for further investigation into distributed collabora-
tion needs and challenges. As a verification of initial assumptions, a new system
was designed and part of it, that is responsible for supporting distributed pair
programmers, implemented and experimentally evaluated.

The paper first introduces available solutions, then proceeds to propose a
set of general requirements of discussed support and present Distributed Pair
Programmers Editor that was developed. Finally, experimental evaluation results
and further work plan are included.

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 70–73, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



How to Build Support for Distributed Pair Programming 71

2 Existing Solutions for Distributed Pair Programmers

The support for distributed pair programmers can be realized by tools of gen-
eral purpose and dedicated solutions. The first group includes conferencing ap-
plications (e.g. Microsoft NetMeeting), virtual whiteboards and desktop sharing
solutions. The example of second group tool is TUKAN environment with a pair
programming oriented tool consisting of voice-video connection and other com-
munication means. In [1] authors present another solution: Sangam plug-in to
Eclipse IDE with a dedicated editor and basic synchronization. A novel concept
of transparent video interface is introduced by Facetop project [2]. It integrates
and lines up side-by-side the video streams of distant programmers, overlying
them over the transparent desktop at the same time. Not only can they see each
other pointing to some spot at the shared screen but also manually control the
mouse pointer. In order to join the advantages of Sangam and Facetop projects,
[3] proposes a prototype combination of these tools.

Although presented solutions provide support for distant collaboration, their
efficiency does not meet expectations. Strict firewall restrictions, long latencies
and poor quality can hamper a pair programming session with a use of video
conferencing approach. Sangam plugin for Eclipse claims to provide a solution
for these limitations. It does not require high network bandwidth as it sends only
significant session changes, not the whole screen image. However, it does not meet
authors’ expectations due to lack of significant features such as write blockade
in navigator’s editor. What is more, Sangam project is no longer maintained.
Intern, Facetop project, while still under development, is not available for PC
and download.

3 The General Requirements for the Discussed Support

As the available tool support is not satisfactory, the need for its further devel-
opment arises. In spite of high variety of existing solutions, there is no common
subject on how pair programming should be maintained in distributed setting.
This paper proposes the following general requirements for discussed support, a
computer system in turn:

1. The system must support (preserve, stimulate, not suppress) the phenomenon
of synergy which is not only the most valuable but also crucial factor, espe-
cially under the circumstances of a team and distribution of its pairs.

2. The system ought to cover all functions that are recognized as necessary or
useful in the geographically collocated mode, which stay in accordance with
the primary requirement, including also functions which are decisive only for
the friendliness of it.

3. The system must fulfill all requirements for a modern computer system of
its type as long as a conflict with the primary or secondary requirements
(necessary ones) does not arise.

A very interesting observation arises, that as long as requirements 2 and 3
can be fulfilled based on usual practice, the primary requirement needs a special
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approach. It is proposed here to take advantage of a real-life experiment. A
thoroughly monitored team trying to realize a real task using the system under
consideration. It is expected that, without significant intervention in the process
of software development, it is possible to formulate the detailed functions of the
system, tune its parameters and, finally, to tailor it to the needs. This approach,
iteratively driven, is expected to provide informative feedback, necessary for
system enhancement.

In [4] authors identified 7 synergetic behaviors of pair programming. One of
them is Negotiation behavior. It refers to common observation that pair program-
mers inspect greater number of alternatives and consider different approaches
to the same problem, elaborating better solutions in result. To maintain it, the
supporting tool must provide efficient communication channels. The question of
their types and implementation arises.

In order to sustain the phenomenon of the synergy in distributed setting, all of
the synergetic behaviors should be supported. However, due to space limitations
of this paper, the attention is put to Negotiation only.

4 System Design and Implementation

The general requirements became a base for developing Distributed Pair Pro-
grammers Editor. Based on previous experiences [5], the following communi-
cation channels were pointed out: video and voice connection, text chat and
code based pointers. This proposal was done with an intention of experimental
verification and assessment.

The editor was developed as a part of a larger system called Agile Studio,
meant for supporting selected agile practices. It has been observed that every
collaboration is likely to take advantage of certain shared objects. Therefore, the
editor is based on server-client architecture, where server side is responsible for
sharing synchronized instances of the session objects. In case of the editor, these
are source files.

As a result of previous experiments and proposed enhancements, authors de-
cided to implement the editor in the form of plugin to Eclipse IDE. It consists
of three views and an editor wrapper. The editor wrapper can be attached to
any Eclipse editor and handle its synchronization with the remote instance. This
includes: code changes, marking, scrolling and folding. To improve programmers’
Negotiation their cursors are visible in the remote partner’s editor. This serves as
another communication channel. Figure 1 presents all these functions in action.

Among others, Figure 1 emphasizes the feature of colored editor background,
which indicates the current role of the programmer. Green editor background
indicates the programmer is a Driver and can modify the shared code. Blue color
informs about Navigator role and read-only access. This feature was added based
on the feedback received during previous experiment and can be treated as an
additional communication channel enhancing the Negotiation process.
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Fig. 1. Distributed Pair Programmers Editor

5 Experimental Verification and Further Work

The plan for evaluation experiment assumed a simulation of production environ-
ment, with 6 students working for 30 hours in a standard collocated mode and
with the use of developed editor. According to observations and feedback ques-
tionnaire, the editor proved capable of supporting distant pair programming.
Among others, internet co-navigation and more IDE synchronization (e.g. open-
ing pop-ups) were suggested as possible enhancements. In addition, participants
confirmed the usability of the remote cursor functionality and keyboard owner-
ship background notification, which is useful during frequent changes of session
master (e.g. hot discussions and negotiations on specific code fragments).

Future work includes further development of the editor based on the obtained
feedback and further experiments. In addition, thorough tests regarding various
settings and operating systems are planned, as well as introducing the project
into the Open Source community.
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Abstract. Many organizations using agile processes would like to adopt
a process measurement framework, e.g. for assessing their process ma-
turity. In this paper we propose a meta-model supporting derivation of
specific data models for agile development processes. Then, we show how
our meta-model can be used to derive a model of the Scrum process.
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1 Introduction

Software Process Management (SPM) is aimed at controlling and managing all
the resources involved in software production. Four core SPM responsibilities
can be defined [6]:

– Process Definition, including the creation of the environment required for
controlling the process;

– Process Measurement, including all measurement activities needed to detect
deviations from the process expected performance or behavior;

– Process Control, including all actions taken to control the process behavior;
– Process Improvement, including all changes to the process that can improve

its capabilities and performance.

In this paper, we focus on the first two responsibilities, describing i) a generic
environment for modeling agile development processes, and ii) a generic mea-
surement framework, that can be applied to any process instantiated in the
environment.

As an application, we describe a roadmap to achieve the formalization of the
agile development process Scrum using the OMG Meta-Object Facility (MOF).
The paper is organized as follows. Section 2 discusses some related works about
development process measuring and modeling. Then, Section 3 describes our
meta-model and the related measurement framework, while Section 4 uses the
proposed schema to model the agile process Scrum, showing how a measurement
framework can be applied to Scrum. Finally, Section 5 presents our conclusions.

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 74–83, 2007.
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2 Related Work

The idea of a meta-model for the development process is well established in
literature. Seminal work by Mi and Scacchi [7] defined meta-modeling as “a
constructing and refining a process concept vocabulary and logic for repre-
senting families of processes and process instances in terms of object classes,
attributes, relations, constraints, control flow, rules, and computational meth-
ods”. Mi and Scacchi’s meta-model was developed for representing generic knowl-
edge about the software process. Other approaches, like the SD packages, were
specifically aimed at representing statistical or numerical information. The latter
approaches have given rise to sophisticated, performance-related process analy-
sis tools (see http://www.intelsystech.com/), while generic process meta-models
have targeted extensibility, relying on process vocabularies represented as
ontologies [10].

More recently, a need for standardizing process descriptions in order to sup-
port interchange and fusion of process data emerged. Piattini et al. [9] described
the advantages of using Object Management Group’s standard Meta Object Fa-
cility (MOF) to represent software processes. MOF (Meta-Object Facility) is a
standard supported by OMG [8]: it defines a generic pattern for the construction
of systems based on metadata.

Conceptually, MOF can be described as a layered structure composed of four
levels: at the top there is i) the definition of all the concepts and attributes of
the MOF language itself, which is used to build ii) meta-models, which define
the structure and semantic of the metadata describing a generic environment;
then, meta-models are used to create iii) models, that depict specific objects
and describes the structure (e.g., the relational schema) for iv) representing and
storing the user data.

Recent work by Ventura Martins et al. [13] presents the ProjectIT initiative,
including a complete software development workbench and an example of devel-
opment process meta-model.

All these approaches are based on the MOF-based SPEM (Software Process
Engineering Meta-model) specification [12] proposed by OMG to describe a con-
crete software development process or a family of related software development
processes. While in this paper we focus on applying the meta-model notion to
agile processes, a general, detailed description of our own SPEM-based proposal
for a measurement framework and of a set of metrics for the assessment of a
generic software process is reported in [5].

3 Process Development and Measurement Meta-Model

In this Section we show how MOF is used to define two meta-models: one used
to generate models for describing the development process and the other used to
generate models for describing a measurement framework. Again at the meta-
model level, we also define a simple trigger layer that connect the two meta-
models.
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Fig. 1. Development Process Meta-model

3.1 Development Process Meta-Model

The meta-model that describes the development process has been designed to be
as generic as possible. We took SPEM [12] as a basis of our work and simplified
it by considering only meta-classes that can be interesting for measurement
purposes.

To facilitate meta-model description, Fig. 1 contains a graphical representa-
tion of our process meta-model, where the boxes depict meta-classes, and arches
indicate relations. The top element of the meta-model is the class1 Organization,
that gathers all the Project nodes and supports enterprise-wide analyses across
projects. The class Project represents a single project of an organization; each
project is associated to a specific development process, that is defined as a set
of phases.

A development process is presented as a non-empty set of Phase classes. Each
phase can be linked to another phase, to allow iterations in the development
process, and is composed by a series of Activity classes; depending on the level
1 Note that, for the sake of simplicity, in the remainder of the paper, the terms class,

entity, and node are used in place of meta-class to denote meta-model elements.
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of granularity chosen, each activity could be itself decomposed in Task or Sub-
activity. Here, for the sake of conciseness, we limit our description to activity
classes.

Further, each activity is in relation (many-to-many) with the following classes:

– Workproduct, that represents the set of workproducts the activities are ex-
pected to produce

– Role, that defines the roles that cooperate to carry out a specified activity
and produce a set of workproducts;

– Tool, that indicates the tools required to use and produce workproducts
within activities.

3.2 Measurement Framework Meta-Model

The measurement meta-model, depicted in Fig. 2, is based on the Goal/Quest-
ion/Metric paradigm (GQM) [1] that establishes a mechanism for defining and
interpreting software measurements. In particular, the GQM approach requires

Fig. 2. Measurement Framework Meta-model



78 E. Damiani et al.

organizations to specify the goals for their projects, and traces these goals to the
data that are intended to define these goals operationally, providing a framework
to interpret the data and understand the goals.

Specifically, our measurement meta-model is defined as a skeletal generic
framework exploitable to get measures from any development process.

The InformationNeed node is the container node that identifies the informa-
tion need over which all the measuring actions are based, as for instance an
internal process assessment. This node is used as a conceptual link between the
two meta-models.

Following the GQM paradigm, the measurableConcept class defines the areas
over which the analysis is based; examples of measurableConcept data instances
could be “Software Reuse” or “Software Quality”, indicating as goals an assess-
ment of software reuse and software quality level within the organization.

The measurableAttributes node defines which attributes have to be measured
in order to accomplish the analysis goals. Furthermore, this element specifies
the way how attribute values could be collected: indeed, there a strict relation
between workProduct and measurableAttribute classes.

The measure class defines the structure of measurement values observed dur-
ing a measurement campaign. Measure is strictly related to unit and scaleType
classes, that define, respectively, the unit of measurement used and the type
of scale adopted (nominal, ordinal, and so forth). In particular, measure is in
relation with the metric class, that defines conditioning and pre-processing of
measurements in order to provide meaningful indicators. Finally, the metric class
is in relation with the threshold node that specifies the threshold values for each
metric when needed for qualitative evaluation.

3.3 Trigger Meta-Model

The trigger meta-model defines a skeletal middle layer that connects develop-
ment process and measurement framework meta-models, factoring out entities
that model application of measures to attributes. Fig. 3 shows the trigger meta-
model and its relation with the other two meta-models.

The trigger meta-model is composed of two entities: trigger and triggerData.
Trigger is the class that represents a specific question, component, or probe

that evaluates a specific attribute in a given moment of the development process.
Indeed, trigger is related to the measurableAttribute class in order to specify
which attributes are to be measured, and with organization, project, phase, and
activity classes to indicate the organizational coordinates where attributes have
to be measured.

Finally, the triggerData class identifies a single result of a measurement ac-
tion performed by a trigger instance. There is a slight but important difference
between data represented by triggerData and raw measures: measure instances
supply triggerData values to metrics applying, whenever necessary, suitable ag-
gregations to reduce the cardinality of triggerData result set.
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Fig. 3. Trigger Meta-model

4 Scrum Model

In this section we use our software process meta-model to model an agile process
and couple it with measurement framework. As a proof-of-concept, we shall focus
on the Scrum development process [2,4]. A major difference between traditional
development processes and empirical ones like Scrum is that analysis, design, and
development activities during a Scrum process are intrinsically unpredictable;
however, a distributed control mechanism is used to manage unpredictability
and to guarantee flexibility, responsiveness, and reliability of the results. At first
sight, it may seem that Scrum’s unpredictability could make it difficult to use a
measurement framework to assess a Scrum process. However, we shall see that
our meta-model seamlessly superimposes a measurement framework to Scrum
activities.

4.1 The Scrum Development Process

In the following sections we propose an instance of our development process
meta-model based on Scrum, defining phases, activities, and workproducts of
it. Our description of Scrum is based on the work of Schwaber [11] that clearly
defines Scrum phases and workproducts and gives guidelines for defining its
activities.

Phases and Activities. The Scrum process is composed by the following five
phases (see Fig. 4):

1. Planning, whose main tasks are the preparation of a comprehensive Backlog
list (see Section 4.1), the definition of delivering dates, the assessment of the
risk, the definition of project teams, and the estimation of the costs. For this
phase, none activity has been formalized; to maintain coherence with the
proposed meta-model, we define a generic planningActivity.
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Fig. 4. Scrum model

2. Architecture, that includes the designing of the structure of Backlog items
and the definition and design of the system structure; also for this phase we
have instanced a generic architectureActivity.

3. Sprint, that is a set of development activities conducted over a predefined
period, in the course of the risk is assessed continuously and adequate risk
controls and responses put in place. Each Sprint phase consists of one or
more teams performing the following activities:
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– Develop: that defines all the development actions needed to implement
Backlog requirements into packets, performing changes, adding new fea-
tures or fixings old bugs, and documenting the changes;

– Wrap: that consists in closing the modified packets and creating an ex-
ecutable version of them showing the implementation of requirements;

– Review: that includes a review of the release by team members, which
raise and resolve issues and problems, and add new Backlog items to the
Backlog list;

– Adjust: that permits to consolidate in modified packets all the informa-
tion gathered during Sprint meetings.

4. Sprint Review, that follows each Sprint phase, whereby it is defined an iter-
ation within the Scrum process. Recent literature [11] identified a series of
activities also for the Sprint Review phase:
– Software Reviewing: the whole team, product management and, possibly,

customers jointly review the executable provided by the developers team
and occurred changes;

– Backlog Comparing: the implementation of Backlog requirements in the
product is verified;

– Backlog Editing: the review activities described above yield to the for-
malization of new Backlog items that are inserted into the Backlog list;

– Backlog Items Assigning: new Backlog items are assigned to developers
teams, changing the content and direction of deliverables;

– Next Review Planning: the time of the next review is defined based on
the progress and the complexity of the work.

5. Closure, that occurs when the expected requirements have been implemented
or the project manager “feels” that the product can be released. For this
phase, a generic closureActivity has been provided.

Workproducts. A typical Scrum work product is the Backlog, a prioritized list
of Backlog Items [3] that defines the requirements that drive further work to be
performed on a product. The Backlog is a dynamic entity, constantly changed
by management, and evolves as the product and its environment change. The
Backlog is accessed during all activities of process and modified only in during
Review and Backlog Editing.

Backlog Items define the structure and the changes to apply to the software.
We identified as instances of our workproduct class the entities Release com-
posed by a set of Packet that includes all the software components implemented.
Fig. 5 shows an excerpt of the Scrum model showing relation with our activity
and workproduct instances. It is important to note that each workproduct in-
stance is characterized by a list of measured attributes that are themselfes in-
stances of the measurableAttribute class of our measurement meta-model. During
the configuration of the data representation and storage environment, it is neces-
sary to point out which attributes to measure and which workproducts consider
in measuring these attributes.
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Fig. 5. Relations with workproducts and activities

BACKLOGITEM(id, name, description, priority, category, version, state,

estimatedEffort)

BG-DEV(backlogItemID, developID)

DEVELOP(id, startDate, finishDate, sprintID)

SPRINT(id, startDate, finishDate)

PROJECT(id, name, description, startDate, finishDate)

Fig. 6. A database schema for Scrum data complying with our data model. The table
BG-DEV implements the many-to-many relation between the BACKLOGITEM and
DEVELOP tables.

5 Conclusion

In this paper we have laid the basis for a framework to model a generic software
process meta-model and related measures, and we propose an instance of the
meta-model modeling the agile process Scrum, showing how the assessment of
such a process is possible without deranging the approach at the basis of this
methodology. It is important to remark that the data model we generated for
Scrum supports creating and maintaining Scrum process data, e.g. using a rela-
tional database. A sample set of tables complying to the model are shown in Fig. 6.

Having been generated from our standard meta-model, the Scrum model can
be easily connected to similar models generated for different agile processes
like XP, supporting enterprise-wide measurement campaigns in organizations
that adopt multiple agile methodologies. We shall explore this issue in a future
paper.



A Metamodel for Modeling and Measuring Scrum Development Process 83

Acknowledgments

This work was partly founded by the Italian Ministry of Research under FIRB
contracts n. RBNE05FKZ2 004 TEKNE and n. RBNE01JRK8 003 MAPS.

References

1. Basili, V.R.: Software Modeling and Measurement: The Goal Question Metric
Paradigm. Computer Science Technical Report Series, CS-TR-2956 (UMIACS-TR-
92-96), University of Maryland, College Park, MD (1992)

2. Beedle, M., Schwaber, K.: Agile Software Development with SCRUM. Prentice
Hall, Englewood Cliffs (2001)

3. Beedle, M., Devos, M., Sharon, Y., Schwaber, K., Sutherland, J.: SCRUM: An
Extension Pattern Language for Hyperproductive Software Development. In: Har-
rison, N., Foote, B., Rohnert, H. (eds.) Pattern Languages of Program Design 4,
pp. 637–651. Addison-Wesley, Reading, MA (2000)

4. Cockburn, A.: Agile Software Development. Addison-Wesley, London, UK (2001)
5. Colombo, A., Damiani, E., and Frati, F.: Processo di Sviluppo Software e Metriche

Correlate: Metamodello dei Dati e Architettura di Analisi. Nota del Polo - Ricerca
n. 101, Italy (available in italian only) (February 2007)

6. Florac, W.A., Carleton, A.D.: Measuring the Software Process: statistical process
control for software process improvement. Addison-Wesley Professional, Boston,
USA (1999)

7. Mi, P., Scacchi, W.: A Meta-Model for Formulating Knowledge-Based Models of
Software Development. Special issue: Decision Support Systems 17(4), 313–330
(1996)

8. OMG Meta Object Facility (MOF) Home Page (2006) www.omg.org/mof/
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Abstract. The automated collection of source code metrics can help ag-
ile teams to understand the software they are producing, allowing them
to adapt their daily practices towards an environment of continuous im-
provement. This paper describes the evolution of some object-oriented
metrics in several agile projects we conducted recently in both academic
and governmental environments. We analyze seven different projects,
some where agile methods were used since the beginning and others
where some agile practices were introduced later. We analyze and com-
pare the evolution of such metrics in these projects and evaluate how the
different project context factors have impacted the source code.

Keywords: Agile Methods, Extreme Programming, Object-Oriented
Metrics, Tracking.

1 Introduction

In recent years, the adoption of agile methods, such as Extreme Programming
(XP) [4], in the industry has increased. The approach proposed by agile methods
is based on a set of principles and practices that value the interactions among
people collaborating to deliver high-quality software that creates business value
on a frequent basis [5]. Many metrics have been proposed to evaluate the qual-
ity of object-oriented (OO) systems, claiming that they can aid developers in
understanding design complexity, in detecting design flaws, and in predicting
certain quality outcomes such as software defects, testing, and maintenance ef-
fort [8,11,14]. Many empirical studies evaluated those metrics in projects from
different contexts [3,6,7,10,13,17,18] but there are a few in agile projects [1,2].
This paper describes the evolution of OO metrics in seven agile projects. Our
goal is to analyze and compare the evolution of such metrics in those projects
and evaluate how the different project context factors have impacted the source
code.

The remainder of this paper is organized as follows. Section 2 describes the
projects and their adoption of agile practices. Section 3 presents the techniques
we used to collect data and the OO metrics chosen to be analyzed. Section 4
analyzes and discusses the evolution of such metrics. Finally, we conclude in
Sect. 5 providing guidelines for future work.

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 84–92, 2007.
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2 Projects

This paper analyzes five academic projects conducted in a full-semester course
on XP and two governmental projects conducted at the São Paulo State Leg-
islative Body (ALESP). Factors such as schedule, personnel experience, culture,
domain knowledge, and technical skills may differ between academic and real-
life projects. These and other factors were discussed more deeply in a recent
study [16] that classified the projects in terms of the Extreme Programming
Evaluation Framework [20]. This section will briefly describe each project, high-
lighting the relevant differences to this study as well as the different approaches
of adopting agile methods.

2.1 Academic Projects

We have been offering an XP course at the University of São Paulo since 2001 [9].
The schedule of the course demanded 6 to 8 hours of weekly work per student, on
average. All academic projects, except for projects 3 and 5, have started during
the XP class, in the first semester of 2006. The semester represents a release
and the projects were developed in 2 to 4 iterations. We recommended 1 month
iterations but the exact duration varied due to the team experience with the
technologies, holidays, and the amount of learning required by projects with a
legacy code base.

– Project 1 (Archimedes): An open source computer-aided design (CAD)
software focused on the needs of professional architects. We analyze the
initial 4 iterations.

– Project 2 (Grid Video Converter): A Web-based application that leverages
the processing power of a computational grid to convert video files among
several video encodings, qualities, and formats. We analyze the initial 3 it-
erations.

– Project 3 (Colméia): A library management system that has been devel-
oped during the last four offerings of the XP class. Here, we analyze 2 itera-
tions of the project. Other system modules were already deployed. Hence, the
team had to spend some time studying the existing system before starting
to develop the new module.

– Project 4 (Ginástica Laboral): A stand-alone application to assist in the
recovery and prevention of Repetitive Strain Injury (RSI), by frequently
alerting the user to take breaks and perform some pre-configured routines of
exercises. We analyze the initial 3 iterations.

– Project 5 (Borboleta): A mobile client-server system for hand-held devices
to assist in medical appointments provided at the patients’ home. The project
started in 2005 with three undergraduate students and new features were
implemented during the first semester of 2006. We analyze 3 iterations during
the second development phase in the XP class.
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2.2 Governmental Projects

The governmental schedule demanded 30 hours of weekly work per employee. In
addition, some members of our team were working in the projects with partial-
time availability.

– Project 6 (Chinchilla): A human resources system to manage information
of all ALESP employees. This project started with initial support from our
team, by providing training and being responsible for the coach and tracker
roles. After some iterations, we started to hand over these roles to the ALESP
team and provided support through partial-time interns from our team. We
analyze the initial 8 iterations, developed from October/2005 to May/2006.

– Project 7 (SPL): A work-flow system to manage documents (bills, acts,
laws, amendments, etc.) through the legislative process. The initial develop-
ment of this system was outsourced and deployed after 2 years, when the
ALESP employees were trained and took over its maintenance. Due to the
lack of experience on the system’s technologies and to the large number of
production defects, they were struggling to provide support for end-users, to
fix defects, and to implement new features. When we were called to assist
them, we introduced some of the primary XP practices, such as Continuous
Integration, Testing (automated unit and acceptance tests), and Informa-
tive Workspace [4]. We analyze 3 iterations after the introduction of these
practices, from March/2006 to June/2006.

2.3 XP Radar Chart

To evaluate the level of adoption of the various agile practices, we conducted an
adapted version of Kreb’s survey [12]. We included questions about the adoption
of tracking, the team education, and level of experience1. The detailed results
of the survey were presented and analyzed in a recent study [16]. However, it is
important to describe the different aspects of agile adoption in each project. To
evaluate that, we chose Wake’s XP Radar Chart [19] as a good visual indicator.
Table 1 shows the XP radar chart for all projects. The value of each axis repre-
sents the average of the corresponding practices, retrieved from the survey and
rounded to the nearest integer to improve readability. Some practices overlap
multiple chart axis.

3 Metrics and Method

Chidamber and Kemerer proposed a suite of OO metrics, known as the CK
suite [8], that has been widely validated in the literature [3,6]. Our metrics were
collected by the Eclipse Metrics plug-in2. We chose to analyze a subset of the
available metrics collected by the plug-in, comprising four of six metrics from

1 Survey available at http://www.agilcoop.org.br/portal/Artigos/Survey.pdf
2 http://metrics.sourceforge.net

http://www.agilcoop.org.br/portal/Artigos/Survey.pdf
http://metrics.sourceforge.net
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Table 1. XP Radar Chart (some practices overlap multiple axis)

Radar Axis XP Practices

ProgrammingTesting, Refactoring, and Simple
Design

Planning Small Releases, Planning Game,
Sustainable Pace, Lessons
Learned, and Tracking

Customer Testing, Planning Game, and On-
site Customer

Pair Pair Programming, Continuous
Integration, and Collective Code
Ownership

Team Continuous Integration, Testing,
Coding Standards, Metaphor,
and Lessons Learned

the CK suite (WMC, LCOM, DIT, and NOC) and two from Martin’s suite [14]
(AC and EC). We were also interested in controlling for size, so we analyzed
LOC and v(G).

The files were checked out from the code repository, retrieving the revisions
at the end of each iteration. The plug-in exported an XML file with raw data
about each metric that was post-processed by a Ruby script to filter production
data (ignoring test code) and generate the final statistics for each metric.

– Lines of Code (LOC ): the total number of non-blank, non-comment lines
of source code in a class of the system. Scope: class.

– McCabe’s Cyclomatic Complexity (v(G)): measures the amount of de-
cision logic in a single software module. It is defined for a module (class
method) as e − n + 2, where e and n are the number of edges and nodes in
the module’s control flow graph [15]. Scope: method.

– WeightedMethods perClass (WMC ): measures the complexity of classes.
It is defined as the weighted sum of all class’ methods [8]. We are using v(G)
as the weighting factor, so WMC can be calculated as

∑
ci, where ci is the

Cyclomatic Complexity of the class’ ith method. Scope: class.
– Lack of Cohesion of Methods (LCOM ): measures the cohesiveness of

a class and is calculated using the Henderson-Sellers method [11]. If m(F )
is the number of methods accessing a field F , LCOM is calculated as the
average of m(F ) for all fields, subtracting the number of methods m and
dividing the result by (1 − m). A low value indicates a cohesive class and a
value close to 1 indicates a lack of cohesion. Scope: class.

– Depth of Inheritance Tree (DIT ): the length of the longest path from a
given class to the root class (ignoring the base Object class in Java) in the
hierarchy. Scope: class.

– Number of Children (NOC ): the total number of immediate child classes
inherited by a given class. Scope: class.
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– Afferent Coupling (AC ): the total number of classes outside a package
that depend on classes inside the package. When calculated at the class
level, this metric is also known as the Fan-in of a class. Scope: package.

– Efferent Coupling (EC ): the total number of classes inside a package that
depend on classes outside the package. When calculated at the class level,
this metric is also known as the Fan-out of a class, or as the CBO (Coupling
Between Objects) metric in the CK suite. Scope: package.

4 Results and Discussion

4.1 Size and Complexity Metrics: LOC, v(G), and WMC

The mean value of LOC, v(G), and WMC for each iteration were plotted in
Fig. 1(a), Fig. 1(b), and Fig. 1(c) respectively. The shapes of these 3 graphs
display a similar evolution. In fact, the value of Spearman’s rank correlation
between these metrics (Table 2) shows that these metrics are highly dependent.
Several studies found that classes with higher LOC and WMC are more prone
to faults [3,10,17,18].

Project 7 had a significantly higher average LOC, v(G), and WMC than the
other projects. This was the project where just some agile practices were adopted.
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Tracking the Evolution of Object-Oriented Quality Metrics on Agile Projects 89

Table 2. Spearman’s Rank Correlation test results

Metrics Correlation (ρ) p-value

LOC vs. v(G) 0.861 < 0.000001

LOC vs. WMC 0.936 < 0.000001

v(G) vs. WMC 0.774 < 0.00001

In fact, it had the most defective XP implementation, depicted in Tab. 1. This
suggests that Project 7 will be more prone to errors and will require more testing
and maintenance effort. By comparing Project 7 with data from the literature,
we found that projects with similar mean LOC (183.27 [10] and 135.95 [17])
have a significantly lower WMC (17.36 [10] and 12.15 [17]). Other studies show
similar WMC values, but without controlling for size: 13.40 [3], 11.85, 6.81, and
10.37 [18]. These values of WMC are more consistent with the other six agile
projects, although our projects have smaller classes (lower LOC).

We can also notice a growing trend through the iterations. This tendency is more
accentuated in the initial iterations of green field projects (such as Project 1), sup-
porting the results from Alshayeb and Li [1]. After some iterations the growing rate
seems to stabilize. The only exception was Project 5, showing a decrease in size
and complexity. This can be explained by the lack of focus on testing and refac-
toring during the first development phase. The team was not skillful on writing
automated tests in J2ME before the XP class. This suggests that testing and refac-
toring are good practices for controlling size and complexity and these metrics are
good indicators to be tracked by the team.

4.2 Cohesion Metric: LCOM

The mean value of LCOM for each iteration was plotted in Fig. 1(d), however
we could not draw any interesting result from this metric, due to the similar
values between all projects. In fact, the relationship between this metric and the
source code quality is controversial: while Basili et al. has shown that LCOM
was insignificant [3], Gyimóthy et al. found it to be significant [10].

4.3 Inheritance Metrics: DIT and NOC

The mean value of DIT and NOC for each iteration were plotted in Fig. 2(a) and
Fig. 2(b) respectively. The use of these metrics as predictors for fault-proness
of classes is also controversial in the literature [7,10]. Table 3 shows the average
DIT and NOC from several studies for comparison.

None of our projects show high values for DIT or NOC, showing that the use
of inheritance was not abused. Mean values of DIT around 1.0 can be explained
by the use of frameworks such as Struts and Swing, that provide functionality
through extension of their base classes. In particular, a large part of the code base
from Project 5 was a mobile application, and some of its base classes inherited
directly from the J2ME UI classes, resulting in a higher value of DIT. NOC was
usually lower for green field projects, and a growing trend can be observed in
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Table 3. DIT and NOC mean values on the literature

Metric [3] [10] [18] A [18] B [18] C [17] [7]

DIT 1.32 3.13 1.25 1.54 0.89 1.02 0.44

NOC 0.23 0.92 0.20 0.70 0.24 N/A 0.31

most of the projects. This can be explained by the fact that a large part of the
evolution of a system involves extending and adapting existing behavior.

4.4 Coupling Metrics: AC and EC

The mean value of AC and EC for each iteration were plotted in Fig. 3(a) and
Fig. 3(b) respectively. The shapes of these 2 graphs display a similar evolution.
In fact, there is a high dependency between these metrics. Spearman’s rank
correlation of 0.971 was determined with statistical significance at a 95% con-
fidence level (p-value < 10−14). Unfortunately, we can not compare our results
with other studies because we used different coupling metrics at a different scope
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level (package). The most usual metric in the literature is CBO, which is similar
to EC but calculated at the class level.

Project 7 have again a higher average AC and EC than the other projects.
Binkley and Schach found that coupling measures are good predictors for main-
tenance effort [6]. In this case, due to the outsourced development, the team
was already struggling with maintenance. There were also no automated tests to
act as a safety net for changing the source code. We had some improvements in
the adoption of Continuous Integration [16] by automating the build and deploy
process, but the adoption of automated testing was not very successful. Writing
unit tests for a large legacy code project is much harder and requires technical
skills. However, we had some success on the adoption of automated acceptance
tests with Selenium3 and Selenium IDE3.

5 Conclusions

In this paper, we analyzed the evolution of eight OO metrics in seven projects
with different adoption approaches of agile methods. By comparing our results
with others in the literature, we found that the project with less agile practices
in place (Project 7) presented higher size, complexity, and coupling measures
(LOC, v(G), WMC, AC, and EC), suggesting that it would be more prone to
defects and would require more testing and maintenance efforts. We also found
that there is a high correlation between size and complexity metrics (LOC, v(G)
and WMC) and coupling metrics (AC and EC). We think that the automated
collection of these metrics can support the tracker of an agile team, acting as
good indicators of source code quality attributes, such as size (LOC), complexity
(WMC), and coupling (AC and EC). In our study we found that these curves are
smooth, and changes to the curves can indicate the progress, or lack of progress,
on practices such as testing and refactoring.

In future work, we plan to gather more data from different agile projects. We
are interested in measuring defects and bugs after deployment to analyze their
relationship with the collected metrics. We are also interested in studying similar
projects, adopting agile and non-agile methods, to understand the impact of the
development process on the evolution of the OO metrics.
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Abstract. We conducted a survey on Executable Acceptance Test Driven De-
velopment (or: Story Test Driven Development). The results show that there is 
often a substantial delay between defining an acceptance test and its first suc-
cessful pass. Therefore, it becomes important for teams to easily be able to dis-
tinguish between tasks that were never tackled before and tasks that were  
already completed but whose tests are now failing again. We then describe our 
FitClipse tool that extends Fit by maintaining a history of acceptance test re-
sults. Based on the history, FitClipse is able to generate reports that show when 
an acceptance test is suddenly failing again. 

Keywords: Executable Acceptance Test-Driven Development (EATDD), ex-
ecutable acceptance test, Fit. 

1   Introduction 

In Extreme Programming, two sets of test techniques are used for double checking the 
performance of a system, unit testing and acceptance testing. [7] With unit testing, 
detailed tests from the developer’s perspective are conducted to make sure all system 
components are working well. Acceptance testing is the process of customers testing 
the functionality of a system in order to determine whether the system meets the re-
quirements. Acceptance tests are defined by or with the customers and are the con-
crete examples of system features. Recent literature on agile methods suggests that 
executable acceptance tests should be created for all stories and that a story should not 
be considered to be completed until all the acceptance tests are passing successfully. 
[3][10] Acceptance tests should be expressed in the customer language (i.e. customers 
should be able to understand what they mean) and should be executable (i.e. auto-
mated) and be included in the continuous integration process.  

Executable Acceptance Test Driven-Development (EATDD), which is also known 
as Story Test-Driven Development (STDD) or Customer Test-Driven Development, is 
an extension of Test-Driven Development (TDD). While TDD focuses on unit tests to 
ensure the system is performing correctly from a developer’s perspective, EATDD 
starts from business-facing tests to help developers better understand the requirements, 
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to ensure that the system meets those requirements and to express development pro-
gress in a language that is understandable to the customers. [11]  

From the customer’s perspective, EATDD provides the customer with an “execu-
table and readable contract that the programmers have to obey” if they want to declare 
that the system meets the given requirements. [12] Observing acceptance tests also 
gives the customers more confidence in the functionality of the system. From the per-
spective of programmers, EATDD helps the programmers to make sure they are de-
livering what the customers want. In addition, the results help the team to understand 
if they are on track with the expected development progress. Further, as EATDD 
propagates automated acceptance test, these tests can play the role of regression tests 
in later development. 

This paper is organized as follows: section 2 discusses a survey and the motiva-
tions for building such a tool; section 3 presents the related work and Eclipse plug-ins 
based on Fit; section 4 describes the overall design of FitClipse; section 5 talks about 
how FitClipse works for EATDD; section 6 demonstrates our initial evaluation of 
FitClipse. 

2   Survey Results and Motivation 

We conducted a survey to find out how EATDD is being used in industry by sending 
questionnaires to mailing lists and discussion groups of Agile communities. The com-
prehensive findings of this study will be published in the future. One specific part of 
that study is relevant for this paper: We asked about the time frame between defining 
an acceptance test and its fist successful passing. The findings of this questionnaire 
are a core motivation underlying the development of FitClipse. 

2.1   Timeframe of EATDD 

A major difference between TDD using unit tests and EATDD is the timeframe  
between the definition of a test and its first successful pass. Usually, in TDD the ex-
pectation is that all unit tests pass all the time and that it only takes a few minutes 
between defining a new test and making it pass [8]. As a result, any failed test is seen 
as a problem that needs to be resolved immediately. Unit tests cover very fine grained 
details which makes this expectation reasonable in a TDD context.  

Acceptance tests, on the other hand, cover larger pieces of functionality. Therefore, 
we expected that it may often take developers several hours or days, sometimes even 
more than one iteration, to make them pass.  

For validating our hypothesis, we conducted a survey by sending a questionnaire to 
email groups of Agile Communities (such as the Yahoo agile-usability group and the 
Yahoo agile-testing group etc.). One goal of the survey was to find out the timeframe 
between the definition of an acceptance test and making it pass successfully. We were 
expecting the following results: 

• The average timeframe between defining one acceptance test and making it 
pass successfully, following EATDD, is more than 4 hours (half a day). 

• The maximum timeframe between defining one acceptance test and making it 
pass successfully, following EATDD, may be the majority of an iteration or 
even more than one iteration. 
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Overall, we received 33 responses, among which 31 were valid. Fig. 1 shows the 
detailed findings of the survey according to the above expectations.  

The result of the survey strongly supports our first expectation. About 87.1% 
(27/31) of the participants reported the average timeframe to be more than 4 hours for 
defining an acceptance test and making it pass and the number increased to 100% 
when they reported the maximum time.  

Our second expectation is also supported by the survey result. 41.4% (12/29, two 
participants did not answer) of the participants spent most of an iteration to finish one 
acceptance test, and about 24.1% (7/29) of the participants reported the time frame to 
be several iterations. One of the participants even spent several months working on 
making a single acceptance test pass.  

Therefore, both of our expectations were substantiated by the evidence gathered in 
this survey. We can also draw the conclusion that the time frame between the defini-
tion of an acceptance test and its first successful pass is much longer than that of unit 
test.  

2.2   Motivation of FitClipse 

Due to the substantial delay between the definition and the first successful pass of an 
acceptance test, a development team can NOT expect that all acceptance tests pass all 
the time. A failing acceptance test can actually mean one of two things: 

• The development team has not yet finished working on the story with the 
failing acceptance test (including the developer has not even started working 
on it). 

• The test has passed in the past and is suddenly failing – i.e. a change to the 
system has triggered unwanted side effects and the team has lost some of the 
existing functionalities. 

Fig. 1. This Chart shows the survey results of the time frame between the definition of an ac-
ceptance and making it pass successfully 

Survey Results:  Time Frame of Running Acceptance Tests

0

4
3

8

5

8

3

0 0

2
3

5

12

7

0

2

4

6

8

10

12

14

< 
1 

ho
ur

< 
4 

ho
ur

s

< 
1 

da
y

2-
3 d

ay
s

< 
1 

wee
k

1 
ite

ra
tio

n

Sev
 ite

ra
tio

ns

Average Time

Maximum Time

Num of Answers 

Time Frames 



96 C. Deng, P. Wilson, and F. Maurer 

The first case is simply a part of the normal test-driven development process: It is 
expected that a test that has never passed before should fail if no change has been 
made to the system code. The later case should be raising flags and should be high-
lighted in progress reports to the team. Otherwise the users have to rely on their recol-
lection of past test results to determine the meaning of a failing test. For anything but 
very small projects, this recollection will not be reliable. 

FitClipse raises a flag for the condition that a test that is failing but was passing in 
the past. It identifies this condition by storing the results of previous test executions 
and is, thus, able to distinguish these two cases and splits up the “failed” state of Fit 
into two states: “still failing” and “now failing after passing earlier”. 

3   Related Work 

There are several open source frameworks and tools that support EATDD, with Fit 
[4], FitLibrary and FitNesse [5] being three of the most relevant to our work. 

Fit is a framework for integrated testing. “It is well suited to testing from a busi-
ness perspective, using tables to represent tests and automatically reporting the results 
of those tests.”[9] Fixtures, made by the programmers to execute the business logic 
tables, map the table contents to calls into the software system. Test results are dis-
played using three different colors for different states of the test: green for passing 
tests; yellow for tests that can not be executed and red for failing tests. FitLibrary is a 
collection of extensions for the fixtures in Fit. Other than test styles that Fit provides, 
it also supports testing grids and images. FitNesse is a Wiki front-end testing tool 
which supports team collaboration for creating and editing acceptance tests. FitNesse 
uses the Fit framework to enable running acceptance tests via a web browser. It also 
integrates FitLibrary fixtures for writing and running acceptance tests.   

Our FitClipse tool is an Eclipse plug-in that uses the Fit framework for writing and 
running the acceptance tests. There are several other Eclipse plug-ins which also use 
Fit or FitNesse, including FitRunner [6], conFIT [2] and AutAT [1]. FitRunner con-
tributes to Eclipse a Fit launch configuration that enables people to run automated 
acceptance tests. ConFIT uses a FitNesse server, which can run either locally or re-
motely, to perform acceptance tests. AutAT enables non-technical users to write and 
execute automated acceptance tests for web applications using a user-friendly graphi-
cal editor. [1] 

Compared to the above tools and in addition to running acceptance tests with the 
Fit frame work, FitClipse extends the Fit tests result schema with historical result in-
formation for the users. In FitClipse, instead of one single test failure state, two kinds 
of acceptance test failure states are distinguished automatically: unimplemented fail-
ure and regression failure.  

4   FitClipse 

FitClipse [13] is an Eclipse plug-in supporting the creation, modification and execu-
tion of acceptance tests using the FIT/FitNesse frame work.  
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FitClipse works as a client side application and communicates with a Wiki reposi-
tory, which works as the server. The repository has been implemented with FitNesse. 
The FitClipse tool consists of (multiple) FitClipse clients for editing and running ac-
ceptance tests, the Wiki repository for storing acceptance test definitions and the Da-
tabase for storing the test execution history (See Fig. 2). Using FitClipse, acceptance 
tests are written, on the client side, in the form of executable tables with Wiki syntax 
and then saved on the server side as Wiki pages. FitClipse uses the Fit engine to run 
the acceptance tests.  

 

Fig. 2. Overview of FitClipse framework with FitNesse as the backend. We extend FitNesse 
server by adding a FitClipse Responder to handle the requests from FitClipse clients and to talk 
with the database for saving and retrieving the test results.  

In order to distinguish two test failure states, FitClipse, coupled with a Wiki reposi-
tory server, stores the results of each test run and can retrieve the result histories for 
each test and each test suite. The algorithm for distinguishing two test result failures is 
as follows:  

for (each test t){ 
    t.run(); 
    PersistTestResult (t.result); 
    if (t.isFailing){ 
       getResultHistory(t); 
       If (hasPassedBefore(t)){ 
 displayRegressionFeature(); 
       }else  
        displayUnimplementedFailure(t); 
}}} 

FitClipse splits up the test failure state in Fit or FitNesse into two: Unimplemented 
failure and Regression failure. Table 1 shows the four test result states in FitClipse 
comparing them to the three states of Fit or FitNesse.  
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Table 1. Comparison of test result states of FitClipse and Fit or FitNesse 

Test Result States Fit or FitNesse FitClipse 

 Regression Failure – failure as a result of 
a recent change losing previously working 
functionality (color red) 

Failure 
(the tests fail) 

Color Red  Unimplemented Feature – not really a 
failure as it might simply mean that the  
development team hasn’t started to work on 
this feature (color orange) 

Passing 
(the tests pass) Color Green  test page with green bar – no difference 

to Fit/FitNesse (color green) 
Exception 

(the tests can not be 
executed) 

Color Yellow 
 test page with yellow bar – no difference 

to Fit/FitNesse (color yellow) 

5   FitClipse and EATDD 

FitClipse provides the following core functionalities for EATDD:  

1) Create and modify Acceptance Tests: In the FitClipse environment (as shown in 
Fig. 3), customer representatives, testers and developers collaborate on creating 
acceptance tests for each story. Users can create, delete and restructure acceptance 
tests in FitClipse.  

2) Creating Fixtures: The programmers create fixtures that translate Fit tables into 
calls to the system under development. Based on a given acceptance test, FitClipse 
can generate the fixture code stubs automatically. Fig. 3 shows sample Fit tests 
and corresponding fixture code in FitClipse.  

Fig. 3. Fit tests and fixture code in FitClipse environment 

 

 

Fit Test Hierarchy View 

Fit Test Editor 
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3) Implementation: In this step, unit test-driven development is utilized in conjunc-
tion with EATDD. Programmers follow TDD to implement features of the system. 
After several unit tests are passing, one acceptance test will pass, too. All through 
the implementation of acceptance tests, FitClipse provides two kinds of test failure 
states and maintains the test result history. Fig. 4 shows all test states and a sample 
test result history in FitClipse. 

6   Initial Evaluation 

We ran an initial self-evaluation on FitClipse by using it for two iterations. The 
evaluation lasted for 6 weeks and had several findings.  

We followed EATDD process in our development process. In all, we spent about 
150 programming hours and created 14 acceptance tests with 40 assertions.  

Our first observation confirms our expectations. The distinction between two test 
failure states was helpful when the number of acceptance tests increased. When we 
broke the system by adding new code, the second failure state warned us at once by 
showing the special flag. We did not have to trace in a test history record or rely on 
our memory to recognize which test was passing before and broken by ourselves.  

Second, the test result history provided helpful information for us to understand the 
development progress. In FitClipse, we can generate a test result history chart for a 
suite which includes all the acceptance tests in the iteration. From the number of pass-
ing and failing acceptance test we could see how our development was progressing.  

Even though we only have limited time to evaluate FitClipse, we find that it was 
worth the effort as the distinction between two test failure states is useful. We believe 
that if we had spent a longer time for the evaluation with more acceptance tests, we 
would find the tool even more helpful.  

To address the self-confirmation bias of the initial self evaluation, we will conduct 
a controlled experiment using outsiders in February and March 2007. 

Fig. 4. Test result states and test result history for an acceptance test 

FIT Test Result 

Test Result View  
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7   Conclusion and Future Work 

This paper presents FitClipse, a Fit-based tool for automated acceptance testing and a 
self-evaluation of the tool. 

Existing tools are limited in supporting Acceptance Test Driven Development as 
they do not provide enough information to distinguish two different kinds of test fail-
ures. FitClipse distinguishes these failure states by maintaining a test result history on 
the server, which is valuable for analyzing the existing progress and making im-
provements.  

From the self-evaluation, we can see that FitClipse can provide useful support for 
EATDD. However, this self-evaluation is limited in time and the number of accep-
tance tests. Therefore, the next research step is to conduct a more formal evaluation of 
the approach to assess if FitClipse as a whole is useful for development teams to prac-
tice Executable Acceptance Test Driven Development. In the future, FitClipse will 
also provide a WYGIWYS editor for supporting the users to edit the Fit test docu-
ments.   
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Abstract. Unit testing is essential in the agile context. A unit test case written 
long ago may uncover an error introduced only recently, at a time at which 
awareness of the test and the requirement it expresses may have long vanished. 
Popular unit testing frameworks such as JUNIT may then detect the error at little 
more cost than the run of a static program checker (compiler). However, unlike 
such checkers current unit testing frameworks can only detect the presence of 
errors, they cannot locate them. With EZUNIT, we present an extension to the 
JUNIT ECLIPSE plug-in that serves to narrow down error locations, and that 
marks these locations in the source code in very much the same way syntactic 
and typing errors are displayed. Because EZUNIT is itself designed as a frame-
work, it can be extended by algorithms further narrowing down error locations. 

1   Introduction 

All contemporary integrated development environments (IDEs) mark syntax errors in 
the source code, in close proximity of where they occur. In addition, static type-
checking lets the compiler find certain logical errors (sometimes called semantic er-
rors) and assign them to locations in the source in much the same way as syntax  
errors. Today, remaining errors in a program are mostly found by code reviews and 
by testing, in the context of XP and other agile approaches especially by pair pro-
gramming and by executing unit tests. 

JUNIT is a popular unit testing framework. It is based on the automatic execution of 
methods designated as test cases. A test case usually sets up a known object structure, 
called test fixture, executes one or more methods to be tested on the fixture, and com-
pares the obtained result with the expected one (including the possible throwing of 
exceptions). Because the expected result must be determined by some other way than 
executing the method(s) under test (the test oracle), test cases are usually rather sim-
ple. However, there is no theoretic limitation on the complexity of test cases, other 
than that they must run without user interaction and that the result must be repeatable. 

JUNIT as currently designed reports errors in the form of failed tests. Contemporary 
IDE integration of JUNIT lets the developer navigate from the test report to the failed 
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test case, that is, to the test method that discovered an unexpected result. However, 
the test method only detects the presence of a programming error — it does not con-
tain it. The developer must infer the location of the error from the failed test case, 
which is not necessarily trivial. But even if it is, navigating from the error report to 
the source of the error currently requires a detour via the test case. Transferred to 
syntax and type checking, this would correspond to navigating from an error report to 
the error source via the syntax or typing rule violated, which would clearly be consid-
ered impractical. 

Our ultimate goal is to lift unit testing to the level of syntactic and semantic check-
ing: a logical error detected by a unit test should be flagged in the source code as 
close as possible to the location where it occurred. As a first step in this direction, we 
present here for the first time an extension of the JUNIT integration in ECLIPSE, named 
EZUNIT, that provides basic reporting and navigation facilities, and that accommo-
dates for algorithms and procedures serving to narrow an error location. 

2   The Framework 

In JUNIT 4, test cases are tagged with the @Test annotation. When adding a test case 
through ECLIPSE’s New > JUnit Test Case… menu and selecting a method to be tested, 
the test method is automatically annotated with a Javadoc tag saying that this method 
is a test method for the method for which it was created. We raise this comment to the 
level of an annotation, named @MUT (for method under test), and allow more than one 
method under test to be listed. This accommodates for the fact that the tested method 
may call other methods, which may also be tested by the test case, and that the ini-
tially called method may be known to be correct, while other methods it calls are not. 
To help the programmer with generating the annotations, a static call graph analysis 
of the test method is provided, listing all methods the test method potentially calls. 
From this the developer can select the methods intended to be tested by this test case. 
The generated list can be automatically filtered by an exclusion/inclusion of packages 
expression (e.g., excluding all calls to the JUNIT framework). 

The @MUT annotations are exploited in various ways. Firstly, they aid with the 
navigation between test methods and methods under test: via a new context menu in 
the Outline view of an editor, the developer can switch from a method under test to 
the methods testing it and vice versa, without knowing or looking at the implementa-
tion of a method. Secondly, and more importantly, whenever a test case fails during a 
test run, corresponding markers are set in the gutter of the editor, in the Package Ex-
plorer, and in the Problems view. Fig. 1 shows a test method (from the well-known 
Money example distributed with JUNIT) with a corresponding @MUT annotation, and 
the hints provided by a test run after an error has been seeded in the add() method 
of Money. 

Surely, in the given example associating the failed testSimpleAdd() with 
add() in Money is not a big deal, but then spotting the error in add() without 
knowledge of the test method isn’t either, so that the developer saves one step in pin-
ning down and navigating to the error. In more complex cases, especially where there 
is more than one method to which blame could be assigned, checking all methods that 
may have contributed to the failure requires more intimate knowledge of the test case. 
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@org.projectory.EzUnit.MUT (
methods = {"Money.add(QMoney;)"}

)

@Test
public void testSimpleAdd() {
  Money expected = new Money(26, "CHF");
  Money result = f12CHF.add(f14CHF);

assertTrue(expected.equals(result));

}

 

Fig. 1. An @MUT annotated test case and the markers it creates if the method under test is faulty 

With EZUNIT, the essence of this knowledge, namely which methods are being tested 
by the test case, is contained in the Problems view and the various error adornments. 
By going through these methods one by one, the developer can look for a potential 
error, fix it, and rerun the test cases until the problem disappears. During this process, 
the developer can always consult the test case to get additional hints, simply by using 
the quick navigation facilities offered by the EZUNIT framework. 

The basic functionality offered by EZUNIT is rather simple, one may even say sim-
plistic. However, because EZUNIT is designed as a framework, this basic functionality 
can be extended by adding methods capable of narrowing the possible source of the 
error, thereby providing assistance to the developer that is as yet unavailable. We are 
currently exploring various such extensions. The framework is downloadable as an 
ECLIPSE bundle from the EZUNIT update site found at http://www.fernuni-
hagen.de/ps/prjs/EzUnit/update. 

3   Discussion and Related Work 

Our approach is simple. Its appeal comes from the fact that we can exploit the special 
character of unit tests, namely that they are 100% repeatable (in that every run creates 
exactly the same object structure and calls exactly the same methods on it): several 
approaches to error locating practically intractable for the general case (such as pro-
gram slicing [1, 2]) can therefore likely be used in our setting, simply because there is 
no dependency on input or other uncontrollable variation. With the provision of our 
framework, we hope to attract other researchers to contribute their ideas. 
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Our approach is somewhat related to David Saff’s work on continuous testing  
[1, 4]. Continuous testing pursues the idea that test execution, like compilation, can 
be performed incrementally and in the background. Whenever a developer changes 
something and triggers a (successful) compilation, all tests whose outcome is possi-
bly affected by that change are automatically rerun. Thus, like our own work Saff’s 
raises unit testing to the level of syntactic and semantic (type) checking, yet it does 
so in an orthogonal dimension: continuous testing is about when tests are executed, 
our work is about how the results are interpreted and presented. It should be inter-
esting to see whether and how the two approaches can be combined into one, par-
ticularly since the mutual dependency of testing and program units under test is 
common to both of them. 

4   Conclusion 

While unit testing automates the detection of errors, their localization is currently still 
an intellectual act. By providing a simple framework that  

• allows the developer to select — based on the result of a static call graph analysis 
— which methods are being tested by each test case, that 

• enables rapid switching between test methods and methods under test, and that 
• marks failed tests as adornments in the editor and other representations of the 

source code,  

we have laid the technical groundwork for a symptom-to-diagnosis mapping for  
programming errors. Extensions helping to narrow down error locations are easily 
conceived and added. In fact, we believe that the best results can be expected from 
applying several algorithms in parallel, and from combining the evidence collected 
from each. We have provided the framework for this. 
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Abstract. Extreme Programming aims at delivering working software for less 
money and still of high quality. It is well known that software maintainability is 
one of the most important concerns and cost factors of the software industry. 
The question of this research is whether Extreme Programming intrinsically de-
livers easily maintainable code or not. We propose a model on how to evaluate 
the evolution of source code quality and in particular maintainability in an Ex-
treme Programming environment and evaluate it with a small case study. The 
results obtained from the case study seem to sustain the hypothesis that Extreme 
Programming enhances quality and in particular maintainability of a software 
product. Given such promising results, additional experimentation is required to 
validate and generalize the results of this work.  

Keywords: quality, maintainability, metrics. 

1   Introduction 

In Extreme Programming (XP) much emphasis is given on an agile, iterative and 
customer oriented way of how to develop software. Among the top priorities of XP 
are to satisfy the customer through continuous delivery of valuable software and to 
welcome changing requirements (http://agilemanifesto.org). XP practices are tailored 
to achieve such goals: iterative and informal planning, simple design, continuous 
refactoring of the code, pair programming, test first and continuous integration – just 
to mention a few [2]. Most of these practices are intended to be used during develop-
ment and maintenance and seem to keep at least in part their promises [13], [18]. 
Although Kent Beck states “Maintenance is really the normal state of an XP project” 
[2] he is aware of the differences and problems of a system under development and a 
delivered system. He suggests that the effort for changing code in production is al-
most twice of ideal engineering time and that also XP cannot avoid the entropic death 
of a software system – all it can do is to extend its lifetime as far as possible. 

Therefore, we think that also for XP projects maintainability is a key concern and 
quality factor. Fred Brooks already claimed [4]: “The total cost of maintaining a 
widely used program is typically 40 percent or more of the cost of developing it”. 
Other researchers confirmed recently such numbers [7]. Therefore, high maintainabil-
ity is a long-term success factor for a software product. We think that XP intrinsically 
guides software engineers to develop products, which are likely to show good quality 
and maintainability. 
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Maintainability is a high-level quality metric that combines several internal and ex-
ternal properties of a software product and of the development process [9]. To assess 
maintainability in this research we use only internal product attributes that are avail-
able during development and we monitor their evolution over time. We do not take 
into account any external product or process metrics. 

The paper is organized as follows. In Section 2, we present our research methodol-
ogy and propose a model for a Maintainability Trend indicator. In Section 3 a case 
study is presented and discussed; in Section 4 we touch on some issues regarding the 
limitations of our approach and our future plans. Finally, conclusions and implications 
of the investigation are drawn in Section 5. 

2   A Model to Assess the Evolution of Source Code Quality and 
Maintainability 

In this section we describe the metrics used for assessing maintainability. Afterwards, 
we develop a model for evaluating how the maintainability of a software system 
evolves during development. 

2.1   Internal Product Metrics That Affect Quality and Maintainability 

Our research question is to assess whether XP facilitates the development of high 
maintainable code or not. Maintainability is a rather vague term for describing certain 
quality attributes of a software system and can be decomposed into lower-level met-
rics in different ways [9]. In this research we focus only on internal properties of the 
software that are considered to be relevant for its maintainability. We use three major 
sources to identify the metrics to use: 

• The Chidamber and Kemerer (CK) set of object-oriented metrics [6] 

• Metrics used to assess testability of object-oriented software [15], [5] 

• The Maintainability Index (MI) proposed by Oman [17] 

The motivation for choosing this set of metrics is twofold. First, some of them such 
as the CK metrics are among the best-understood and validated metrics for object-
oriented systems, therefore we can be more confident in their expressiveness. Second, 
the tool we use for collecting these metrics is able to collect them in an automatic and 
in a non-invasive way - a fundamental requirement for data collection in an XP proc-
ess [12]. 

Several empirical studies put the CK metrics into relationship with software quality 
and maintenance. Li and Henry [14] for example show that the CK metrics are useful 
to predict maintainability. Basili et al. [3] investigate the relationship between the CK 
metrics and code quality. Their findings suggest that 5 of the 6 CK metrics are useful 
quality indicators. However, such studies are rare in XP-like environments and they 
do not analyze the evolution of the CK metrics during development to see whether 
there is an observable trend towards an enhancement or degradation of the software in 
terms of these metrics. 

Testability is an important sub aspect of maintainability. Different models have 
been proposed on how to measure testability in object-oriented systems. Checking the 
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related literature, we found that several authors use the CK metrics and McCabe’s 
cyclomatic complexity [16] as promising indicators for testability [5]. Oman et al. 
[17] propose a Maintainability Index (MI) derived by analyzing numerous software 
systems maintained by Hewlett-Packard. Although the authors claim that it may fit 
other industrial-sized software systems and the breadth of the work tends to support 
this claim we were not able to find any validation on object-oriented systems written 
in Java. Therefore, we think that the MI has to be taken cum grano salis and should be 
complemented by standard complexity measures. 

Table 1 summarizes the metrics we use in this research as indicators for maintain-
ability. 

Table 1. Selected metrics as indicators for maintainability 

Metric 
name 

Definition 

LOC Number of Java source code statements 
CBO Coupling Between Objects (CK) 
LCOM Lack of Cohesion Of Methods (CK) 
WMC Weighted Methods per Class (CK) 
RFC Response For a Class (CK) 
MCC Average McCabe’s cyclomatic complexity per class 
MI Maintainability Index (based on LOC and Halstead Volume) 

Two of the 6 CK zmetrics, namely NOC (Number of Children) and DIT (Depth of 
Inheritance Tree) are not included in Table 1. We decided not to consider them since 
in the project under investigation they show very low values and are mostly constant 
over time. Moreover, in addition to the CK metrics and complexity we collect also 
LOC, which is used as differential factor in our maintainability evolution equation. 

2.2   A Model to Evaluate the Evolution of Quality and Maintainability During 
Development 

In section 2.1 we defined a set of metrics, which is known to be useful as maintain-
ability indicators. However, we do not know a priori the range of values of these met-
rics that in our case would indicate good or bad maintainability. Analyzing historical 
data or several similar projects can only – if at all – derive such thresholds. Still, the 
problem with such thresholds is that if technology or development context change, 
which is likely in agile contexts, they are not anymore applicable or even misleading. 

We follow a different strategy: Intuitively we assume that a fast and increasing 
growth of the CK and complexity metrics during development would lead to a com-
plex and highly coupled code and therefore deteriorate maintainability; we think it is 
possible to differentiate between an evolution of the source code, which is healthy for 
maintainability and one, which is not. Our basic assumption is that all the maintain-
ability metrics we consider grow – in a way we do not know – with the lines of code 
(LOC), but that the way they grow with LOC is significant for later maintainability. A 
bit more formally we can define healthy and unhealthy (regarding maintainability) 
evolution of a software system as follows. 
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Let Mi ∈ M={MCC, WMC, CBO, RFC, LCOM} be a subset of the maintainability 
metrics listed in Table 1. We consider them at a class level and average later over all 
classes of the software system. Now we assume that there exists a function fi that 
returns the value of Mi given LOC and some other – to us unknown – parameters P at 
time t. Since we are only interested in the dependence of Mi on LOC in order to ana-
lyze the change of Mi regarding to LOC and time we do not require any additional 
assumptions for fi and may write: 

Mi(t) = fi(t,LOC,P)    (1) 

Equation (1) simply states that the maintainability metric Mi will change during 
development and this change will depend on time t, LOC and some other parameters 
P. Now we can express our idea in the following way: If throughout development Mi 
grows rapidly with LOC its derivative with respect to LOC will be high (and probably 
grow) and affect in a negative way maintainability of the final product. Otherwise, if 
the derivative of Mi with respect to LOC is constant or even negative the maintainabil-
ity will not deteriorate too much even if the system size increases significantly. For-
mally we can define a Maintainability Trend MTi for metric Mi and for a time period T 
in the following way: 

MTi  =  
1
T

∂f i(tk ,LOC,P)
∂LOC

≈ 1
T

ΔMi

ΔLOC
(tk )

tk

T

∑
tk

T

∑ ,  T  is  a  time  period  
  (2) 

To obtain an overall trend we average the derivative of Mi with respect to LOC 
over all time points (at which we compute source code metrics) in a given time period 
T. This is a very simple approach since it does not consider that for different situa-
tions during development such derivative could be different. More sophisticated 
strategies are subject of future investigations. 

We use equation (2) to differentiate between situations of “Development For Main-
tainability” (DFM) and “Development Contra Maintainability” (DCM): 

If the MTi per iteration is approximately constant throughout development or nega-
tive for several metrics i than we do DFM. 

If the MTi per iteration is high and grows throughout development for several met-
rics i we do DCM and the system will probably die the early death of entropy. 

Such classification has to be taken cum grano salis, as it relies only on internal 
code structure and we do not include many important (external) factors such as ex-
perience of developers, development tools, testing effort or application domain. How-
ever, we think that it is more reliable than threshold based techniques: It does not rely 
on historic data and can be used at least to analyze the growth of maintainability met-
rics with respect to size and detect for example if it is excessively high. In such cases 
one could consider to refactor or redesign part of the system in order to improve 
maintainability. 

2.3   Research Questions 

The goal of this research is to determine whether XP intrinsically delivers high main-
tainable code or not. To this end we state two research questions, which have to be 
accepted or rejected by a statistical test. 

The two null hypotheses are: 
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H1
0: The Maintainability Trend (MTi) per iteration defined in equation (2) for 

maintainability metric Mi ∈ M is higher during later iterations (it shows a growing 
trend throughout development). 

H2
0: The Maintainability Index MI decreases monotonically during development. 

In section 3 we present a case study we run in order to reject or accept the null hy-
potheses stated above. If we can reject both of them –assuming that our proposed 
model (2) and the Maintainability Index are proper indicators for maintainability - we 
will conclude that for the project under scrutiny XP enhances maintainability of the 
developed software product. 

3   Case Study 

In this section we present a case study we conducted in a close-to industrial environment 
in order to analyze the evolution of maintainability of a software product developed using 
an agile, XP-like methodology [1]. The objective of the case study is to answer our re-
search question posed in section 2: First we collected in a non-invasive way the basic 
metrics listed in Table 1 and computed out of them the composite ones as for example 
the MI index; after we analyzed their time evolution and fed them into our proposed 
model (2) for evaluating the time evolution of maintainability. Finally, we used a statisti-
cal test to determine whether or not it is possible to reject the null hypotheses. 

3.1   Description of the Project and Data Collection Process 

The object under study is a commercial software project at VTT in Oulu, Finland. The 
programming language in use was Java. The project was a full business success in the 
sense that it delivered on time and on budget the required product, a production moni-
toring application for mobile, Java enabled devices. The development process fol-
lowed a tailored version of the Extreme Programming practices [1], which included 
all the practices of XP but the “System Metaphor” and the “On-site Customer”; there 
was instead a local, on-site manager that met daily with the group and had daily con-
versations with the off-site customer. Two pairs of programmers (four people) have 
worked for a total of eight weeks. The project was divided into five iterations, starting 
with a 1-week iteration, which was followed by three 2-week iterations, with the pro-
ject concluding in a final 1-week iteration.  

The developed software consists of 30 Java classes and a total of 1770 Java source 
code statements (denoted as LOC). Throughout the project mentoring was provided 
on XP and other programming issues according to the XP approach. Three of the four 
developers had an education equivalent to a BSc and limited industrial experience. 
The fourth developer was an experienced industrial software engineer. The team 
worked in a collocated environment. Since it was exposed for the first time to the XP 
process a brief training of the XP practices, in particular of the test-first method was 
provided prior to the beginning of the project. 

In order to collect the metrics listed in Table 1 we used our in-house developed 
tool PROM [20]. PROM is able to extract from a CVS repository a variety of standard 
and user defined source code metrics including the CK metric suite. Not to disr- 
upt developers we set up the tool in the following way: every day at midnight  
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automatically a checkout of the CVS repository was performed, the tool computed the 
values of the CK metrics and stored them in a relational database. With PROM we 
obtained directly the daily evolution of the CK metrics, LOC and McCabe’s cyclo-
matic complexity, which has been averaged over all methods of a class. Moreover, 
PROM computes the Halstead Volume (Halstead, 1977) we use to compute the Main-
tainability Index (MI) using the formula given by Oman et al. [17]. 

3.2   Results 

In our analysis we consider only daily changes of source code metrics, thus ΔLOC 
and ΔMi used in model (2) is the daily difference of LOC and Mi. Different time win-
dows would probably slightly change the results and need to be addressed in a future 
study. Figure 1 shows a plot of the evolution of the daily changes of the maintainabil-
ity metrics ΔMi divided by ΔLOC. 

 

Fig. 1. Evolution of the derivative of maintainability metrics Mi with respect to LOC 

From Figure 1 it is evident that the daily variation of maintainability metrics with 
respect to LOC – apart from the LCOM metric - is more or less constant over develop-
ment time. Only a few days show a very high respective low change rate. Overall this 
means that maintainability metrics grow in a constant and controlled way with LOC. 
Moreover, the changes of coupling and complexity metrics have a decreasing trend and 
converge as time goes on to a value close to 0: In our opinion this is a first indicator for 
good maintainability of the final product. The cohesion metric LCOM shows a some-
how different behavior as it has high fluctuations during development. However, sev-
eral researchers have questioned the meaning of LCOM defined by Chidamber and 
Kemerer [8] and its impact on software maintainability is little understood by today. 

If we compute the Maintainability Trend MTi per iteration we get a similar picture. 
In iterations 2 and 4 complexity and coupling metrics (CBO, WMC, MCC, and RFC) 
grow significantly slower than in iterations 1 and 3; this is consistent with the project 
plan as in iteration 2 and 4 two user stories have been dedicated to refactoring activi-
ties and we assume that refactoring enhances maintainability [19]. 
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To test whether the Maintainability Trend of metric Mi for the last two iterations 
of development is higher than for the first three, which is our first null hypothesis, we 
employ a two-sample Wilcoxon rank sum test for equal medians [11]. At a signifi-
cance level of α=0.01% we can reject the null hypothesis H1

0 for all metrics Mi. This 
means that on average no one of these metrics grows faster when the software sys-
tems becomes more complex and difficult to understand: They increase rather slowly 
– without final boom - and with a decreasing trend as new functionality is added to 
the system (in particular the RFC metric shows a significant decrease). 

In order to test our second null hypothesis we draw a plot of the evolution of the 
Maintainability Index per release. Figure 2 shows the result: MI decreases rapidly 
from release 1 to 3 but shows a different trend from release 3 to 5. While we have to 
accept our second null hypothesis H2

0 – the MI index definitely decreases during 
development meaning that maintainability of the system becomes worse – we can 
observe an interesting trend reversal after the third iteration: The MI index suddenly 
decreases much slower and remains almost constant during the last iteration. This 
again can be related to refactoring activities, as we know that in the 4th iteration a user 
story “Refactor Architecture” has been implemented. 

 

Fig. 2. Evolution of the Maintainability Index MI per release 

Summarizing our results we can reject hypothesis H1
0 but not H2

0. For the first hy-
pothesis it seems that XP-like development prevents code during development from 
becoming unmaintainable because of high complexity and coupling. For the second 
one we have to analyze further if the Maintainability Index is applicable and a reason-
able measure in an XP-like environment and for the Java programming language. 

4   Threats to Validity and Future Work 

This research aims at giving an answer to the question whether XP delivers high 
maintainable code or not. To answer this question we use two different concepts of 
maintainability: One relies on the findings of other researchers [17] and the other is 
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based on our own model we propose in this research. Both strategies have their draw-
backs: The Maintainability Index (MI) defined by Oman et al. for example has been 
derived in an environment, which is very different from XP. Its value for XP-like 
projects can be questioned and has to be analyzed in future experiments. The model 
we propose analyzes the growth of important maintainability metrics with respect to 
the size of the code. We assume that a moderate growth, which shows decreasing 
trend over time, should result in software with better maintainability characteristics 
than a fast growth. While this assumption seems to be fairly intuitive, we have not yet 
validated it. Also this remains to be addressed in our future research. Both approaches 
have in common that they consider only internal product metrics as maintainability 
indicators. Of course, this is only half of the story and a complete model should also 
consider external product and process metrics that characterize the maintenance  
process. 

Regarding the internal validity of this research we have to address the following 
threats: 

• The subjects of the case study are heterogeneous (three students and one pro-
fessional engineer) and use for the first time an XP-like methodology. This 
could confound seriously our findings, as for example students may behave 
very different from industrial developers. Moreover, also a learning effect 
could be visible and for example be the cause for the evolution of the  
Maintainability Index in Figure 2. 

• We do not know the performance of our maintainability metrics in other pro-
jects, which have been developed using a more traditional development style. 
Therefore, we cannot conclude that XP in absolute terms really leads to  
better maintainable code than other development methodologies. 

• Finally, the choice of maintainability metrics and the time interval we con-
sider to calculate their changes is subjective. We plan to consider variations 
in metrics and time interval in future experiments in order to confirm or  
reject the conclusions of this research. 

Altogether, as with every case study the results we obtain are valid only in the spe-
cific context of the experiment. In this research we analyze a rather small software 
project in a highly volatile domain. A generalization to other application domains and 
XP projects is only possible through future replications of the experiment in such 
environments. 

5   Conclusions 

This research focuses on how XP affects quality and maintainability of a software 
product. Maintainability is a key success factor for software development and should 
be supported as much as possible by the development process itself. We believe that 
XP has some practices, which support and enhance software maintainability: simple 
design, continuous refactoring and integration, and test-driven development.  

In this research we propose a new method for assessing the evolution of maintain-
ability during software development via a so-called Maintainability Trend (MT) indi-
cator. Moreover, we use a traditional approach for estimating code maintainability 
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and introduce it in the XP process. We conduct a case study in order to analyze 
whether a product developed with an XP-like methodology shows nice maintainabil-
ity characteristics (in terms of our proposed model and the MI index) or not. 

The conclusions of this research are twofold: 

1. XP seems to support the development of easy to maintain code both in terms 
of the MI index and a moderate growth of coupling and complexity metrics 
during development. 

2. The model we propose for a “good” evolution of maintainability metrics can 
be used to detect problems or anomalies (high growth rate with respect to 
size) or “maintainability enhancing” restructuring activities (for example 
refactoring) (low growth rate with respect to size). Such information is very 
valuable as it can be obtained continuously during development and used for 
monitoring the “maintainability state“ of the system. If it happens that main-
tainability deteriorates developers can immediately react and refactor the sys-
tem. Such intervention – as for an ill patient - is for sure easier and cheaper if 
recognized sooner than later. 

XP as any other technique is something a developer has to learn and to train. First, 
managers have to be convinced that XP is very valuable for their business; this re-
search should help them in doing so as it sustains that XP – if applied properly – in-
trinsically delivers code, which is easy to maintain. But after they have to provide 
training and support in order to convert their development process into an XP-like 
process. Among other maintainability – one of the killers that precede the death of 
entropy – will pay it off. 
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Abstract. Testing is an essential part of an agile process as test is automated 
and tends to take the role of specifications in place of documents. However, 
whenever test cases are faulty, developers’ time might be wasted to fix prob-
lems that do not actually originate in the production code. Because of their rele-
vance in agile processes, we posit that the quality of test cases can be assured 
through software inspections as a complement to the informal review activity 
which occurs in pair programming. Inspections can thus help the identification 
of what might be wrong in test code and where refactoring is needed. In this 
paper, we report on a preliminary empirical study where we examine the effect 
of conducting software inspections on automated test code. First results show 
that software inspections can improve the quality of test code, especially the re-
peatability attribute. The benefit of software inspections also apply when auto-
mated unit tests are created by developers working in pair programming mode.   

Keywords: Automated Testing, Unit Test, Refactoring, Software Inspection, 
Pair Programming, Empirical Study.  

1   Introduction 

Extreme Programming (XP), and more generally agile methods, tend to minimize any 
effort which is not directly related to code completion [3]. A core XP practice, pair 
programming, requires two developers work side-by-side at a single computer in a 
joint development effort [21]. While one (the Driver) is typing on the keyboard, the 
other (the Navigator) observes the work and catches defects as soon as they are en-
tered into the code. Although a number of research studies have shown that this form 
of continuous review, albeit informal, can assure a good level of quality [15, 20, 22], 
there is still uncertainty about benefits from agile methods, in particular for depend-
able systems [1, 17, 18]. In particular, some researchers propose to combine agile and 
plan-driven processes to determine the right balancing process [4, 19]. 

Software inspections are an established quality assurance technique for early defect 
detection in plan-driven development processes [6]. With software inspections, any 
software artifact can be the object of static verification, including requirements speci-
fications, design documents as well as source code and test cases. However, test cases 
are the least reviewed type of software artifact with plan-driven methods [8], because 
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testing comes late in a waterfall-like development process and might be minimized if 
the project is late or out of budget.  

On the contrary, testing is an essential part of an agile process. No user stories can 
be considered ready without passing its acceptance tests and all unit tests for a class 
should run correctly. With automated unit testing, developers write test cases accord-
ing to the xUnit framework in the same programming language as the code they test, 
and put unit tests under software configuration management together with production 
code. In Test-Driven Development (TDD), another XP core practice, programmers 
write test cases first and then implement code which successfully passes the test cases 
[2]. Although some researchers argue that TDD is helpful for improving quality and 
productivity [5, 10, 13], writing test cases before coding requires more effort than 
writing test cases after coding [13, 14]. With TDD, test cases take the role of specifi-
cation but this does not exclude errors. Test cases themselves might be incorrect be-
cause they do not represent the right specification and developers’ time might be 
wasted to fix problems that do not actually originate in the production code.  

Because of their relevance in agile processes, we posit that the quality of test cases 
can be assured through software inspections to be conducted in addition to the infor-
mal review activity which occurs in pair programming. Inspections can thus help the 
identification of “test smells”, which are symptoms that something might be wrong in 
test code [11] and refactoring can be needed [23]. In this paper we start to examine 
the effect of conducting software inspections on automated test code. We report the 
results of a repeated case study in an academic setting where unit test cases, which 
have been produced by pair and solo groups, have been inspected to assess the quality 
of test code. The remainder of this paper is organized as follows. Section 2 gives 
background information about quality of test cases and symptoms of problems. Sec-
tion 3 describes the empirical study and presents the results from data analysis.  
Finally, conclusions are presented in Section 4. 

2   Quality of Automated Tests 

Writing good test cases is not easy, especially if tests have to be automated. When 
developers write automated test cases, they should take care that the following quality 
attributes are fulfilled [11]:  

Concise. A test should be brief and yet comprehensive.   
Self checking. A test should report results without human interpretation. 
Repeatable. A test should be run many consecutive times without human intervention. 
Robust. A test should produce always the same results. 
Sufficient. A test should verify all the major functionalities of the software to be 
tested. 
Necessary. A test should contain only code to the specification of desired behavior. 
Clear. A test should be easy to understand. 
Efficient. A test should be run in a reasonable amount of time. 
Specific. A test failure should involve a specific functionality of the software to be 
tested. 
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Independent. A test should produce the same results whether it is run by itself or 
together with other tests. 
Maintainable. A test should be easy to modify and extend. 
Traceable. A test should be traceable to and from the code and requirements. 

Lack of quality in automated test can be revealed by “test smells” [11], [12], [23], 
which are a kind of code smells as initially introduced by Fowler [7], but specific for 
test code:  

Obscure test. A test case is difficult to understand at a first reading.  
Conditional test logic. A test case contains conditional logic within selection or repe-
tition structures.  
Test code duplication. Identical fragments of test code (clones) appear in a number of 
test cases.  
Test logic in production. Production code contains logic that should rather be in-
cluded into test code.  
Assertion roulette. When a test case fails, you do not know which of the assertions is 
responsible for it.  
Erratic test. A test that gives different results, depending on when it runs and who is 
running it. 
Fragile test. A test that fails or does not compile after any change to the production 
code. 
Frequent debugging. Manual debugging is required to determine the cause of most 
test failures. 
Manual intervention. A test case requires manual changes before the test is run, oth-
erwise the test fails. 
Slow test. The test takes so long that developers avoid to run it every time they make 
a change. 

3   Empirical Investigation of Test Quality 

The context of our experience was a web engineering course at the University of Bari, 
involving Master’s students in computer science engaged in porting a legacy web 
application. The legacy application provides groupware support for distributed soft-
ware inspections [9]. The old version (1.6) used the outdated MS ASP scripting tech-
nology and had become hard to evolve. Before the course start date, the application 
had been entirely redesigned according to a four-layered architecture. Then porting to 
MS .NET technology started with a number of use cases from the old version success-
fully migrated to the new one.  

As a course assignment, students had to complete the migration of the legacy web 
application. Test automation for the new version was part of the assignment. Students 
were following the process model shown in Fig. 1. To realize the assigned use case, 
students added new classes for each layer of the architecture, then they submitted both 
source code and design document to a two-person inspection team which assessed 
whether the use case realization was compliant to the four-layered architecture.  
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Fig. 1. The process for use case migration 

In the test case development stage, students wrote unit test cases in accordance 
with the NUnit framework [16]. Students were taught to develop each test as a 
method that implements the Four Phases Test pattern [11]. This test pattern requires a 
test to be structured with four distinct phases that are executed in sequence. The four 
test phases are the following: 

− Fixture  setup: making conditions to establish the prior state (the fixture) of the test 
that is required to observe the system behavior 

− Exercise system under test: causing the software we are testing to run. 
− Result verification: specifying the expected outcome. 
− Fixture teardown: restoring the initial conditions of the system in which it was 

before the test was run. 

In the test case inspection stage, automated unit tests were submitted to the same 
two-person inspection team as in the previous design and code inspection. This time 
the goal of the inspection was to assess the quality of test code. For this purpose, the 
inspectors used the list of test smells as a checklist for test code analysis. Finally, the 
migrated use cases, which implemented all corrections from the inspections, could be 
integrated to the baseline. 

Table 1 characterizes the results of students’ work. Six students had redeveloped 
four use cases, two of which in pair programming (PP) and the other two use cases in 
solo programming (SP). Class methods include only those methods created for classes 
in the data and domain layers. Students considered only public methods for being 
tested. For each method under test, test creation was restricted to one test case, with 
the exception of a method in UC4 which had two test cases. 
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Table 1. Characterization of the migration tasks 

 UC1 UC2 UC3 UC4 

Programming 
Model 

solo  
programming 

(SP) 

pair  
programming 

(PP) 

pair  
programming 

(PP) 

solo  
programming 

(SP) 
Class  
methods 

26 42 72 31 

Methods 
under test 

12 23 35 20 

Test cases 12 23 35 21 

Table 2 reports which test smells were found by test case inspectors and their oc-
currences for each use case.  

The most common indicator of problems was the need for manual changes before 
launching a test. Test cases often violated the Four Phases Test pattern, and this  
occurred in all the four use cases. In particular, we found that the fixture setup and 
teardown phases were missing some critical actions. For example, in UC3 and UC4, 
developers were testing class methods that delete an item in the repository. However, 
the fixture setup phase were not adding to the repository the item to be deleted, while 
the fixture teardown phase was missing at all. More generally, when a test case modi-
fied the application state permanently, tests failed and manual intervention was  
required to restore the initial state of the system. This negatively affected the repeat-
ability of tests.  

Two other common smells found in the test code were assertion roulette and condi-
tional test logic. The root cause for these issues were developers’ choice of writing 
one test case for each class method under test. As a consequence, a test case verified 
different behaviors of a class method using multiple assertions and conditional state-
ments. Test case overloading hampered the clarity and maintainability of tests. 

Another common problem was test code duplication which was mainly due to 
“copy and paste” practices applied to the fixture setup phase. It was easily resolved by 
extracting instructions included in the setup part from the fixture of a single test case 
to the shared fixture.  

Table 2. Results from test case inspections 

 UC1 
(SP) 

UC2 
(PP) 

UC3 
(PP) 

UC4 
(SP) 

Manual intervention 10 10 17 14 
Assertion roulette 2 16 15 4 
Conditional test logic 1 8 2 6 
Test code duplication 1 7 6 1 
Erratic test 1 1 2 0 
Fragile test 0 0 1 3 
Total issues 15 42 46 28 
Issue density 1.2 1.8 1.3 1.3 
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Erratic tests were also identified as they were caused by test cases which depended 
on other test cases. When these test cases were running isolated they provided differ-
ent results from test executions which included coupled test cases. Test case inspec-
tions allowed to identify those test code portions in which the dependencies were 
hidden.  

Finally, there were few indicators of fragile tests because of data sensitivity, as the 
tests failed when the contents of the repository was modified. 

The last two rows of Table 2 report, respectively, the total number of issues and is-
sue density, that is the number of issues per test case. Results show that there were 
more test case issues in UC2 and UC3 than in UC1 and UC4. However, this differ-
ence is only apparent. If we consider the issue density, which takes into account size 
differences, we can see that pair programming and solo programming provide the 
same level of test quality.  

4   Conclusions  

In this paper, we have reported on an empirical study, conducted at the University of 
Bari, where we examine the effect of conducting software inspections on automated 
test code. Results have shown that software inspections can improve the quality of 
test code, especially the repeatability of tests, which is one of the most important 
qualities of test automation. We also found that the benefit of software inspections 
can be observed when automated unit tests are created by single developers as well as 
by pairs of developers.  

The finding that inspections can reveal unknown flaws in automated test code, 
even when using pair programming, is in contrast with the claim that quality assur-
ance is already included within pair programming, and then software inspection is a 
redundant (and then uneconomical) practice for agile methods. We can rather say that, 
even if developers are applying agile practices on a project, if a product is particularly 
high risk it might be worth its effort to use inspections, at least for key parts such as 
automated test code.     

The results show a certain tendency but are not conclusive. A threat to validity of 
our study is that we could not observe the developers while working, so we cannot 
exclude that pairs effectively worked as driver/observer rather than splitting the  
assignment and working individually. Another drawback of this study is that it repre-
sents only a small study, using a small number of subjects in an academic environ-
ment. Therefore, results can only be preliminary and more investigations have to 
follow.  

As further work we intend to run a controlled experiment in the next edition of our 
course to provide more quantitative results about benefits of test cases inspections. 
We also encourage researchers to replicate the study in different settings to analyze 
the application of inspections in agile development in more detail. 

Acknowledgments. We would like to thank Domenico Balzano for his help in test 
case inspections. 
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Abstract. We specify a non-invasive method allowing to estimate the
time each developer of a pair spends over the development activity, dur-
ing Pair Programming. The method works by performing first a be-
havioural fingerprinting of each developer – based on low level event logs
– which then is used to operate a segmentation over the log sequence
produced by the pair: in a timelined log event sequence this is equivalent
to estimating the times of the switching between developers. We model
the individual developer’s behaviour by means of a Markov Chain – in-
ferred from the logs – and model the developers’ role-switching process
by a further, higher level, Markov Chain. The overall model consisting
in the two nested Markov Chains belongs to the class of Hierarchical
Hidden Markov Models. The method could be used not only to assess
the degree of conformance with respect to predefined Pair Programming
switch-times policies, but also to capture the characteristics of a given
programmers pair’s switching process, namely in the context of Pair Pro-
gramming effectiveness studies.

1 Introduction

Pair Programming (PP) is one of the key practices of several agile software de-
velopment methodologies, including eXtreme Programming: it consists in a col-
laborative development method where two people are working simultaneously
on the same programming task, alternating on the use of some IDE, so that
while one of the programmers is creating a software artefact the other is com-
mitted to assuring quality, by trying to understand, asking questions, suggesting
alternative approaches and helping to avoid defects [1,2].

In the standard version of this practice the two developers work on the same
machine: it is the so-called co-located PP (a distributed variant of PP has also
been experimented – see [3,4] – however hereafter we only deal with co-located
PP): while a developer plays the role of actuator, the other plays the role of
supervisor. Form time to time the two developers switch their roles according to
some prespecified policy.

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 123–136, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



124 E.Damiani and G.Gianini

1.1 Motivation

One of the defining features of the different PP variants is precisely the switching
time policy, specifying the amount of time each developer is supposed to spend
in each role.

PP, in its different variants, has been claimed to yield, as a part of the extreme
programming process, higher quality software products in less time. The claim
is supported by anecdotal evidence and by empirical studies [5,6,7,8].

However a more systematic study of the practice would be desirable: one
based on real development settings, linking the degree of adherence to the prac-
tice to the quality level of software. One of the main problems in this respect is
that, whereas several product quality metrics can be defined whose collection is
de facto non-invasive to the development process, the collection of PP practice
metrics has been so far been rather invasive. Indeed all the studies carried on
so far would require either a person playing the role of experiment controller
and taking note of the switching times, or the developers taking note of their
switching times, either manually or by the equivalent of alternate log-on into
some purposely designed and developed log-on system. Those methods are in-
trinsically either imprecise or invasive or both (for instance it has been reported
[9] that, even given a very light-weight one-click log-on procedure, the developers
would fail to log-themselves on most of the times when switching).

1.2 Approach

In the present work we propose a methodology – based on a non-invasive IDE
event log collection – that, given an event log sequence, performs a segmentation
procedure, which – exploiting previously automatically acquired knowledge on
individual programmer’s behaviours – assigns each segment of the sequence to
one of the two programmers.

The methodology is based on two key elements. The first one consists in the
modelling of the individual developer’s behaviour, as seen from the logs, by
means of a Markov Chain (a.k.a. Markov Model or Markov Machine): the states
of this Markov Model correspond to different event durations1, we will refer to
them as low-level states.

The second element consists in modelling the developers’ role alternation,
within a pair, as a further, higher-level, Markov Chain; the states of the lat-
ter, which will be referred to as high-level states, correspond to an individual
programmer being in the role of actuator.

Notice that the two levels are nested. In fact each high level state, correspond-
ing to one of the two programmers being in the role of actuator, corresponds to
the activity of one of the two low-level Markov Machines – the Machine corre-
sponding to the acting developer. Furthermore the high level states (representing
1 The modelling of the individual developer’s behaviour by means of Markov Model

where the states are represented by the different event durations is based on our
previous work [10] on supervised learning of the developer’s model and relies on
the key observation that each developer appears to have a personal ”rhythmic”
pattern/fingerprint when interacting with the IDE.
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the identity of the actual programmer acting) cannot be seen directly in the logs:
therefore the higher level chain is hidden. The overall model can therefore be
charategorized, as we will see briefly, as a Hierarchical Hidden Markov Model.

The rationale behind the methodology comes form an observation made in
[10]: there it was noticed that if one divides the IDE events into categories ac-
cording to their duration – e.g. in three categories – considers each instance
of a category as a state of a Markov Chain and then learns the correspond-
ing transition matrix from the sequences produced by different programmers,
one ends up with different transition matrixes, one for each programmer. Those
matrixes can be then used to distinguish a sequence produced by a given pro-
grammer from the sequence produced by another one. This fact is exploited by
our methodology to segment a given sequence produced by the alternation of two
programmers at unknown times into several sub-sequences, each one assigned to
a given programmer.

The standard procedure for using the above methodology is given by a prepa-
ration phase, a first data gathering phase, a training phase, a second data gath-
ering phase and a sequence segmentation phase: during the preparation phase an
event monitor plug-in is activated in the IDE, enabling the logging of the IDE-
events’ time stamps; during the training phase the Markov Model corresponding
to each individual developer is learned from the data collected during the first
data taking round; then the second data gathering round takes place; after this
phase, which results in a low-level event sequence, the individual developers’
Markov Models are used to perform a sequence segmentation and to attribute
each subsequence to a given programmer.

1.3 Applications

We suggest two main application for this procedure. It coud be used within PP
investigations, for capturing the characteristics of a given programmers’ pair
switching process, so as to study the link between the degree of respect of the
PP practices and the resulting software quality (collected independently). Fur-
thermore it could be used to assess the degree of conformance to some specific
PP policy, for instance in the context of outsourcing, when an agreement over
the process methodology to be applied has been made.

We will refer hereafter indifferently to both application scenarios.
In the next sections we will recall the definitions of Markov Models (Markov

Chains) and Hidden Markov Models (Section 2), then we give a set of relevant
PP switching policies (Section 3) and finally (Sections 4 and 5) the procedure
for assessing the degree of conformance each policy. A discussion (Section 5) and
an outline of possible developments will close the paper.

2 Simple and Composite Markov Models

The dynamics of the software process is stochastic in nature; therefore, in general,
non-determinism can and should be used as a key ingredient of the model at every
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time-resolution level. For the problem under study we are interested in two time-
resolution levels: the first is the resolution level of the switching time between
programmers, the second is the resolution of level of the events produced by the
developer within an IDE, which can be conveniently captured by an IDE plug-in
[11,12,13,14,15,16]. The latter could correspond, for instance, to the switch time
from one window to another window, from a class to another class, or from a
method to another method.

The high level switching event times cannot deterministically be determined in
advance, nor can the low-level events: they are rather produced in correspondence
to a hidden cognitive path, undertaken by the programmers’ pair, during the
software artefact construction.

2.1 Markov Models of the Low-Level Event Sequence

However, although neither the category of low-level events nor their timing can
be predetermined, an apparent stochastic dependence has been observed among
nearby events in experimentally collected fine-granularity event sequences [10]
that has hinted for the modelling of the non-deterministic character of the pro-
cess in terms of local, short-range, step-to-step correlation. In [10] it is shown
that by just using the IDE event timing and adopting the event duration as a
state, a short range dependence can be found in experimentally collected event
traces: a given state in a sequence seems to be stochastically influenced by the
few previous states in that sequence.

This fact prompts for adopting a simplifying assumption: that of modelling the
sequence of fine-granularity events as a Markov Chain, or Markov Model (MM).

A MM is defined as a stochastic model where the probability of manifestation
of a given state, in a sequence, conditionally depends only on a limited number
of previous states appeared in the sequence. In other words the probability of a
transition of the system to a given state depends only upon the state the system
comes from, or upon the few preceding states.

A given MM is characterized by its matrix of state transition probabili-
ties, whose matrix elements pij represent the probability of the occurrence of a

S L

Fig. 1. A schematic view of the event duration Markov machine. The state names S
and L stand respectively for Short and Long.
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transition from state i to state j: in a first order Markov Model with r states
this is a (r × r) square matrix, in an m-th order Markov Model it is an rm × r
matrix (in all the following formulas, whenever not explicitly specified we will
assume that i = 1, . . . , rm and j = 1, . . . , r).

For example a first-order transition matrix where diagonal elements are far
greater than off-diagonal events will produce long sequences of identical states: in
a set up where the state represents an event duration, this corresponds predomi-
nantly into long sequences of events of short duration followed by long sequences
of long duration and so on.

In this paper for sake of simplicity we will assume that the transition matrixes
of each developer in the PP pair have been learned with a sample of data large
enough to allow a sharp estimate of the corresponding matrix elements.

2.2 Markov Models of the High-Level Event Sequence

The paradigm of the Markov Models can be used also for the high level events,
with some care. Here each state of the model respresents an individual developer.

The extra care one has to use comes from the following fact: whereas one
could assume quite safely that an individual programmer in a programmer’s
pair is characterized by a steady behaviour – and therefore that his/her dy-
namics in terms of low-level event generation is correctly described by a matrix
transition whose matrix elements are constant in time – the same is not true
for high level machines. The probability of a transition from a programmer to
another in a PP pair can be considered to increase with time: the correspond-
ing transition matrix is expected to pass from an almost diagonal form at the
beginning of the activity of a programmer to an off diagonal form after a while.
This could be captured, for instance, by a model where a diagonal element of the
transition matrix is proportional to e−αt, for some value of α. However, since
this would not change the key elemets of our methodology, within this paper
we will adopt the approximation of stationarity also for the high-level Markov
machine.

A B

Fig. 2. A schematic view of the two programmers Markov machine. The state names
A and B indicate the two programmers of the programming pair, say Alice and Bob.
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2.3 Composition of Markov Models: HMMs and HHMMs

The overall stochastic model, responsable for the actual low-level sequence gen-
eration, results from the composition of the two levels of Markov Models: the
higher level Markov Model representing the switching between developers and
the lower level Markov Models, representing the low-level event alternating dura-
tions. This composed model belongs to the class of Hierarchical Hidden Markov
Models (HHMM).

Hidden Markov Models. Usually the states of a Markov Model, unless dif-
ferently specified, are intended to be observable: the symbols making-up a se-
quence, produced by a Markov Model, are in strict one-to-one correspondence to
the Markov Model states. A Hidden Markov Model (HMM), instead, is a Markov
Model whose states are not directly observable, because the one-to-one corre-
spondence is lost: every state can correspond to one or more observable symbols
and the same symbol can be shared by two or more states. In this case one refers
to the (hidden) state sequence as to the phenomenon and to the observable sym-
bol sequence as to the epiphenomenon: whereas the states of a sequence of states
are conditionally dependent on the previous states of the same sequence accord-
ing to some transition probability matrix, the symbols of an observable sequence
are not directly dependent from one another but depend only from the under-
lying state according to some state-to-symbol emission probability matrix. One
can think of the a HMM as to a model composed of a Markov Model and of a
stochastic emission model.

Hierarchichal Hidden Markov Models. One can also compose Markov mod-
els with one another. When Markov Models are nested and the lower level model
states are not observable due to symbol-to-state ambiguities one speaks of Hier-
archical Hidden Markov Models.

The model considered for our methodology fits into the latter class. Indeed,
it consists in a high level Markov Model, generating a sequence of higher level
states, each mapped into a lower level Markov Model, which in turn generates
its own sequence of states; furthermore symbols are shared by the two different
low-level machines: whereas given a state of a low-level machine one can map
it in only one observable symbol, given an observable symbol one cannot say to
which Markov machine it belongs. This is the ambiguity that makes the higher
level Markov machine a hidden machine. A schematic representation of the two
level model considered here is given in Figure 3.

An example of sequence generated by a Hierarchical Hidden Markov Model
with two high-level states, two low-level states for each high level state, and
shared observable symbols, can be seen in figure 2.3.

One can see that in this example the higher level sequences of A’s states
and of B’s states display a clear persistence and form almost always long sub-
sequences of identical high-level states; in correspondence with each subsequence
one can see a sequence where L and S (or l and s) low-level states alternate, again
according to long same-state sequences (this time made by low-level states). In
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A B

S L s l

CT

Fig. 3. A schematic view of the two programmers and event duration composite Markov
machine. The high-level states are labelled with A and B; the low level states of A are
labelled with S and L, standing for Short and Long; the low level states of B are labelled
by s and l, again standing for Short and Long. The observabe symbol T corresponds to
a short length state either from A or from B; the observable symbol C corresponds to
a long duration state either from A or from B. The sharing of the observable symbols
between two low-level machines makes it a Hidden Markov Model.

BBBBAAAAABBBBBBBBAAAAAAAAAAABBBBBBBBBBAAAAAAABBBBBAAAAAAAAAAAAAAA

lsslLSSSSsslllsssSLLLLLLSSLLsllllsllssSSSLLLLsslllSSSLLLLLSLLSSSS

CTTCCTTTTTTCCCTTTTCCCCCCTTCCTCCCCTCCTTTTTCCCCTTCCCTTTCCCCCTCCTTTT

Fig. 4. An example of sequence generated by a Hierarchical Hidden Markov Model
with two high-level states, A and B, and two low-level states for each high level state
(S, L and s,l respectively) sharing the observable symbols T (for S and s) and C (for
L and l)

correspondence to those low level states one can observe a sequence of symbols:
T for S and s, and C for L and l.

3 Pair Programming Switching Policies

The problem of associating sub-sequences of events to one or the other program-
mer of a PP pair can be recast in our set-up in the problem of segmenting a
low level observable sequence into sub-sequences and of attributing each sub-
sequence to one of the two Markov Machines, based on their knowledge (their
matrix elements learned in the training phase).

Sequence segmentation based on Hidden Markov Models is a consolidated
practice in audio segmentation [17], video segmentation [18] and DNA sequence
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segmentation [19,20] where the Viterbi algorithm is usually used. Futhermore
maximum likelihood segmentation procedures for HHMM can be found in [21].

However for the purpose of PP practice assessment we are not interested in
the full reconstruction of a high-level state sequence based on the observable
symbol sequence. We rather ait to some more modest goal, related to general
switching characteristics of the high-level state sequence: which specific goal will
depend on the policy we are trying to check for.

Hereafter we mention some relevant PP switching policy. Only in the subse-
quent section we will deal with the problem of assessing the conformance to each
one. However we can anticipate that there will be no need for the application
of maximum likelihood segmentation procedures for HHMM from [21]: thanks
to the use of domain knowledge on the limited number of switches between pro-
grammers one can use a more basic approach that provides the confidence level
for each of the possible segmentation hypotheses.

3.1 Prototypical Pair Programming Switching Policies

Among the switching policies of interest for Pair Programming there will typi-
cally be a) some that refers only to the number of programmers’ swaps in a given
time interval (for which is available a log sequence, against which the policy has
to be checked) , b) some that also mentions some constraints on the number of
events between swaps and c) some other that constrains the time between swaps ;
one could also define d) conditional policies, based on knowledge acquired from
outside the experimental sequence: for instance, knowing that there has been one
swap one could check the compliance to some constraints about its time-location
(indirectly in terms of number of events or directly in terms of timing).

Policies About the Number of Swaps Between Programmers. Among
the policies checks of the type a) we will consider the following prototypical
set: ”‘Check that in the high-level state sequence corresponding to the observed
symbol sequence”’

1) ”‘there have been no swaps”’
2) ”‘there has been exactly one swap”’
3) ”‘there has been at least one swap”’
4) ”‘there has been more than one swap”’
5) ”‘there have been exactly two swaps”’
6) ”‘there have been more than two swaps”’

Policies About the Number of Events Between Two Swaps. Policies of
type b) constrain the time of the swap by means the number of events; they
relate only un-directly to the elapsed time, however they might be more ap-
propriate in accounting for the effectiveness of the switching practice, since the
recorded events in the sequence correspond to actually performed operations,
and each operation involves from the side of the developers the use of cogni-
tive resources such as memory and concentration. Among the policies checks of
the type b) we will consider the following: ”‘Check that in the hig-level state
sequence corresponding to the observed symbol sequence”’
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7) ”‘there has been one and only one swap exactly after i events”’
8) ”‘there have been exactly two swaps at indexes i and j”’

Policies About the Time Between Two Swaps. Given a sequence, policies
of type c) can be converted in policies of type b) simply identifying which events
correspond (approximately) to the switching times specified by the policy.

Policies Sonditional to Some Apriori Knowledge. Policies of type d), or
conditional policies, use some knowledge coming from outside the sequence and
infer some further knowledge from the sequence. Among the policies checks of
the type a) we will consider the following:

9) knowing that there has been exactly one swap, check that the swap took
place between event i′ and event i′′.

4 Switching Time Estimate by Segmentation

4.1 Specific Policy Checking Methods

Hereafter we will assume that the low level states transition matrixes, character-
istic of each developer, are known exactly: i.e. we will assume that the transition
matrixes of each developer in the pair have been learned with a data sample
large enough to allow a sharp estimate of the corresponding matrix elements.

Consider an observed symbol sequence O, made of symbols ok with k = 1, , n,
where n is the length of the sequence, and indicate by F the observed sequence
of symbol transitions, made by the transitions fk with k = 1, , (n − 1).

For example, in the sample sequence of Fig.2.3 the observed symbol sequence
is the n-tuple

(C,T,T,C,C,T,T,T,T,T,T,C,C, . . .,C,C,C,T,C,C,T,T,T,T),

wheras the observed sequence of symbol transitions is

(CT, TT, TC, CC, CT, TT, ... , CT, TT, TT, TT).

We will indicate by P (fk|A) (by P (fk|B)) the probability that the transition
fk has been caused by A (by B). We will furthermore adopt a short-hand notation
for the number of swaps: the probability that there has been exactly one swap
in the high-level sequence will be indicated by P(# = 1).

For each policy we give the expression for the calculation of the probability (or
confidence) over policy conformance. Notice that, hereafter, the expressiones are
listed in order of derivation, and not in the order used to list the corresponding
policies, therefore the policy numbers are not sequential.

1) Check that in the high level state sequence – corresponding to
the observed symbol sequence – there have been no swaps.

If there have been non swaps all the transitions have been caused by the same
high level state, i.e. by the same Markov machine, either all by A or all by B.
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The corresponding probability – if we don’t make use of any a-priori knowlegde
about the occurrence for A and B so that P (A) = P (B) = 1/2 at every k is
given by

P (# = 0) =
n−1∏

k=1

P (fk|A)/2 +
n−1∏

k=1

P (fk|B)/2

7) Check that in the high-level state sequence – corresponding to
the observed symbol sequence – there has been exactly one swap in
correspondence of the index i.

If we indicate by i the index at which the swap takes place, we have that, before
that index, the responsable for transitions is the Markov machine A, wheras,
from that index on, the responsable for transitions is the Markov Machine B, or
viceversa.

P (idx of swap = i) =
1
2

i−1∏

k=1

P (fk|A)
n−1∏

k=i

P (fk|B) +
1
2

i−1∏

k=1

P (fk|B)
n−1∏

k=i

P (fk|A)

2) Check that in the high-level state sequence – corresponding to
the observed symbol sequence – there has been exactly one swap.

P (# = 1) =
n−2∑

2

P (idx of swap = i)

9) Knowing that there has been exactly one swap, check that the
swap took place between event i′ and event i′′.

P (# = 1) =
i′′∑

i′
P (idx of swap = i)

3) Check that in the high-level state sequence – corresponding to
the observed symbol sequence – there has been at least one swap.

P (# ≥ 1) = 1 − P (# = 0)

4) Check that in the high-level state sequence – corresponding to
the observed symbol sequence – there has been more than one swap,
i.e. at least two swaps

P (# > 1) = 1 − P (# = 0) − P (# = 1)

8) Check that in the high-level state sequence – corresponding to
the observed symbol sequence – there have been exactly two swaps in
correspondence of the indexes i and j.

If we indicate by i the index at which the swap takes place, we have that before
that index the responsable for transitions is the Markov machine A, wheras
from that index on, up to the index j-1 the responsable for transitions is the
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Markov Machine B, and afterwards the responsable for the transitions is A again.
Another other set of possibilities corresponds to the sequence beginning with B,
then switching to A and finally returning to B.

P (i, j) = P (idx of first swap = i, idx of second swap = j)

=
i−1∏

k=1

P (fk|A)
j−1∏

k=i

P (fk|B)
n−1∏

k=j

P (fk|A)
1
2

+

+
i−1∏

k=1

P (fk|B)
j−1∏

k=i

P (fk|A)
n−1∏

k=j

P (fk|B)
1
2

5) Check that in the hig-level state sequence – corresponding to the
observed symbol sequence – there have been exactly two swaps.

P (# = 2) =
n−3∑

i=2

n−2∑

j=i+1

P (idx of first swap = i, idx of second swap = j)

6) Check that in the hig-level state sequence – corresponding to the
observed symbol sequence – there have been more than two swaps.

P (# > 1) = 1 − P (# = 0) − P (# = 1) − P (# = 2)

4.2 An Exhaustive Policy-Checking Method

Before outlining the general procedure involving the policy checking expressions
shown in the previous session – that cover the case of a low nomber of swaps – we
mention another approach, that could answer to all the practical policy checking
requests, also to those not mentioned above. This is a simple approach consisting
considering all the possible high level state sequences and then to compute the
likelihood of the high level state sequence given the observed symbol sequence.

Although the corresponding problem is in general exponential, our domain
knowledge helps in reducing dramatically its complexity: we know that in most
practical cases it is unreasonable to consider programmers’ swaps occurring
within intervals of less than five-ten minutes; furthermore, real-world program-
mers’ sessions (not only in PP) can be easily seen not to last continuously for,
say, four hours, thanks to the distinctive gaps noticeable in the activity from the
time stamps of the event log, and corresponding to working pauses. Finally one
has to take into account that the ”‘no-trashing”’ policy shared by Agile Method-
ologies, explicitly asks to avoid long-lasting working sessions: in this work we are
not intersted in the evaluation of PP programming policies outside the context of
Agile Methodoligies and can therefore assume the presence of easily identifyable
gaps in the logs.

All considered, one can safely assume that once gaps are singled out the
observed sequences to be considered one at time will be relatively short, say they
will correspond typically one-hour sessions, with a number, to be reasonably
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considered, of swaps between programmers going, say, from zero to five: this
would boil the problem down to a more tractable problem and make it possible
to perform the exahustive calculation of the probability of each sequence of
practical interest in reasonable times.

The simple general procedure for Pair Programming policy checking would
then be the following:

I) Consider an admissible high-level state sequence
II) Compute the likelihood with respect of the observed symbol sequence

III) Extract from the high-level state sequence the metrics relevant to the policy
(e.g. the number of switches in the high-level sequence)

IV) Add to the metrics distribution the value found for the metrics, weighted
with the likelihood

V) Repeat exahustively for every admissible high-level state sequence
VI) Assess the respect of the policy based on the metrics distribution (e.g. say

OK if the likelihood that there have been at least n switches is greater than
some confidence value)

5 The Overall Pair Programming Policy Checking
Methodology

The overall methodology to check the policies mentioned in the previous sessions
consists in the following phases.

A) Preparation phase
B) First data gathering phase (or Training data gathering phase)
C) Training phase
D) Second data gathering phase
E) Sequence segmentation/policy checking phase

During the preparation phase an event monitor plug-in such as that of refer-
ence [12] is activated in the IDE, enabling the logging of the IDE-events’ time
stamps.

Then the First data gathering phase collects the controlled data (a low-level
timestamped event log sequence) from each programmer, in this phase, the PP
programmers are committed to undergo a sort of (possibly minimally invasive)
authentication.

During the training phase the Markov Model corresponding to each individual
developer is learned from the data collected during the first data taking round.
It will correspond to a lower level Markov Model as defined in seciont 2 and
capture the dynamics ruling the behaviour of each developer.

Afterwards, the second data gathering round takes place, the low-level event
sequence to be used as an input for policy checking.

At this point the individual developers’ Markov Models are used to perform
policy checking e.g. to perform sequence segmentation into one or two subse-
quences and to attribute each subsequence to a given programmer.

The invasive character of the procedure is limited to the preparation and the
training data gathering phase which, is can be made reasonably short [10].
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6 Conclusions and Outlook

In this work we have listed a set of relevant Pair Programming policies and have
described a methodology for the assessment of their conformance based on the
processing of fine grained log data. Given a sequence of time-stamped log events
reporting about IDE events, it is possible to capture the Markov Machine corre-
sponding to each developer, which can then be used to perform a segmentation
of the sequence of events produced by a PP pair into subsequences. Each subse-
quence can then in turn be associated, probabilistically, to each developer based
on the likelihood for the sunsequence to have bee produced by a specific devel-
oper. The outcome can be used to compute the likelihood that a given policy
has been respected.

The method could be used not only to assess the degree of conformance with
respect to predefined switch-times policies, but also to capture the character-
istics of a given programmers pair’s switching process, in the context of PP
effectiveness studies.

We plan to extend the present work by exploring the limits of effectiveness of
this methodology as a function of the distance between the Markov Machines of
the two PP developers: this will be performed by means of simulation and by
using semi-syntetic data (e.g. by using two sequences of events produced by two
disinct programmers, obtaining subsequences and alternating them). Then we
plan to apply this methodology to real PP data.
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Abstract. The number of defects is an important indicator of software quality. 
Agile software development methods put an explicit requirement on automation 
and permanently low defect rates. Code analysis tools are seen as a prominent 
way to facilitate the defect prediction. There are only few studies addressing the 
feasibility of predicting a defect rate with the help of static code analysis tools 
in the area of embedded software. This study addresses the usefulness of two 
selected tools in the Symbian C++ environment. Five projects and 137 KLOC 
of the source code have been processed and compared to the actual defect rate. 
As a result a strong positive correlation with one of the tools was found. It 
confirms the usefulness of a static code analysis tool as a way for estimating the 
amount of defects left in the product.  

Keywords: agile software development, static code analysis, automation, defect 
estimation, quality, embedded software, case study. 

1   Introduction 

The number of defects has generally been considered an important indicator of 
software quality. It is well known that we cannot go back and add quality. By the time 
you figure out you have a quality problem it is probably too late to fix it. [1] 

The embedded software industry faces a number of the specific quality related 
challenges. The embedded devices software typically cannot be updated by the end 
user. In the majority of cases the software problems can be fixed only at the 
authorized maintenance centers. The devices running the embedded software have 
both hardware and software based components. Nokia and other mobile terminal 
manufacturers release dozens of mobile phone types a year. It significantly scales the 
amount of the required maintenance effort and number of software configurations to 
be supported.  

Agile software development teams use automated tools to constantly be aware of 
the quality of a running system. One of the sources of the metrics analyzed is the 
static code analysis tools. While these tools are not able to spot all possible defect 
types, their reports may correlate with the actual number of significant defects in 
software. If such correlation is found, it will make the static code analysis an 
important element of the agile team toolbox for getting the quality related view on the 
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developed code. Currently the main drawback of the static code analysis is the lack of 
empirical evidence of the correlation between the tool reports and the actual defects 
rate. There is also no explicit evidence in the area of embedded software that the use 
of automated static source code analysis would yield results that confirm the 
correlation between the actual defect rate and predicted defect rate. 

This paper presents a case study on predicting defects in the domain of embedded 
software development by use of automated static code analysis tools. The suitability 
of two particular tools, i.e. CodeScanner and PC-LINT, is tested on a number of 
components shipped as a part of Nokia smartphone software. The feasibility of a 
broader study is indicated. 

2   Related Literature 

Fenton and Neil (1999) outline four general approaches to predicting the number of 
defects in the system. [2]. This article is based on the approach of finding the 
correlation between the defect density and the code metrics. The metrics used for the 
defect rate prediction are produced by the process of static code analysis – the 
analysis of software statically, without attempting to execute it [3].  

There are some studies on the static code analysis effectiveness reporting 
somewhat controversial results. Dromey (1996) suggests that code analysis can find 
most of quality defects and report them in a way convenient for the developers to 
correct the code. [4] Nachiappan and Thomas (2005) found that there was a strong 
correlation between the number of defects predicted by static analysis tools and the 
number of defects found by testing [5]. On the other hand Lauesen and Younessi 
(1998) state that the code analysis can locate only a small percentage of meaningful 
defects [6]. 

As shown above, currently, there are virtually no studies on applicability of static 
code analysis tools in the area of embedded software development as is the case in 
this study, i.e. Symbian operating system environment. This study focuses on 
evaluating the ability of the static code analysis tools to predict the number of defects 
in the software written in C++ for the Symbian operating system. 

3   Research Design 

In this study a number of components of the mobile phone software have been 
analyzed. All the components are written in C++ for the Nokia S60 software platform 
based on the Symbian operating system. The source code has been processed by two 
static code analysis tools: CodeScanner [7] and PC-Lint [8].  

CodeScanner is a tool specifically developed for the Symbian C++ code analysis, 
while PC-LINT is a general C++ code analysis tool that can be fitted to the particular 
environment. In this case two sets of in-house built Symbian specific rules have been 
used to fit PC-LINT to the Symbian code idioms (“normal” and “strict” rule sets).  

For the issues reported by the tools the “issue rate” per non-comment KLOC has 
been computed. The actual defect rate has been obtained from the company defect 
database. The defects reported within 3 and 6 months after the release date have been 
taken into account.  
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The projects have been ranked in the order of the rates. The correlation between the 
ranks has been computed in order to find out if there is a link between the issue rates 
and the actual defect rates. Spearman rank correlation has been used for the results 
analysis, because it can be applied even when the association between elements is 
non-linear. If rank correlation between the issue rate and the defect rate is positive, 
then for the projects analyzed, the bigger the issue rate is, the bigger defect rate 
should be expected. 

4   Empirical Results and Discussion 

The case study included five components of the 3rd edition of the Nokia S60 platform 
for smartphones. After the testing and debugging related code exclusion, the size of 
the code analyzed was 137 KLOC. 

Table 1 shows the correlations between the reported issue rates and acknowledged 
defect rates. The first column presents the CodeScanner results. The next three 
columns contain PC-LINT results with different variants. The first line presents 
correlation with critical defects that were reported within 90 days and the second line 
- with the critical defects reported within 180 days after the release. 

Table 1. Correlation results of defects/KLOC 

Actual defect rate Code 
Scanner 
rate 

PC-LINT 
strict errors 
rate 

PC-LINT 
strict errors 
+ warnings 
rate 

PC-LINT 
normal errors 
+ warnings 
rate 

90 days rate 0.7 -0.7 -0.9 -0.7 
180 days rate 0.9 -0.6 -0.7 -0.9 

For the projects analyzed there is a strong positive correlation between the 
CodeScanner defect rate and the actual reported defect rate, i.e. 0.7 in 90 days rate 
and 0.9 in 180 date rate. Interestingly, there is a strong negative correlation between 
the PC-LINT defect rate and the actual reported defect rate. 

A strong positive correlation between the actual defect rate and CodeScanner 
reported issues confirms the Nachiappan and Thomas (2003) findings that there is a 
strong correlation between the static analysis defect density and the pre-release defect 
density reported by testers of the Windows Server 2003 [5].  

A strong negative correlation between the PC-LINT reported issues and the actual 
defect rate might be a result of the unsuccessful attempt to fit the PC-LINT tool to the 
Symbian specific issues therefore being a confirmation of the Lausen and Younessi 
(1998) claim that static analysis tools are able to locate only a small number of 
meaningful defects [6]. Typical Symbian C++ code significantly differs from the 
typical Win32 or *nix code. Therefore, it might be so that the closer developers 
adhere to the industry recommended Symbian idioms, the more issues are reported by 
PC-LINT.  

The CodeScaner tool analyzed in this study has been developed specifically for the 
Symbian OS C++ code and cannot be applied for other embedded software types. 
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Therefore the study results are less significant outside the Symbian OS area. For two 
of the projects analyzed the difference between the corresponding CodeScanner issue 
rates was less, than 1%. It is unclear how reliable the Spearman rank correlation is in 
such a situation.  

It is also not very clear if the tools examined can be used to predict the defect 
density of a random sample. A larger case study is needed to address these issues. 

5   Conclusions 

This study aims at contributing to the problem of estimating the software maintenance 
costs and of evaluating the software quality. The angle of analysis was the ability for 
using the static code analysis tools for the software defect rate prediction in the area 
of embedded software development.  

The results indicate that static code analysis tools can be used for helping the agile 
teams to perform better. If broader studies confirm this paper results, agile teams in 
the domain of embedded software development will get an important tool for quickly 
and regularly getting the view on the quality state of the software under development. 
Future research can be aimed at figuring out which issues detected by the tools 
correlate with the actual defect rate and which do not. 
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Abstract. Bringing software process change to an organisation is a real 
challenge. The authors have shown a sample attempt to carry out a process 
change and then reflected on its results and context. The present reflection 
points to a need for a set of principles and practices that would support the 
fragile process of introducing agility. For a start, the authors propose the 
Empirical Evidence principle exemplified using DICE® and the practice of 
Joint Engagement of the management and the developers. Both are results of a 
real-world process change case study in Poland.  

1   Background 

The company under study is medium-sized (below 200 employees) and employs 30+ 
programmers in various cities in Poland. 

This paper focuses on one project developed in a 2-year period by a remote team. 
The project was developed by 3 programmers (the team’s total was 8) using the Java 
technology stack. It was a web application, a B2C platform for a trust fund agent. 

The project involved various problems, e.g. outdated requirements, system 
architecture structured but fragile, etc. The team was not using common best practices 
like loosely coupled code. Usually there was chaotic “code and fix” cowboy coding. 

The problems were addressed using a toolkit of agile techniques. One of the 
authors joined the team to seek out and address problems. At that time, though he had 
limited experience, he had a strong belief based on of-the-books knowledge and 
academic projects (e.g. e Informatyka [1]) directed by the co-author of this paper. 

Test-Driven Development (TDD) was new and the developers engaged in the 
project found it to be very effective and rewarding. Refactoring was used in the past, 
but not explicitly and often. Bringing it to a new level let the team implement radical 
changes without endangering the project. Pair Programming (PP) results were 
inconclusive and managers were reluctant to it. Nevertheless, it helped to share the 
team's knowledge and halved the time of bringing a new person to the project. In-
process design sessions required a lot of coaching. Problem Decomposition was the 
most successful technique brought to the team. Dividing the problems into pieces and 
solving them at that level was really refreshing. Continuous Integration and task 
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automation was an obvious benefit. Darts or similar group toys are a must-have for 
any development team. It was another “motivation for regular breaks”[2] and glued 
the team together. Communication still is an issue because the team is remote. 
Nevertheless, wiki and encouraging people to use Skype helped to some extent. 

2   Rolling the DICE® Twice 

The authors used the DICE framework [3], created by The Boston Consulting Group, 
to confirm that the adoption of agile practices actually increases the project’s chance 
of success. The same metric is now used to convince the organisation’s top 
management to conduct further changes. 

The DICE framework is a simple empirical evidence-based formula for calculating 
how well an organisation is or will be implementing its change initiatives [3]. The 
DICE® framework comprises a set of simple questions that help score projects on 
each of the four factors: project duration (D), team’s integrity (I), commitment of 
managers (C1) as well as the team (C2), additional effort (E) required by the change 
process. In DICE®, a project with an overall score between 7 and 14 is considered a 
Win, between 14 and 17 is a Worry and between 17 and 28 is a Woe. The DICE® 
formula is D + 2 * I + 2 * C1 + C2 + E. 

Duration (D) Before the change (score 2): There was no notion of iterations, nor 
project rhythm. After the change (score 1): 1–2-week iterations with reviews during 
the Planning Game sessions. Integrity (I) Before (score 3): The previous project team 
leader was not a team leader, he was a sound programmer, but lacked social skills and 
the will to innovate. After (score 2): The current project team leader is capable and 
eager to implement new ideas. The team is quite self-organising. Management 
Commitment (C1) Before (score 3): Management did not involve enough resources 
for the changes, mainly because they felt the change should take less than the 
programmers had said. After (score 2): Changes took less time (there were fewer 
bugs), so the management was more supportive. Team Commitment (C2) Before 
(score 3): Changes to the project usually met with resistance, because changes usually 
meant that something else would break then. After (score 1): Changes met with much 
less resistance due to the ability to refactor in a controlled environment (test case 
safety net). Effort (E) Before (score 3): Effort required by the change was normal. 
Upfront design, followed by coding, testing and bug-fixing cycles. After (score 2): 
The overall effort was not as great as before, because although unit-testing and 
pairing were applied, there was no long design phase and there was less bugfixing. 
The DICE® score before (20) and after the change (12) moves the project from the 
Woe zone into the Win zone. This suggests that the introduction of agile practices 
resulted in an environment which facilitates changes more adequately.  

The DICE® framework may be also used to measure the responsiveness to change 
in other contexts, as outlined in [4]. Making use of the experiences of Ziółkowski and 
Drake [5], the authors used DICE® again – this time to measure the above 
organisation’s capability for carrying out process changes. 

Duration (score 1). There was no notion of a formal review as it did not fit the 
agile environment the author was trying to create. Reviews were done frequently by 
him and his superiors in a more casual fashion. Integrity (score 3). The change leader 
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(the author) was not given enough resources to achieve his goal. The author was then 
seriously lacking practical knowledge on how to implement development agility in a 
concrete situation. Management Commitment (score 3). There was some change 
support from the management. However, they were quite sceptical and did not want to 
wet their feet (i.e., they wanted it to be a bottom-up approach). They rather wanted the 
change to use very little or no resources. Team Commitment (score 2). The team 
was aware of the positive results of the changes and was willing to execute them if  
led properly. They often did not see the long-term consequences and wanted to see 
effects here and now. But after a discussion and reviewing evidence they usually 
allowed the change. Effort (score 3). The change took a fair amount of additional 
resources due to the lack of on-site knowledge and proper management support. The 
DICE® score in this case is 18 (Woe zone). This means that this particular change 
initiative was carried out in a very unfriendly environment and had good chances for a 
disaster. Some of the factors are in fact at the developer level (i.e. team commitment), 
but at this point the authors recognise that this particular change process would need 
much more top-down support rather than bottom-up. If the change process is not 
heavily supported by the management, it is likely to fail. This is also in line with the 
DICE® formula. Differences in the perception of development methodologies 
deployment by managers and developers were studied by Huisman and Iivari [7]. 

3   Reflection, Outcome and Conclusions 

Rules like good programming style and techniques do not come from managers 
saying “use TDD” or “program loosely coupled components”. Management support 
is substantial (as pointed out in the previous section), but clearly not sufficient. It is 
the authors’ experience that good practices have to come from the developer level. 
People are more willing to change when they see their peers change with good effect. 

To increase the chance of success, process changes need both active management 
support and the developers’ commitment. Without these two forces, the change 
initiative is likely not to spread enough throughout the organisation and in effect will 
die on its own. The main issue is to change the attitude of the team and of the 
managers. As Beck says, XP “is about social change” [6]. This is the turning point. 

The authors suggest to complement the body of XP with additional practices and 
principles, which should address the problems that arise in the fragile process of 
introducing XP. Such practices and principles are needed to shed light on what has to 
be done to increase the chance of success when trying to implement change. They 
would not be XP practices and principles, but would rather concern introducing XP. 
They have to be chosen very carefully. The myriads of existing organizations do have 
things in common, but they also differ. As the authors’ commitment, they propose a 
principle (Empirical Evidence) and an accompanying practice (Joint Engagement). 

Empirical Evidence means that it is wise to ground on empirical evidence when 
introducing changes. We search for evidence to confirm whether or not we are on the 
right track with the process change. With empirical evidence comes the notion of 
context in which the evidence was obtained, limitations of the empirical studies, etc. 
One of the widely accepted sources of evidence on the introduction of changes is the 
DICE® framework. However, other sources of evidence are welcome as well.  
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Joint Engagement is the new practice guided by the Empirical Evidence, as well as 
the Accepted Responsibility [6] principles. Following the Joint Engagement practice 
we begin the change process at various levels of an organisation. The aim is to have 
the DICE® score in the Win zone. We Win when we are able to implement changes 
successfully and permanently. The Boston Consulting Group’s studies of the DICE® 
framework proves that keeping this score low considerably raises the chance of 
success of the change process [3]. We monitor the DICE® score and try to keep it 
low. Individuals at the management and at the developer level should be educated and 
involved in the process. They have to willingly accept their diverse responsibilities in 
the change process (Accepted Responsibility principle). This could be done by means 
of e.g. the first XP project in the organisation [6]: a meta-project of implementing XP. 

The new practice differs from the XP's original Whole Team practice in that the 
latter emphasises diverse team competences rather than the sensible interaction of the 
lower-level staff with the organization’s management during process change 
programs. Following this new practice and principle is not very surprising for some, 
but the history of XP itself shows the value of naming and systematizing well-known 
behaviours into such concrete forms.  

Changes to organisations are painful, but experience shows that if proper actions 
are taken, the change programs, and the introduction of agility in particular, may be 
very successful. The reflection presented in this paper identifies a need for a set of 
principles and practices that would support the introduction of agile techniques to 
organisations. For a start, the authors propose the duo of the Empirical Evidence 
principle and the Joint Engagement practice. The authors see a necessity for an 
assorted and explicit toolkit of introductory practices and principles to help 
organisations embrace change. They will further investigate this subject to extend this 
toolkit. Contributions from other practitioners are welcome. 

This work has been financially supported by the Ministry of Science and Higher 
Education, as a research grant 3 T11C 061 30 (years 2006-2007). 
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Abstract. Agile methods are finding their way into industry, and also
into tertiary education. Approaches on tertiary capstone project are
being presented, and questioned, if they provide a supportive learning
environment. In this paper, an industrial strength holding, conceptual
framework for realizing an agile grounded software project course in aca-
demic environment is described and rationalized by pedagogical aspects.

1 Environment-Driven Roles, Goals, and Practices

Environment for a capstone project should be as realistic as possible. Real
customer is a demand, and at least a nominal price has to be set for the project.
Real customer allows to learn to manage real-life uncertainties, see [2], [1]. In
[2] it is also noted that students familiar with real-life problems are preferen-
tially sought by industry. Collaboration with real customers implies that certain
facilities are required from physical environment, for example, mechanisms for
handling the customer data safely. A capstone project carried out in academic
environment is surrounded by lecture-like and research-like conventions in which
the practices and context can have a minor role. This does not work when the
aim is to produce software for real customer. Time-to-deliver can be derived from
academic conventions. Only acceptable finish line, when using a firm project
price, is when a semester ends. Fixed time budget is suggested in [4] to provide
a good learning environment allowing the prioritization of quality. In real cus-
tomer environment it also forces to recognize the essential activities in ongoing
development work. Studentship related issues are knowledge, skills, and attitude
of the students themselves. Project course may by students’ first experience on
a realistic SW project. Group cannot build up their ways of living on previous
manners. Work hours spent just for the academic credits may cause a problem
of motivation. Despite the earlier studies the skill level may vary a lot within
the group whose members don’t even know each other when the project starts.
The type of customer, and the depth of the customer’s involvement are observ-
able project specific features. Application domain of customer’s business, and
his experience as a software customer are referred here as customer’s type. Also,
application domain (subject) of a single project may imply particular activities.
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Roles. In Fixed Time Real Customer (FTRC) environment supervisor’s neces-
sary role is a supportive coach. Interestingly, supportive and collaborative ac-
tivities (active participation, effective use of examples, collaborative problem
solving, effective use of feedback, and motivational components) underline mod-
ern view of creating deep and durable learning as a teacher [3]. Critical issues
has to be recognized and interfered by the supervisor, correspondingly stated in
[7]. In less critical issues the team’s internal cycle of learning has to be allowed.
A major risk is to have too much dependence on the tutor [9]. In FTRC envi-
ronment supervisor has to sometimes take the role of making the first move. In
socio-constructivism this refers to scaffolding. According to pedagogical inter-
pretation of scaffolding initial tasks are supported assuming decreasing need for
the support later on, see [9]. Notice that projects following one another accu-
mulates supervisors’ understanding of meta-processes within the environment.
It is also a necessity to recognize the wider context of the capstone project.
Adaptive improvement of pedagogical skills (reflection consisting of students’
and customer’s feedback, analysis of successful actions, and identifying the open
questions) and continuous but critical studying of the state of the art are sources
for modifications. Moving between scientific and practical aspects is necessary
resulting to reaction skills during the particular projects. In customer’s role the
key issues are that resources have to be allocated and the risk-like challenges of
the student environment accepted. Customer may not recognize the properties
of the capstone project. Supervisor (coach) can help customer to adapt optimal
role leading to the most beneficial results also from customer’s point of view.
In addition to students’ developer roles, FTRC environment requires a role for
managing the customer interface. Description and organization of these student
roles are left in future work.

Goals. Increase in occupational identity is set as the main higher level educa-
tional objective for the students. On the other hand, understanding of the process
model is a more concrete high level item providing a context to particular activ-
ities. Assuming that students have had possibility to familiarize themselves with
the individual activities of software development (preceding studies), they now
concentrate on internalizing the role of the tasks in the process. Correspondingly,
one can talk about situated learning. According to Lave and Wenger learning
is an integral constituent of social practice [8]. They have further specified the
concept of legitimate peripheral participation. In capstone project, the ”periph-
eral” could be related to the fact that students are still learners, not profession-
als. Thus, despite the affect of authentic environment (use of real customers)
on learners, the context is also an academic course. Supervisor’s goal is to in-
crease the competence in both the personal and organizational level. Complex
connections between the environment and the development methods, and also
the connections between the pedagogical methods and particular instances of
student groups are learned. From customer’s point of view, novel methods and
practices are delivered to customers, and in some cases, these indirectly improve
the customers business activities. To another direction, students and university
learn from the customer’s activities and skills of reaction. Thus, the use of real
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customers establishes a channel between the university and the industry, which
is an organizational goal.

Practices. Presented studentship related environmental features can be inter-
preted as risks, which are now connected to particular practices. Inexperience
requires open, immediate, and voluminous communication: supervisor helps the
students understand the necessity of communication. Short iterations compen-
sate the inexperience by allowing the use of acquired knowledge during the
project: benefits and requirements (e.g. customers involvement and available
resources) of short iterations has to be discussed together with the stakeholders.
Lacking operational model, which has to be rapidly adopted, is a challenge
for a novel team (despite the former experiences on SW projects). Again, short
iterations force the team to live through the development cycle in early stage of
the process. Explicit recognition and agreement on the practices are necessary.
The aiding role of the supervisor is emphasized in the beginning of the project
to ensure that the team internalizes and applies crucial practices such as plan-
ning in customer meetings. Group of strangers has to be provided specific
tasks that force them to communicate, and hence, ease the group members to
become acquainted with each other. These tasks include the role differentiation
and the selection of team leader, for example. Coaching is needed to launch and
track theses activities. Joint facilities, such as rooms reserved for each group, are
environmental features that compel interaction. Varying skill level is com-
pensated by providing personal coaching. Coach has to encourage the team to
work together, pair programming being one solution. Team-wise communication
of problems, and the selection of roles has to be emphasized. Coach has to state
these instructions aloud. Motivation argues for the the short iterations. It is
achieved by completing a piece of concrete software in early stage of the process
and obtaining customer feedback of it. Short iterations and coaching, by say-
ing also the positive progress aloud, increase the motivation. Thus, examination
of the environment proposed the most valuable practices: coaching, communi-
cation, and short iterations. When a student begins the capstone project, an
extensive cognitive load is obvious. Short iterations have to be applied also to
the learning phase in the beginning of the project. In FTRC capstone project
black-box time spans lasting over two weeks are too risky. In the beginning of
the project (learning phase) even one-week iterations can be applied. Coaching
in turn has to be offered before each activity, proceeding has to be tracked, and
repetition applied when necessary. Intensive coaching is required at project’s
set-up phase. Such coaching enables the operation in FTRC environment, and
also the course review becomes more fair. If students are supervised and asked to
improve particular activities, they become aware of the need (and have a chance)
to reflect and enhance their process.

2 Power of Recognition: Pedagogical Rationale

As the result, power-of-recognition hypothesis is defined as follows: software can
be delivered for real customers within the fixed-time in the context of capstone
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project, if the students’ recognition of environment and project specific features
are supported when specifying the method and activities to be applied, and within
such framework short iterations, voluminous face to face communication, and
coaching make operation possible, reducing the effects of described risks.

To reason the framework it is connected to a pedagogical paradigm. The socio-
constructivism is in agreement with the roles, goals, and practices described.
According to [5] it implies that learners are encouraged to: 1. Construct their
own knowledge instead of copying it from authority, be it a book or teacher.
⇒ Lecture-like authority has to be avoided. Team-wise and personal coaching
has to be utilized. 2. Construct the knowledge in real situations instead of de-
contextualized. ⇒ The use of fundamental software engineering text books has
to be critical, because in such references the context is often abstracted out.
Development method has to be determined according to environmental features
(context). 3. Construct the knowledge together with others instead of on their
own. ⇒ Shared recognition via communication is necessary.

Socio-constructivism seems to support the concept of recognition. It has to be
avoided that students would act as copiers without internalization of their oper-
ation. This is an important guideline for project course in FTRC environment.
The paradigm seems to fit also in the values of agile. More detailed theoretic
study focusing on this relation is required. This paper discloses that some of
XP’s proposals have emerged earlier within the different disciplines (learning,
learning theories). The multiple discoveries are inevitable in science [6], and in
this particular case the existing learning theories may offer rationale for agile.
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Abstract. Agile methods focus on customer satisfaction and delivering business 
value early, however if flexibility and adaptability are not managed during the 
development project, agile methods could not assure achieving the overall 
business expectations. Customers require risk visibility over the main aspects 
that define its expectations: functionality (scope), budget, time-to-market, and 
product quality. These risks must be controlled and monitored during the 
project in order to introduce mitigation actions if needed. In this article, we 
propose an agile commitments framework based on the definition and follow-
up of commitments between customer and developer. This framework aims to 
improving risk management by enhancing business expectation risk visibility, 
and also providing a negotiation baseline between customers and developers.  

Keywords: Agile development, commitment management, risk management. 

1   Introduction 

Software is a strategic element to support the business process within organizations, 
thus software alignment to business goals is an important aspect to be managed. 
Customer business expectations lead to the development of software, and those 
expectations are defined at the beginning by the customer in terms of: functionality 
(scope), time-to-market, budget, and product quality. Those are the aspects the 
customer is interested in and if some of those items are missing during the project it 
will cause an unsuccessful project. Flexibility and adaptability are some of the main 
advantages claimed by agile methods to produce high quality software, however if 
flexibility and adaptability are not managed during the project, the agile methods 
could not assure the achievement of all business expectations. Therefore, it is 
necessary to introduce a risk based approach in order to improve risk management in 
an agile project.  

With the purpose of supporting this risk factor in agile methods, we have defined 
an approach and a process framework oriented to complement the agile methods with 
commitment management. We have named this approach “Agile Commitments”, 
which finally will provide risk visibility and control to the customer during the whole 
project. Also, commitment management will provide a baseline for contract 
negotiation between customer and developers. 
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We can mention some related work oriented to defining business goals for the 
project, and to establish the relationship between customer and developers: Agile 
Contracts [1] [3], Agile Procurement [4], and Risk-Driven Method for XP Release 
Planning [7]. 

2   Commitment Management for Agile Methods 

Commitment management is an approach that uses commitments between customer 
and developers to define a list of agreements as baseline for the project, with the goal 
of mitigating the risk of losing sight of the original project motivations [2]. The 
commitment specification defines all agreements and a common view of the project 
among stakeholders. Commitment management is the specification, formalization, 
and follow-up of commitments during the whole project, with the purpose of aligning 
the final product with the business strategy and goals that motivate the software 
project. The term commitment is used to refer to goals, forms of cooperation, 
responsibilities, decisions, and so on, that stakeholders agree upon in a project; 
commitments scope may include all critical aspects in the project.  

The commitment management process has been characterized in the following 
process areas [2]: 

• Business motivation. Why is the Project being developed? 
• Project goals definition. What is delivered and accomplished, when and for 

how much? 
• Process specification. How is the Project developed? 
• Risk management. What are the risks and what do we do? 

3    Agile Commitments Framework 

The specific objectives of this process framework are to:  

• Define and specify the commitments between participants. 
• Define and agree on the underlying motivations. 
• Manage and control the agreed-upon commitments during the whole project. 
• Improve risk management through risk visibility on the business expectation 

elements: functionality (scope), quality, budget, and time-to-market. 
• Provide a negotiation baseline for customer and developers. 

The agile commitments framework is made up of two components: a conceptual 
schema framework, which is the conceptual definition of the framework, and 
describes how the framework is structured; and an instantiation guideline for 
project level, which is a guide to be used by managers in order to implement the agile 
commitments in a particular project [8].  

The framework is divided in 4 process areas, and each one divided in specific goals 
(see Table 1). 
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Table 1. Conceptual Schema Framework 

Process Areas Specifics Goals 

Strategic directions and intentions 

Business goals 

Business 
Motivation 

Time-to-market 
Deliverables and Iterations (value added) 

Schedule and times 
Cost and budget 

Project Goal 

Quality 
Project management 

Agile process definition (standard or 
framework) 
Conflict resolution procedures 

Agile Process 
Specification 

Change control procedures 
Shared assumptions for the project 

Risk analysis and identification 
Scope of risk management 
Accepted risks 

Project Risk 
Management 

Risk responsibility assignment 

4   Achieving Continuous Risk Visibility During the Project 

The monitoring of the commitment management framework must be oriented to 
measuring risk in a qualitative approach; thus, the main problem is to decide which 
risk metrics should be gathered during the project. For the agile framework, the 
different phases to assess risk and thus produce the risk visibility are: 

• Initial Scenario: At the start of the project, all business value goals 
(functionality, time-to-market, budget, and quality) must be established in terms 
of qualitative metrics, as well as potential losses incurred if a business value goal 
is not met. 

• Current Risk: The perceived risk at the moment of the measure; it is a 
subjective assessment. It can be measured using the perceived probability, and it 
must be measured along the whole project execution. 

• Risk Incurred: The probability of failure that the project faced but eventually 
avoided. Therefore, the problems did not occur because the mitigation efforts 
worked. 

• Final Scenario: At the end of the project, it is possible to compare the initial 
business goals taken in the “Initial Scenario” with the final values obtained for 
business goals (functionality, time-to-market, budget, and quality). 

At the end of each project, two important metrics can be collected: the total risk 
incurred during the project for the business goals fulfillment, and the variation in the 
final results obtained for the business goals according to the customer evaluation.  
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5   Case Studies: Results Using the Agile Commitments Framework 

The framework has been evaluated through a number of case studies [8] that allowed 
us to receive feedback from the customer side on two evaluation levels: 1) the 
conceptual level, where the framework has been assessed by IT professionals 
considered as experts in the area because of their expertise in project management; 
and 2) the project level, where the framework has been instantiated and used in real 
projects during the full life cycle of a number of academic projects as well as an 
industry project. 

6   Conclusions 

Agile methods can be aligned to business goals using commitments management as a 
complementary activity, to mitigate risk to business value expectations. In this article, 
we have defined an approach that can be used regardless the agile method 
implemented in the organization. The proposed solution corresponds to the integration 
between an agile method and a commitment management technique. Commitment 
management does not modify the essence of an agile method, commitment 
management only supports it with complementary practices, and we see at least four 
benefits from using the proposed agile commitments framework: 1) the agile 
commitments framework is well-defined and generalized for any agile method; 2) the 
framework provides a negotiation baseline for customers and developers, as an 
effective and agile alternative to contracts; 3) the framework improves risk 
management through risk visibility on the business expectation elements: 
functionality (scope), quality, budget, and time-to-market; and 4) the framework 
provides a risk-driven decision support tool to the customer during the whole 
development process. 
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Abstract. The current agile software development methods do not seem to 
address usability and interaction design issues enough, i.e., the interaction 
design process may remain implicit. However, few studies with positive results 
have been conducted concerning integrating explicit interaction design process 
into agile software development. In this study, the interaction design process of 
Mobile-DTM is extended with the personas approach. Empirical evaluation of 
the resulting model is performed in a case project. The results provide view 
points for both industrial and scientific purposes on the applications of 
interaction design activities in different stages of agile development process. 

Keywords: Agile Software Development, Interaction Design, Goal-Directed 
Design, Personas, Mobile-D. 

1   Introduction 

According to Constantine [1], no usability communities were invited to the formation 
of Agile Alliance [2] . Thereupon, Kane [3] has pointed out that the Agile Alliance 
web-site does not have an article category for usability or interaction design. 
Nowadays, however, the web-site has a category addressed to usability, which 
contains twelve articles [2]. This indicates the growing interest on usability in agile 
software development (ASD). The roles of usability engineering and interaction 
design process among ASD methods vary. In Extreme Programming (XP) [4], 
customers are equated to users and their opinions are valued during planning and 
release days. In Feature-Driven Development [5], well-formed user documentation 
and extensive on-line help are a part of its usability engineering. In Crystal 
Methodologies [6], an explicit interaction design process is defined. Nonetheless, this 
indicates that an interaction design process can be integrated in ASD. 

One way to perform interaction design is to utilize personas [7]. Persona is a 
representation of a hypothetical user, the intended end-user which is constructed by 
performing research, e.g., interviews, observations or market research. The personas 
and their goals form the basis of the design. Although Cooper [7] and Beck [4] have 
discussed the relationship of XP and Personas and disagreed [8], Beck have said that 
interaction designers can use personas to support the interaction design process. In 
this study, the interaction design process of Mobile-DTM (Mobile-D) [9] of which 
practices are based on XP, is extended with personas. A model is constructed by 
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analyzing the contradictions between the principles of the personas and the agile 
software development. The constructed model is evaluated in one case project.  

2   Research Design 

The research approach of this study is qualitative. The author participated in the build, 
implementation and evaluation of the model and acted as a participant-observer in the 
project. The data was collected and analyzed throughout the project. None of the 
participants had earlier experience on the personas. After the project four face-to-face 
interviews were conducted in order to elicit the developers’ persona experiences.  

The aim was to integrate an explicit interaction design process into ASD. As a 
result, a model was constructed according to current knowledge in which the 
interaction design process of Mobile-D was extended. One starting point of the model 
was to compare agile principles and personas/usability principles. The summary of 
the contradicting (C) principles and imprecise (I) principles can be seen in Table 1. 
The differences between principles are categorized as follows: none = nothing; minor 
= consideration; medium = pay attention to; major = must be paid attention to. 

Table 1. Differences of the ASD and personas principles 

ASD Personas Difference/ ID 
Welcome changing 
requirements… 

One set of requirements per one project. major (C1) 

Deliver working software 
frequently... 

One delivery. major (C2) 

Simplicity is essential. Extensive design up front. major (C3) 
Our highest priority is to satisfy 
the customer... 
Working software is the 
primary… 
Continuous attention to 
technical excellence… 

Design process iterative, but 
implementation process not iterative. 
User satisfaction is the primary focus. 
Working software is a part of using 
experience. 
Design is referred to as interaction design. 

medium (C4) 
 
minor (I1) 
 
none (I2) 

3   The Model 

The integration of personas method and Mobile-D process is illustrated in Figure 1.  
The build and evaluation of the model was based on two criteria: process and 

usage. Process criteria include the applicability of the proposed model to the used 
process, i.e., Mobile-D. Figure 1 illustrates how the different stages of the Mobile-D 
were affected by the adoption of personas. The usage criteria evaluate the satisfaction 
and awareness of the developers. Satisfaction represents the developers’ view on the 
benefits and problems of applying persona while Awareness reveals how well the 
developers were aware that the personas exist (e.g., personas and their overall usage). 
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Fig. 1. The integration model of Mobile-D process [9] and Personas [7] 

In Table 2, the summary of the empirical findings based on the interviews and 
participant-observation are identified and aligned with the phases of Mobile-D. 

Table 2. Summary of empirical findings 

Category Criteria Finding 
Mobile-D 
Process 

Explore Phase - In the case project, a calendar month was not enough to perform 
extensive research and modeling of the personas. 

- Every negligent matter performed in the explore phase can affect 
the whole project. 

 Planning Day - The overall target must be set, so that the whole project serves one 
goal. Iterations are only to refine the product. 

- The framework definition must be performed carefully to prevent 
extra work which can cause changes to the interface.   

 Working Day - The developers must be reminded that personas exist. The posters 
on the wall are an adequate reminder, but when time passes by the 
personas can be forgotten and therefore interaction design can be 
misleading. 

 Release Day 
 
 
 
 
Other Issues 

- The customers should be familiarized (the customer establishment 
in the set-up phase) with the personas, because otherwise their 
opinions concerning the end-user’s needs interfere with the 
personas’ goals. 

- The customers were not comfortable adopting roles of the 
personas: an end-user representative is recommended. 

- Because scenarios were not constructed, decisions on interaction 
design were difficult to conduct.  

Usage Satisfaction 
 
Awareness 

- Personas provide a clear target to focus on. 
- At first, personas might be a peculiar way to approach designing.  
- The goals seemed to be more important than the persona’s name as 

proposed in the literature.  
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4   Conclusions 

This case study focused on the role of usability and extending the interaction design 
process in agile software development, namely in Mobile-D method. As a result, the 
interaction design process of Mobile-D was extended with personas activities 
affecting the explore phase, planning, working and release days. The explore phase 
was found to be a crucial phase of the project due to its affection to the whole project. 
Facilitating the customer establishment in the set-up phase should familiarize the 
customers with the existing personas. In the first planning day, design target, primary 
persona, is defined. Furthermore, the framework of the interaction design is to be 
defined in the first planning in order to avoid extra work in the later iterations. 
Thereafter, the developers can focus on a certain user interface. During the working 
days the personas were placed on the wall to create awareness. The release days were 
not successful with customers who were not familiar with the personas. The 
developers considered personas as a communicative tool. The personas’ overall goals 
were more significant over the personas’ names. 
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Abstract. This paper highlights the important aspect of IT governance, with the 
objective of defining an unaddressed aspect of agile governance, by the 
application of an iterative, inductive, instantaneous analysis and emergent 
interpretation of appropriate data-grounded conceptual categories of IT 
governance. An effective agile governance approach will facilitate the 
achievement of desired discipline, rationale, business value, improved 
performance, monitoring, as well as control of large agile software development 
environments by aligning business goals and agile software development goals.  
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Value. 

1   Introduction 

IT governance provides a mechanism for a strategic IT-business alignment to acquire 
maximum business value delivered by the consumption of IT resources. With the 
increasing and widescale acceptance of IT products and services in various sectors, 
the importance of IT governance has been realized. It has been reported that an IT 
organization’s turnover and performance are directly influenced by IT governance 
practices [16], [19].  It has also been reported that a better IT governance mechanism 
can earn 20% higher return on assets than an organization with average governance 
[17]. However, it has been noticed that IT governance has not been discussed in the 
context of agile software development to any great extent. This paper is an attempt to 
draw attention to the emerging concept of IT governance by testing this hypothesis: 
“Although IT governance or agile governance sounds bureaucratic, nevertheless, an 
integrated agile governance approach in the context of agile software development 
will bring in sufficient control, discipline and rationale to scale up agile software 
development methods for large and complex projects”. 

This paper has been structured as follows. First, it presents the summary of the 
systematic review and analysis of IT governance to identity the related key concepts. 
Second, it discusses IT governance in agile environments and proposes a definition of 
agile governance within a basic agile governance model. Finally, it concludes with a 
discussion of options for future research. 
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2   IT Governance: A Systematic Review and Analysis 

We have analysed the most up-to-date and comprehensive definitions of IT 
governance, frameworks, models [1], [5], [8], [9], [10], [13], standards, industry 
reports [2], [3], [4], [6], [7], [11], [12], [14], [15], [17], [18], a survey, interviews and 
a focus group feedback, in an attempt to determine the key aspects and importance of 
IT governance.  It has been learnt from the analysis that most of these frameworks are 
overly bureaucratic (for example COBIT and ITIL) and labour-intensive and, 
therefore, cannot be applied immediately to agile environments. According to our 
survey and focus group feedback, 77% (27+38+12) of research participants (Figure 1) 
reported  that with the element of governance, agile methods could be scaled up for 
large and complex projects. However, 15% of participants thought that governance in 
an agile environment may give rise to bureaucracy, which may create hurdles on the 
way to become truly agile. The key distilled concepts of IT governance are 
summarized in Table 1. 

Table 1. Categorization of IT governance key concepts 

IT Governance Frameworks Key Concepts of IT Governance 
 

Control Objectives for 
Information and related 
Technology (COBIT) 

Performance management 
Critical success factors (processes) 
Capability maturity models 

IT Audit Technology risks, capacity, security, scalability and 
stability issues 
Human resource (expertise) 
Project management, change management, IT policies, 
procedures, software licences and performance 
management 

Six Sigma Measure, control and improve performance 
Metrics and measures for staff, product requirements, 
design and continuous improvement 

Application Service Library 
(ASL) 

Functional, technical and application controls 

Information Technology 
Infrastructure Library (ITIL)  

Disciplined practices for service delivery and service 
management 

Projects IN Control 
Environments (PRINCE) 

Project organization, management and control practices 

 

27%

38%

12%

8%

15% Highly Recommended

Recommended

Minimal Recommended

Neutral

Not Recommended

 

Fig. 1. Importance of IT governance in large agile software development projects  
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3   Agile Governance 

We may define (in the light of the above analysis and discussion) integrated agile 
governance as:  

“an integrated agile governance involves lightweight, collaborative, communication-
oriented, economical and evolving effective accountability framework, controls, 
processes, structures to maximize agile business value, by the strategic alignment of 
business-agile goals, performance and risk management”.  

In the light of the above analysis and proposed definition of agile governance, we 
have developed a simple agile governance model that is called an agile responsibility, 
accountability and business value governance model (Figure 2). According to this 
model, the customer is responsible and accountable for providing the product features, 
executive management is responsible and accountable for agile asset prioritization 
and procurement, executive management and agile managers are responsible and 
accountable for the selection of agile principles and agile infrastructure, empowered 
agile managers and agile teams are responsible and accountable for the selection of 
the agile software development methodology. Agile teams (empowered) are 
responsible and accountable for the selection or adoption of specific agile process 
fragments for agile development. Agile managers and agile teams are responsible and 
accountable for the delivery of a valuable quality product to the customer. In 
summary, agile software development proceeds with the factors of responsibility and 
accountability to achieve a desired business value (Figure 2).  This model is a “shared 
guiding vision” for agilists and will iteratively be assessed and refined with the 
collaboration of agile stakeholders in agile software development arrangements.  

   (Cooperative Governance) 

Agile Stakeholders
Agile teams 
Agile managers 
Executive Management 
Customer Responsibility

Accountability
Business 
Value

Integrated Agile Governance monitor, control, 
performance and 
risk management

 

Fig. 2. Agile responsibility, accountability and business value governance model 

4   Conclusion 

Here, we have highlighted and explained the essential properties of an integrated agile 
governance and proposed a simple agile governance model. The purpose of this effort 
is to uncover the potential and important elements of governance for the agile 
transition from small-medium scale to large and complex scale. We have stressed the 
issue of maximizing the business value (return on investments) by focusing on 
decision making, accountability and assessment frameworks for performance and risk 
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management in the context of agile environments. In future, more research is required 
towards the construction of detailed agile governance frameworks, processes and 
structure to support large agile environments. 
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Abstract. The development of new products requires the generation
of one or more novel and useful ideas, suitable to implementation in
practice. In our research, the agile method eXtreme Programming (XP) is
analyzed, evaluated and enhanced from the perspective of the creativity.
We believe that a better understanding of concepts related to creative
teams (structure, performance and purposes) offers important insights
about the use of agile methods in general and XP in particular.

Software engineering is a knowledge intensive process that includes human and
social factors in all phases: eliciting requirements, design, construction, testing,
implementation, maintenance and project management [4]. No worker of a de-
velopment project possess all the knowledge required for fulfilling all activities.
This underlies the need for communication, collaboration and knowledge sharing
support to share domain expertise between the customer and the development
team. Since human creativity can be thought as the source to resolve complex
problems or create innovative products, one possibility to improve the software
development process is to design a process which can stimulate the creativity
of developers. There are few studies reported on the importance of creativity in
software development. In management and business, researchers have done much
work about creativity and obtained evidence that the employees who had appro-
priate creativity characteristics, were able to work on complex, challenging jobs,
and supervised in a supportive, noncontrolling fashion, produced more creative
work. In a few publications the importance of creativity has been investigated
in all the phases of software development process [2,3] and mostly focused on
the requirements engineering [9,6,7]. Nevertheless, the use of techniques to fos-
ter creativity in requirements engineering is still shortly investigated. It is not
surprising that the role of communication and interaction is central in many of
the creativity techniques. Some creativity techniques have been applied in an
attempt to bring more creativity to requirements elicitation [7]. However, in re-
quirements engineering the answers do not arrive by themselves, it is necessary
to ask, observe, discover and increasingly create requirements. If the goal is to
build competitive and imaginative products, we must integrate the creativity as
a part of the requirements process. Indeed, the importance of creative thinking
is expected to increase over the next decade [5]. In [9,8] an interesting open ques-
tion is formulated: Is inventing part of the requirements activity? Requirements
analysts are ideally placed to innovate. They understand the business problem,
have updated knowledge of the technology, will be blamed if the new product
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does not please the customer and know if inventions are appropriate to the work
being studied. In short, requirements analysts are the people whose skills and
position allows, indeed encourages, creativity. In [1] the author, a leading author-
ity on cognitive creativity, identifies basic types of creative processes: exploratory
creativity explores a possible solution space and discovers new ideas, combinato-
rial creativity combines two or more ideas that already exist to create new ideas,
and transformational creativity changes the solution space to make impossible
things possible. Then, most Requirements Engineering activities are exploratory,
acquiring and discovering requirements and knowledge about the problem do-
main. And the Requirements Engineering practitioners have explicitly focused
on combinatorial and transformational creativity. The agile principles and values
have realized the importance collaboration and interaction in the software devel-
opment and, by other hand, creative work commonly involves collaboration in
some form and it can be understood as an interaction between an individual and
a sociocultural context, the study of the potential of concepts and techniques to
foster creativity in software engineering is a very interesting issue [3]. The XP
methodology includes implicitly diverse central aspects of team work creativity,
but we believe that it can be improved from a creativity perspective. In our
work, we are trying to answer the following questions:

– related to the structure of the team. What roles (or their functionality) of a
creative team are included (or should be included) in the XP team?

– related to the performance and purposes of the team. Is a goal of the XP
team to generate novelty ideas?; is the performance (operating) of a XP team
equivalent to the creative process (divergent thinking/convergent thinking)?
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Prior to the turn of the century, long-standing approaches to software development 
(see, for example, [1], [2], [3]) provided the models and process heuristics for devel-
oping software in industry, but since the late 1990s, these traditional approaches have 
been challenged by agile methods. But why do practitioners choose to adopt agile ap-
proaches, especially given the dearth of any hard empirical evidence as to its efficacy 
in specific contexts? [4] 

The rapid uptake of agile methods seems somewhat akin to the spread of Software 
Process Improvement (SPI) through the software engineering industry in the 1990s, in 
that the latter was rapid, attracted a great deal of attention and took place within a 
context in which little hard empirical evidence had been amassed, published, aggre-
gated or analyzed.  In the absence of this evidence, organisations adopted an SPI pro-
gramme for a variety of reasons, for example, because their customer mandated it or 
because they wanted to ‘jump on the bandwagon’ (see, for example, [5]). Informal in-
fluences through peer networks and colleagues appear to have been more influential 
than any other persuasion mechanisms (see, for example, [6] and [7]).  

Despite the efforts of empirical software engineers, there is concern [8] in the field 
of empirical software engineering that the evidence produced by empirical software 
engineers is having little impact on practice. The reasons for this are speculative and 
attempts to understand this shortfall have resulted in empirical software engineers 
questioning why investigations have little influence on practice. Possible reasons are 
that empirical software engineers are not looking at those aspects of software engi-
neering that are of interest to practitioners, that results of investigations are not com-
municated suitably to practitioners, and the type of evidence produced by empirical 
software engineers is not persuasive to practitioners. 

In order to influence practice, empirical software engineers need to understand the 
decision processes within practice and the type of evidence practitioners’ draw upon 
and accept. The rise in popularity of agile methods in the software development 
community is an attractive case in point. Agile methods have emerged entirely within 
the practitioner community, and the adoption of agile methods by organisations has 
not been as a result of weighing evidence of the type produced by empirical software 
engineers because, until recently, there hasn’t been any.  

Given these viewpoints, my research seeks to ask: 

• What are the factors that influence organisations to adopt agile methods?  
• What are the sources and types of evidence that practitioners use in order to 

decide whether or not to adopt agile methods? 
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• How does the adoption of agile methods compare with established models of 
adoption and diffusion (for example, [9])?  

From initial investigations [8] and reviewing the state-of-the-art, it is apparent that 
most of literature concerning agile methods is strongly subjective, that is, most of the 
evidence supporting agile methods consists mainly of claims and assertions based 
upon anecdotal evidence from proponents of agile methods. This point, coupled with 
the fact that there is not much hard evidence from empirical or academic literature re-
garding agile methods, raises questions as to why organisations adopt agile methods. 
Nonetheless, the increasing number of reports emerging from organisations adopting 
agile approaches suggests that agile methods continue to gain popularity and sustain a 
steady rate of diffusion within the practitioner community despite the dearth of hard 
evidence. It is this phenomenon that my research wishes to explore.  
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1   Research Questions 

Since Agile methods were presented in the 90s, many papers, articles and books have 
been published about Agile. However, little work focuses on Agile Software Quality. 
Therefore, the main goal of the PhD is to study the quality of Agile projects. 

We are trying to answer the following research questions:  

1. What is the quality of Agile Software, importantly, how we can evaluate the quality 
of Agile Software?  

2. Can Agile assure the quality under time pressure and with unstable requirements? 
3. What are the best ways to assure the quality of Agile Software? 
4. Different organizations interpret words like Agile and iterative in different ways. 

Therefore, another question is how do organizations understand these terms? 

In order to answer these questions we decided to investigate further Agile Software 
Assurance, in order to give a clear understanding of the topic, and furthermore, to 
help people and organizations who work with Agile to produce high quality software. 

2   Related Work and Current Solutions 

There have been many initiatives relating Agile with quality standards such as CMMI 
and ISO 9000. Although the results of these initiatives vary, they all shared the same 
idea of modifying Agile methods in order to be accepted from the standards point of 
view [1, 2, 3, 5]. 

An interesting point is whether we really need to modify the method in order to 
achieve the standards. Instead, why not create a standard which can be suitable for the 
new methodology. The main reason for introducing CMMI was to modify CMM to be 
more suitable for modern iterative development, interestingly, because few of the 
modern principles are in conflict with CMM key process areas [4]. 

3   Research Approach and Current State 

Interviews and questionnaires constitute the appropriate qualitative and quantitative 
research methods to collect as much data as possible about Agile in practice. We have 
started with developing two questionnaires. The first one will be to understand what 
organizations mean by the term “Agile”, and how Agile they are. Then the second 
questionnaire will be to find out how organizations assure the quality of Agile 
software products, and what are the reasons behind their success. 
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As a start, the questionnaires will be conducted on 10 Agile projects that use Agile 
in different percentage. In the next stage the questionnaires will be improved and the 
range of the organizations will be broader. 

We have started interviewing people from two organizations and half of dozen 
individuals who had experience with Agile projects. The interviewees are involved in 
different roles within the organizations: project managers, developers, testers, 
architects, and domain experts. The projects were chosen from a range of software 
development organizations in the UK (where uptake of Agile methods has been 
slower than in the US). The projects are of different sizes, from a variety of 
application domains, mainly middleware, web services, electronic design automation, 
and banking management systems. Our initial findings showed that the final products 
had different levels of quality. In addition, organizations use different Agile practices 
to assure the quality: testing, re-factoring, pair programming, recruiting skilled 
people, and continuous communication with the customer. Importantly, those 
organizations have different understanding of Agility, and probably this is one of the 
important reasons behind having “Agile” software with different levels of quality. 

The next step will be to analyze the collected data, in order to understand how 
people used Agile. Furthermore to find out how this usage affects the quality of the 
final products. The final step will be to bring all the findings together and inform the 
model which will describe how to improve the quality of Agile projects. 

4   Significance of the Research 

This research will help software development organizations to have deeper 
understanding of Agile Methods, principles and practices. Moreover, identifying 
critical links between conditions of success and reasons of failure to achieve high 
quality Agile software could be a potential research finding. Furthermore, this 
research will help to evaluate the quality of Agile projects. 

From this point of view having a successful quality assurance model for Agile 
projects will increase the successful use of Agile in both industry and academia. 
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Abstract. This experience report talks about applying agile tools, namely, user 
stories and acceptance tests, to resolve problems in offshore software 
development. These tools help to formulate and to better understand results and 
goals of projects, and to avoid miscommunications about expectations. The 
report shows the importance of discussing technical project limitations.  

Keywords: offshore development, user stories, acceptance tests, collaboration 
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1   Project Background 

In March 2006, our team was asked to help another team of developers to make a part 
of functionality for their project. The project was about a web site where visitors, that 
is, guests and registered users, can perform complex calculations. Having this general 
understanding of the project and a small task to do, our team started working on  
the task. 

2   The Development Story 

The small task we were assigned was completed pretty fast. QA has verified the part 
we developed as a separate piece of the project against created requirements. As the 
next step, the customer asked our team to make the code integration in spite of the 
fact that the second team knew the application code better than we did. The code 
integration contained lots of detailed, line-by-line programming work as we were not 
given access to the code repository of the second team. When we showed results to 
the customer, he was very angry, as his expectations were not fulfilled at all. He 
reported new issues again, and again. Making fix in one place introduced bugs in five 
other places. We were charged with all of the issues, as we did the code integration. 
Developers and the QA team were blamed for creating and missing bugs. Customer 
was blamed by the team for “inventing” new issues and features. For the project 
success it was necessary to have the customer and the team on the same side. And we 
had one great advantage, namely, the customer was really interested in the project. He 
was willing to communicate and to work with the team.  
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As a start, we decided to be extremely open with the customer. We explained to 
him everything that we thought and knew about the project. At an online conference, 
we convinced him that we needed to discuss and to describe, step by step, every part 
of the project. We suggested a redesign of the project architecture and defining the 
requirements set in a parallel. To begin, the customer created a short high level 
description of the overall system, which was going to be a frame for the full 
description. A project manager or a QA member took each small part of the 
functionality, gave it a name, and described it with acceptance tests. All this data were 
put into TWiki for the customer review. Every unclear place or emerged question was 
reported as an open issue via the bug tracking tool Mantis, and then assigned to the 
customer. Almost every day the customer reviewed assigned issues and 
communicated them with the manager. In addition he inspected new stories 
acceptance tests in TWiki, and reported any unclear or incorrect places in Mantis. 
This work went on in advance of the development work, so that developers had a 
clear vision of what to do next. 

This stage took us about two months. But this was not the end of the journey! At 
the point when most of the acceptance tests passed, the customer told us that he could 
not accept the work: its performance was much slower than the original application’s.  

The new customer request could be satisfied by significant code changes. We 
realized it was a big mistake not to ask the customer about technical requirements. 
What to do? We decided to rely on the old approach: to treat the performance request 
as a new set of user stories and to develop, with the customer, the set of acceptance 
tests. Now they were about the loading speed. This work has taken almost two months 
to complete. Finally, the project was ready for beta release. 

From the start to the beta release, the project took about six months, which is four 
times shorter than the development that took place before our team got involved. 
Currently the project is open to a group of beta users, and we are waiting for the 
usability feedback by the customer. 

3   Conclusions 

We came a long way from the point when everything seemed to fail to the successful 
project beta release. The first conclusion: be extremely open with customers and try 
making customers a part of the team. It is especially important if you work in an 
offshore team: encourage customers to work with you as much as possible. Next, 
document all of the details you discuss with customers in user stories and acceptance 
tests. They will be core parts of the project artifacts: developers will know what to do, 
and QA and customers will be able to validate that everything works as expected. It is 
important to remind yourself that user stories, along with acceptance tests, as well as 
the project code, evolve throughout the project lifecycle. And finally, don’t forget to 
discuss the quality of service requirements with the customer at early stages. The 
standard approach used for business requirements – user stories and acceptance tests – 
can be applied to handle technical requirements.  
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Abstract. From July 2005 to August 2006, a bioinformatics project experienced 
a substantial transformation by adopting Scrum and some XP practices. The 
paper reveals project risks, previous challenges faced by the team and results 
from this one-year exploratory case study. The paper presents a discussion of 
the lessons learned from the perspective of both the project manager and the on-
site agile advisor, and recommendations on speeding up the adoption process 
for other projects.  
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1   Introduction 

Ethnography recommends collecting data from “participant observations, interviews, 
documents, and informal contact with participants” over an extended period [1]. 
Through embedding agile researchers into a bioinformatics development team during 
an approximately one-year case study, we developed a deep understanding of the 
implementation strategies for agile methods from long term observations.  

The observed team has been developing a software tool that allows medical 
researchers to view a complete image of disease mechanisms in a 3D environment. 
Several project risks existed: technical novelty, limited resources, ineffective 
interpersonal communication, and reluctant user support. One of the goals of the 
project is commercialization of leading edge bioinformatics research software. 
Therefore, high software quality and solid management practices are essential.  

Some of the earlier projects in the lab faced various challenges. Developers 
struggled with debugging of unstable research prototypes that focused on proof-of-
concept demonstrations, facing substantial requirement churn. Acceptance of some 
papers that presented new software tools was delayed when peer reviewers tested the 
software and found bugs in it. Overall, the management was not satisfied with 
progress and software quality. 

2   Result 

The adoption of Scrum and XP practices brought substantial improvements in two 
aspects: management process and intra-team communication. User stories now 
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describe features more clearly. Developers pick the stories by themselves rather than 
being assigned the stories, which helps the team form a self-organization culture. Test 
automation saved considerable amount of effort and improved software quality. 
Product backlog facilitated the management of specification obsolescence. Story-
oriented meeting style improved the meetings efficiency considerably. Task 
coordination became a team-wide effort. With the problems being cleared away step 
by step, the morale has also improved both professionally and personally.  

3   Lessons Learned 

The on-site agile advisor must be a proactive gentle(wo)man. Disagreements 
continued throughout the duration of the project. The resolution lies in being a 
proactive listener with patience and actively yet carefully analyzing the environment.  

The on-site advisor should try to benefit from her technical expertise. 
Demonstration of skills tells people that you really can help them solve problems and 
build up the team confidence in the advisor’s suggestions.  

“Down, and touch the ground”. Benefits of a new idea will not be accepted easily 
by simply talking about theories from books. For example, we showed the benefits of 
test automation by actually writing test code for the project. After the lab wide 
seminar on test automation, some developers either started coding tests for their own 
project or were willing to learn how to write the code.  

The project manager should focus on most tangible agile improvements, especially 
at the beginning. One of our biggest concerns was to ensure that the suggested 
changes are both timely and relevant to the project deliverables, and are demonstrably 
valuable. In our case, these turned out to be the introduction of automated 
development-support tools for automated testing, Java code-standard checking, and 
iteration planning by the on-site agile advisor. 

The project manager should try to pair the agile advisor with another developer. 
Such pairing may overcome the steep learning curve for the advisor, and also broaden 
the social support base for the advisor within the team, making subsequent changes 
easier to introduce.  

The biggest problem we observed is the advisor was considered "just a student", 
instead of an outside expert. For other agile practitioners, we would strongly 
recommend start higher-up in their teams: add a process consultant as an advisor or as 
a PM so that the power structures are actually set up to impact a change faster. 

Reference 

1. Myers, M.: Investigating Information Systems with Ethnographic Research. Communications 
of the AIS, vol. 2(4) (December 1999) 



G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 171–172, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Adapting Test-Driven Development for Innovative 
Software Development Project 

Deepti Mishra and Alok Mishra 

Department of Computer Engineering, Atilim University, 
Ankara, Turkey 

Abstract. In Test-Driven development, first test is made according to the cus-
tomer requirement and then code is prepared to execute this test successfully. In 
this approach, design is not done exclusively before preparing test cases and cod-
ing. Design emerges as software evolves but this may result in lack of design 
quality. We adapted TDD by incorporating exclusive architectural design phase in 
the successful implementation of an innovative, large scale, complex project.  

1   Project Background and Development 

When the decision was taken to develop supply chain management software, a team 
that includes a marketing expert, project manager and a domain analyst contacted 
many customers in order to define potential customer sectors and required services 
and functionalities. We analyzed the product and domain characteristics as following: 

• Large scale and high complexity of project 
• Insufficient and volatile requirements 
• Variety of customers and quick release was important to get an edge in the market 
• Many development teams concurrently developed different parts of SCM software. 

As the evidences show that this project is an inventive project and it should be  
developed within the motivation of agile iterative methods. In order to control unpre-
dictability, the key is iterative and incremental development as well as adaptive  
development. It was observed that the product will consist following parts: 

• Core (solver and many heuristics for the optimization) 
• Support (Geographical Information System, storage of data, reports and GUIs) 

A research was conducted to gain knowledge and decide whether these parts 
should be developed from the scratch or by integrating a pre-developed library or 
product. The result of the research concluded that the core part should be developed 
from scratch because of performance and other reasons. For the report and GUIs 
components, open source library was chosen to be integrated and used into supply 
chain management software. The main functionalities were provided by the library; 
all other required functionalities were developed by team members.  

Initially, we conducted interviews with customers in many sessions and collected 
information was analyzed by a team (includes domain expert, project manager and 
development team representatives) in a brain storming meeting. These requirements 
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were stored in a centralized repository where they can be viewed prioritized, and 
“mined” for iteration features. Requirements should also be readily accessible to all 
team members, to be enhanced and revised over time, and remain reasonably current 
to create test cases and subsequent coding. There were other critical non-functional 
requirements also such as performance, portability, usability, reliability. As this pro-
ject was innovative, and complex, it was not possible to get all requirements by con-
ducting interviews alone. Rate of change in requirements was also high so a more 
flexible approach like prototyping needs to be used to gather additional requirements 
and refine the old ones. Also, quick release of software was important to have an edge 
in highly competitive market so we started developing software with the initial set of 
requirements by using iterative and evolutionary approach. These iterations had short 
timeframes. These evolutionary prototypes of software were used to get the feedbacks 
from customers that helped in extracting new requirements and further refinement of 
previous requirements. 

Preliminary architectural design was done with requirement engineering using the 
initial requirements to get a common picture and avoid confusion between many 
development teams working concurrently on different parts of SCM software. This 
was the structure that specifies the whole system as major components, modules; re-
sponsibility of each module, collaborations, interactions and interfaces between them. 
Object-Oriented design techniques were used to document this structure and it was 
also allowed to change as a result of customer’s feedback from future iterations. Then 
development was done using Test Driven Development. The programming language 
used during development was pure java based on full object-oriented structure. For 
each iteration (new functionality, defect fix, changing) during the development, the 
requirements were selected from the repository according to their priority and defined 
functionality for that iteration. Unit tests are implemented before the code and run 
continuously. Then restructuring of the system was done by removing duplication, 
improving communication, simplifying and adding flexibility. Customers did the 
functional tests.  

2   Conclusion 

As Supply chain management software was an innovative project, key practices of XP 
such as test-driven development, refactoring, incremental delivery of software, feed-
back from expert users, emphasis on face-to-face communication, pair development, 
daily integration, self organizing teams, and periodic tuning of methods helped sig-
nificantly to achieve its successful implementation. XP provide flexibility so it en-
courages the development teams and individuals towards creativity which is essential 
for the successful implementation of innovative projects. We used TDD for the devel-
opment of supply chain management software but it was adapted according to the 
characteristics of the project. In TDD, we usually don’t have a design at start; it 
emerges as we make software. However, the TDD practice is flexible and can be 
adapted to any process methodology, including those that specify low-level (detailed) 
upfront design phases. As it was innovative, large scale, high risk project, we formally 
did the architectural design along with documentation. This design played an impor-
tant role in the successful implementation of this project and it will be helpful in the 
maintenance phase also. 
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Abstract. In Italy the public adoption of agile practices in software planning, 
design and development is still in an infancy state. Local XPUGs are few –  
notably, the most active ones are in the cities of Milan and Rome. After an  
informal meeting of the participants of the first edition of ESSAP, the Varese 
XP-UG was born in 2006, October1. This XP-UG is the first experience in Italy 
spread from an academic environment with specific learning purposes, applying 
agile methods in an advanced education setting in computer sciences. In par-
ticular, preliminary observations of a University ad hoc open source web appli-
cation called Examinando are given. 

Keywords: agile development of open source software, education and training, 
practitioners’ experience reports. 

1   Examinando, the First XP User Group Experience 

For most members of the Varese XP-UG (eXtreme Programming User Group), the 
first edition of ESSAP (European Summer School on Agile Programming) repre-
sented the first experience of agile methods and practices. In particular, the pomodoro 
technique by [1] and the XP planning game learnt directly from [2] raised great en-
thusiasms: some undergraduate and graduate students in computer science at the  
University of Insubria started to apply them in their individual work and study. Af-
terwards, a new XP-UG in Varese was established, in order to share ideas and experi-
ence and improve what learned during the summer school. Every Varese XP-UG 
meeting lasts two hours, in which three pomodoros are spent. In this team, each po-
modoro lasts 25 minutes plus 5 minutes having a break, to avoid work overload. 13 
meetings in total occurred until March 2006 (approx. 6-8 participants per meeting), 
more or less on a weekly basis, for a total running time of 26 hours. Examinando was 
proposed originally in the ESSAP 2006 as a real-case laboratory for agile practices. In 
fact, it is a web application for classroom reservation within the University of In-
subria, which is currently inefficient (a lecturer must call the classroom administrator 
by phone or email messages). The main goal is to let lecturers reserve classrooms and 
resources by themselves if they want to do so, avoiding unwanted reservation over-
lappings. 24 pomodoros were spent on the planning game and user stories design, 
                                                           
1 Permalink of the Varese XP-UG: http://varese-xpug.has.it 



174 F. Gobbo et al. 

with the help of dialogue mapping [3], while 119 pomodoros were spent in develop-
ment (77% of the total). Participants play different roles: in the case of seniors, a 
coach is always on site as the customer (proxy), while juniors play the role of soft-
ware designers and developers. Pair programming revealed to be central, as the most 
efficient solutions were found through dialogue. The development team decided use 
Ruby on Rails as the development framework, as it is easy for new team members to 
become ready for active contribution [4]. 

2   Preliminary Conclusions and Further Directions 

Since 2007, meetings always started with a stand-up meeting. Furthermore, a wiki and 
a mailing list were set up to improve the team organization. People learned to use the 
pomodoro technique effectively – the number of broken (i.e. lost) pomodoro drastly 
reduced. However, pomodoro estimates made by programming pairs are still too op-
timistic. Stand-up meetings also increased efficiency, as it greatly helps people not 
being late. In the future, the whole team plan to pay more attention to the user stories 
description writing. In particular, acceptance tests should be written with more preci-
sion and regularity, possibily with the help of a ubiquitous language as the “backbone 
of the model” [5]. Furthermore, user stories should intertwine strictly with the pomo-
doro tracking and the design should be more interface-oriented. The team members 
plan to publish the first release of Examinando during ESSAP 2007, for more exten-
sive testing and feedback. The general feeling of Varese XP-UG members is that, 
throughout this experience, productivity in software design and – more important – 
quality of working life, has changed in better. 

Acknowledgments. The Varese XP-UG members thank Matteo Vaccari for his 
invaluable teaching and help. 
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Abstract. Most programmers are familiar with the notion that adding new 
resources to a project will most likely slow down progress if not bring it to a 
complete stop while new team members are brought up to speed. Unfortunately, 
in business situations there are often important opportunities missed or dollars 
lost if a software development team cannot increase the rate at which they 
complete functionality. Surprisingly, many of the practices of Extreme 
Programming also help teams overcome Brook’s Law and actually increase 
production by adding resources. If more software development teams 
successfully demonstrated this phenomenon, then many business sponsors 
would be interested in supporting the practices used by these teams.  

1   Introduction 

Brooks summarized his law, “The bearing of a child takes nine months, no matter 
how many women are assigned.” It is possible that he never imagined software 
development in an open environment such as Extreme Programming (XP). Menlo 
Innovations, a custom software design and development shop, finds that the XP 
practices create on the job training and constant communication within the team, 
where new developers learn faster and contribute to the team productively within 
weeks rather than months. Teams can reap these benefits through an XP environment, 
overcoming Brooks' Law and directly benefiting each software project's production 
and its members. 

2   Brooks' Law 

Brooks' Law states “Adding manpower to a late software project makes it later” and 
that increasing the output of an expanded team is crippled by the “added burden of 
communication” where “communication is made up of two parts, training and 
intercommunication”[1]. Adding members to a team would increase the burden of 
communication for team members in some of the following ways:  

• explaining code to another developer  
• training on the specific technical tools of the project 
• learning the architecture of the code 
• learning how to detect failures when code is changed 
• learning the business domain 
• reading the design specifications 
• being interrupted to answer questions from other team members 
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Clearly all of these things can have a negative impact on productivity, and if that 
negative impact is large enough, a team that is increased significantly would produce 
less output. 

3   The Doubling Experience 

While all of the above challenges are real, of Menlo's experience is different. An XP 
team with eight developers doubled to a team of sixteen developers in the period of 
less than three weeks. The choice to increase the team was based on the customer's 
desire to complete more functionality with an already established deadline. As each 
new developer joined the team they spent the first few weeks pairing with developers 
who were familiar with Menlo's process, the architecture, tools and project domain. 
As new team members paired in to the team their pair discovered they were less 
efficient, completing fewer stories. They spent more time explaining existing code, 
architecture, and guiding progress on new features. However experienced team 
members found that they did not stop producing output to bring new team members 
up to speed. Instead they learned what they needed by the way they worked. 
Reflecting about why this was possible the team concluded the XP practices helped 
them to overcome the challenges. 

On the following page table 1 shows the challenges new programmers faced when 
joining the team and the XP practice the team discovered helped decrease the high 
cost of communication. 

Table 1. Developer Challenges with Decreasing Practice 

Challenges For New Developers Practices That Reduce The Negative 
Impact 

How do I know who owns the code? Collective Code Ownership 

How do I decide if my change broke 
something else? 

Test Driven Development 

How can I estimate my story cards if I 
don't know the code yet? 

Estimation Every Iteration, Team Co-location 

What should the architecture for new 
features look like? 

Simple Design, System Metaphor, Design 
Improvement as Needed 

How do I quickly communicate with my 
team members? 

Team Co-location, Pair Programming 

How do I gain the respect of my peers? Pair Programming 

Who can I turn to for help? Team Co-location, Pair Programming 

How do I add new features in code I 
don't know yet? 

Simple Design, System Metaphor, Design 
Improvement as Needed, Team Co-location, 
Pair Programming 

How do I merge my code with everyone 
else's? 

Continuous Integration 
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Table 1. (Continued) 

What am I  allowed to work on? Planning Game, Collective Code Ownership 

What story should I work on first? Planning Game 

How do I fix a bug with out being 
punished for failing? 

Collective Code Ownership 

How do I get my work done with out 
“burning out” from working too many 
hours? 

Sustainable Pace 

Even while the team was experiencing the practices as solutions, more than one 
programmer noticed their slow down and raised the question to the project managers; 
did it really make sense to add more resources, when it was obviously less efficient?  
Some team members and some of the sponsoring managers gathered around a white 
board to explore the topic, eventually creating the following figure. 

 

Fig. 1. Depiction of mature XP team the iteration before doubling the team and the effects of 
story points completed two iterations after 

Figure 1 of a team doubling separates the issue of increased output from decreased 
productivity. The team at two pairs are working at 100% productivity accomplishing 
400 story points. When they are doubled to four pairs each pairs productivity decreases 
to 60% then only accomplishing 120 story points. However, overall story points 
increase to a total of 480 story points. This makes the choice to increase the team a 
business decision of whether cost or deadline is more important and not about what how 
many story points a pair can complete. Apparently many programmers focus on the cost 
and low personal efficiency, making them refer to Brooks' Law, when increasing the 
overall team productivity should be a choice made by the business. 
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4   Conclusion 

Why should a business person care about the software development methodology you 
use?  Perhaps they would if you could provide software with fewer bugs, software at a 
lower cost, or provide completed software sooner.  When a business sponsor asks if 
software can be delivered sooner there are two obvious potential solutions; reduce the 
scope of the project or increase the size of the team.  But when software developers 
are asked to increase the size of the team, most refer to Brooks' Law and declare that 
adding resources will simply slow the project down.  Spending over a year on an XP 
team that rapidly changed size several times based on business deadlines creates the 
thought; can all mature XP teams easily overcome Brooks' Law. 
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Abstract. A different way of bidding for contract work is introduced and 
discussed in this paper. The bid is priced on a per iteration basis. The 
throughput goal of each iteration is estimated in story point format based on 
projected load factor, planned work days, and staff plan. The development team 
is responsible for achieving the target throughput goal of each iteration. Though 
pricing bid this way gains client trust quickly, key lesions are learnt and advice 
are given specifically on estimation, load factor projection, and client education.  

Keywords: Agile, Iteration, Release, Story, Story Point, Estimation, Load 
Factor, Velocity. 

1   Introduction 

Do you have to bid on a contract with a client who is concerned about delivery 
capability? Traditionally, there are essentially two types of billing for contract work:  
Fixed Bid or Time & Materials. Both have their advantages and disadvantages. Fix 
bid allows a defined set of work to be delivered for a fixed amount of money. Fix bid 
shifts more risk to the bidder, especially when scope increases. A Time & Materials 
contract is similar to providing hourly employees, in that you are paid a set rate for 
the actual hours that you worked. Time & Material shifts the risk to the client, 
especially when the team is inefficient.  

Company X was facing market share losses caused by its competitors. To increase 
revenue by attracting more customers, they asked us to redesign and implement their 
S application to make it more flexible and manageable. To accommodate their 
situation, we introduced a new way of pricing a bid on a per iteration basis in 
accordance with the project release plan projections.1 While cost per iteration is 
calculated using hourly billing rates and number of team members, the throughput 
goals are estimates. Throughput is estimated to increase progressively in successive 
iterations via productivity and increase in team scale. The requirements are captured 
as Agile stories and are estimated in points.2 The development team was accountable 
for the throughput goals of each iteration. Throughput targets were revisited by the 
parties on a monthly basis, and adjusted as needed. 

2   Background 

The Company X’s S system is currently implemented as a multi-tier J2EE product, 
delivering much greater volume of new customer traffic than it encountered just two 
                                                           
1 See Table 1 “Release Plan Projections” on page 3. 
2 Story points are a pure measure of story size. 
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years prior.  The S system is limiting this dramatic growth and is therefore of 
significant concern to the business.  The application is specifically failing in the 
following areas: 

 

1. Extensibility – Company X is unable to economically realize alterations to 
the S system workflow.  New or different features require months to deliver, 
while the business needs far quicker response. 

2. Cost-of-ownership – The complexity of the S system creates a steep 
learning curve for new developers and significantly lengthens coding and 
defect resolution processes. 

3. Cost-of-change – The product’s elaborate dependency configuration 
significantly impedes deployments, further increasing the latency of new 
feature deployment. 

 

With the goal of achieving simple interaction, friendly user experience, incrementalism3 
and managerial utility for its S application, Company X made the call to us. Before we 
priced a solution, the team collaborated with Company X in a four week formal inception 
exercise. The result of this process was to identify a complete, high-level list of user 
stories associated including priority and estimate. Additionally, the team created release 
plan projections based on the projected team size, work days, and load factor.4 Our 
challenge for bidding this project was: 

 

1. Engender Company X’s trust in our delivery capability: It takes time and 
effort to get Company X fluent with the Agile process. Simultaneously, 
Ruby was selected for this project which required several developer spikes.  

3   Our Approach 

The company produced a bid on a per iteration basis. We targeted throughput in 
points per iteration based on planned team size, work days and projected load factor 
which is expected to improve over time. See Table 1 for projected throughput per 
iteration. 

Table 1. Release 1 Plan Projections 

Iterati
on 

Days (Real) 
Number of 
developers 

Expected 
Load Factor 

Target 
Throughput 
(Velocity)  

Cumulative 

0111 10.0 8.0            -                    -      
1 9.5 8.0 0.22                17  17 
22 7.5 10.0 0.25                19  36 
33 9.5 10.0 0.27                26  62 
44 5 10.0 0.29                15  77 
55 8.5 12.0 0.31                32  109 

                                                           
3 Incrementalism means the application can accommodate the incremental requirement changes 

easily and quickly. 
4 Load Factor is an adjustment that helps one convert from the unit of estimation to Velocity. 
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Table 1. (Continued) 

66 8.5 12.0 0.33                34  143 
77 9.5 12.0 0.36                41  184 
88 9.5 12.0 0.39                44  228 
99 9.5 12.0 0.00                 -    228 
100 9.5 12.0 0.00                 -    228 

Remark 1. The cost per iteration is calculated on unit billing rate and number of staff, 
and the targeted iteration throughput was scheduled to be revisited on a monthly 
basis. 

Remark 2. The formula to calculate the targeted throughput for each iteration: 

Days*Number of developers*Expected Load Factor = Targeted Throughput . (1) 

Remark 3. Code delivery time for Release 1 is the end of Iteration 8. Iterations 9 and 10 
are reserved for testing and bugfixing and are completed before Release 2 begins.  

4   Conclusion 

This approach successfully provided more flexibility and supervision for the client. 
Meanwhile, we had been struggling with several problems: 

1. The original estimate for each story is a variable: Our bidding approach was 
actually based on that the total original estimation of all stories determines 
the complete scope of Release 1. The total scope for the first release of this 
project was 228 points in story points / 145 stories.  However, the original 
estimate was done during the exploration phase (the “Inception”). Most of 
the stories needed to be re-estimated later because the lack of knowledge of 
the domain, complexity of integrated system, and unfamiliarity of back end 
code made the original estimation very inaccurate.  

2. The projected load factor is also variable. The project load factor is based on 
previous project data, and should be adjusted every iteration based on 
actually team performance. The expected load factor listed in the table above 
is a judgment call based on past experience.  It doesn’t necessarily apply to 
the actual team. 

3. Team size and real work days are variable, too. The team size could be 
changed since staffing may not happen as planned. Real works days will also 
change since team members usually take unplanned days off. 

Based on the projected velocity,5 team size and real work days, by iteration 8, or 
Release 1, the team should finish all 145 stories since the accumulated throughput by 
then is equivalent to the scope of 228 points. However, once the project started, we 
faced a couple of challenges: 

                                                           
5 Velocity is defined as the number of units that can be implemented within a development 

iteration. 
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1. The original estimation is inaccurate as many stories were underestimated. 
But because of the way the project was bid, no new points could be 
introduced. We can only redistribute rather than reestimate stories in 
Release 1. The relative scale among stories can be adjusted, but the 
estimation for each story can not be adjusted. This causes concerns. For 
example, after redistribution, a story is estimated at 12 points. But if this 
story is split into multiple stories due to a better understanding, then all 
split stories will have to share the 12 points even though one story may 
worth 12 points alone. This might lead to scope creep. 

2. It is very hard to evaluate whether the team achieves the committed 
throughput by iteration when stories end up in hangover. In Agile, hang 
over cards are not counted points for that iteration though the cards may 
have already been played. Thus it is very common to see the project burn 
up charts6 bump up and down dramatically through iterations, especially if 
there are lots of carry over cards with large story point values. 

Proteus:  Priority 1 / Release 1 - Burn-up Chart

0

50

100

150

200

250

300

350

0 1 2 3 4 5 6 7 8 9 10
Iterations

St
or

y 
Po

in
ts

Priority 1 Scope (Original) Priority 1 Scope (Revised)
Release 1 Scope Planned Story Points Completed
Actual Story Points Completed Trendline (Actual Story Points Completed)

Scope Change

 

Fig. 1. Trend line (black dotted line) is generated based on the actual completed story points 
(blue solid line). The planed story points completed (green solid line) is the target throughput 
calculated on projected load factor and staffing plan (1). The figure projects that iteration 10 
would be the most possible completion date instead of the originally planned iteration 8 based 
on team’s performance by iteration 4. 

Overall, this approach incurred lots of discussions and estimation refactoring, since 
each story point has significant financial consequences. Before taking on this 
approach to a project bid, consider the following: 

                                                           
6 See Figure 1 on page 4. 
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1. Be very confident in your scope and estimate from the beginning  
2. Make a realistic load factor projection 
3. Go to great lengths to educate the client in Agile terms, specifically 

iteration, points, velocity, and load factor 
4. Adjust estimates as early as possible 
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Abstract. This experience report is from the viewpoint of the product owner 
and covers how a successful product was created by trying to be Agile 
throughout all aspects of product development and how other processes were 
incorporated with Scrum1, including Prince 22 (a generalised project 
management process), a User Centred Design3 process and an Innovation 
process. The report also covers how different disciplines were involved with the 
agile process to create a product.  
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1   Introduction 

The Product Owner of this project noticed a distinct lack of focus in the agile 
literature of how to be a good product owner working within a multi-disciplinary 
team. Most texts seemed to start from a prioritised backlog of user stories and most 
examples tended to focus on the software development aspect. So what the product 
owner wrestled with was how to build and develop a good product and how to keep to 
the philosophies of Agile throughout, while incorporating or working with other 
processes where necessary. The rest of this report describes the processes and how 
they were used on this project. 

1.1   Project Background 

The product is the BBC’s primary Social Media software platform. A managed 
service, it allows multiple community and user generated content propositions to be 
developed and launched quickly and provides enterprise level moderation and user 
management tools to ensure that the quality of content is maintained. It was the first 
project within the BBC to use Scrum (over 4 years now) and is in continual 
development with a team of 8 software engineers, 2 Client Side Developers and 
Designer.  It runs on SQL Server 2005 with a C# and C++ application layer and uses 
very complex XSLT templates for the presentation layer. 

1.2   Prince 2 and Scrum  

While using Scrum the product owner found that it did not give sufficient answers for 
the complete cycle of product development, for example project initiation and project 
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end were not comprehensively described. It was found that incorporating Prince 2 
with its concept of stages was extremely useful. Prince 2 is a complete general project 
management process that has many different stages and describes key roles that need 
to be filled.  

Describing the process, before user stories were identified they had a 1 page 
document where clients or sponsors were asked to describe what they wanted and 
what the expected benefit was and how it could be measured. It was found that this 
alone filtered out many features which the team might have otherwise spent time on. 
The process also used the key Prince 2 roles like the executive, senior user and senior 
supplier (normally the product owner) and made sure they were identified before 
progressing. 

After this stage high level requirements were captured from all stakeholders and 
converted into user stories and these formed the initial product backlog. They aimed for 
no more than 50 regardless of the project complexity. Depending on the feature they 
would initiate a research phase including competitor analysis and ethnographic research.  

The product owner’s aim was to ensure that the feature that was developed had 
potential value outside of the single client (in order to maximise value), fitted into the 
product’s overall vision and was focused on doing one thing well. This formed the 
second stage of the process where work could stop or be given permission to continue 
by the project board. 

For the next stage they conducted a risks brainstorm and represented these risks 
and their associated mitigation tasks as user stories and added them to the product 
backlog. The backlog was then prioritised, estimated at a high level and divided into 
sprints to give a rough indication of how long the work would take. At this point the 
product owner worked hard to identify the core stories that delivered the feature and 
that anything thing else had a lower priority. 

Key members from all disciplines then sat down together to work out a conceptual 
model for the system. Most of this work was very quick (maximum a week) but was 
important as some thinking had to occur before development and architecture 
decisions took place, even if they were working within an agile process. 

Scrum sprints were then used to deliver the project and at the end of each sprint the 
product could (and often would) change direction or in more severe circumstances the 
project could be stopped. 

At the end of a particular project they had an end of project review. 

1.3   Scrum and User Centred Design 

On previous projects the team had used Scrum for the developers but the product 
features were defined outside of Scrum in a separate User Centred Design Process 
(UCD) and run by the design team. The idea of UCD is to put the user at the heart of 
the process. Involving such techniques such as persona development, user research 
and validating ideas with user testing.  

Working in this way the team seemed to naturally fall into a waterfall development 
process, with large wireframe documents for requirements and a separation of 
disciplines causing the projects to overrun and to not be successful.  

Below are key parts of the current unified process which has been far more 
successful: 
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• Combine both processes and teams completely. Designers and developers are 
part of the same team.  

• User Stories are the requirements. Our requirements are always expressed as 
user stories and are personalised by developing personas for each role. 

• Solve integration issues early. This ensured that communication between teams 
and software components were solved very early on. 

• Have a few clear Sprint Goals for the whole team. Each sprint had 1 or 2 clear 
goals the stories into tasks generated by all disciplines. A UCD task might be to 
create a simple wireframe, user testing, or visual design work. Prototyping was 
encouraged throughout the process as wireframes were often insufficient.  

• Prototyping and user testing flowed into development tasks for a story. It was 
found that of the 2 goals in a sprint, some tasks would be for production work and 
other tasks would be for prototyping, conceptual work and user testing. The key idea 
was that the team were working in the same sprint which ensured good 
communication and teams were not separated into prototyping and production work. 

• User testing was part of the sprint. User testing was planned towards the end of a 
sprint so that this could inform the product owner whether to reprioritise the 
product backlog.  

• Be sensitive to the needs of different disciplines. Different disciplines still 
struggled with daily meetings and sprint planning especially where the tasks were 
irrelevant to them. The product owner had to be very sensitive to this and 
sometimes allowed team members to not attend. They kept daily meetings short 
and tight to help the situation. 

• Launch with the minimum and iterate. The product owner always tried to 
launch early with less features as it was difficult to predict how the product would 
actually be used.  

1.4   Innovation and Scrum 

Innovation was and is critical to ensuring that the product remains useful. The product 
owner also wanted the team (who have been working on the product for years) to feel 
that they could make the product their own and give them additional motivation and a 
sense of play. Following is how they added innovation to their development process.   

1.4.1   Innovation Planning Meetings 
The innovation planning meeting is where the team brainstorm ideas (6 months to 2 
years out max). The product owner kept the concepts loosely around the product area 
as it was important to show that the ideas could add value to the business. Clients 
could also add ideas but these would have to be backed by the team. These ideas 
formed an innovation backlog managed by the product owner. The product owner 
would also seek to stimulate the teams thinking by organising events, bringing in 
speakers or showcasing what their competitors were doing. 

1.4.2   Research Questions 
The innovation backlog consisted of “Research Questions” rather than “User Stories”. 
This was to encourage exploration rather than producing work ready to be released. 
The team were encouraged to produce working prototypes rather than written reports.  
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Once the tasks were identified they put 20% of their time into the sprint planning 
sessions as normal, however, innovation time was time-boxed to this 20%. All tasks 
in a sprint were given a priority from 1 to 3 and innovation tasks were given a priority 
of 2 to ensure that business critical work was done first. The product owner would 
ensure that where possible priority 1 tasks accounted for only 60% of a sprint. 

1.4.3   Innovation Reviews 
In the same cycle as the sprints, but not on the same day, the team had an innovation 
review. This was a formalised point where team members show what they have learnt 
and built and where new ideas could be discussed and then reprioritised in the 
innovation planning meetings. 

Every quarter they had a special review where clients were invited to use the 
prototypes. This alone provided a certain amount of pressure to the team, however,  
the team were also given a night out if they thought that they had made good use of 
the time. 

2   Lessons Learned 

The product owners role is key to a successful product. They must have a strong 
understanding of all the processes that the team uses when they work. By getting 
everyone to work off the same backlog and having the daily meetings, the product 
owner ensured that communication and understanding between the disciplines was high. 

The product owner found that it took the team a few sprints to get used to doing 
innovation work. However, after a few sprints the motivation and energy of the team 
was greatly increased and quality prototypes were produced.  

The product owner had to experiment around the principles of Agile to ensure that 
you the team were building the right product. 

With Scrum there was a danger that the team lost sight of the product, especially if 
they are working on it for many years. They came to meetings, they got stories and 
tasks, they completed the tasks and then moved on. In this routine the product owner 
had to come up with ways to get them more involved in the product shaping. They 
had regular points where they thought about where the product could go. The product 
owner invited the team to meet clients and to go to user testing sessions. The team 
wrote a team manifesto4. This alone made a big difference to the team feeling as a 
single unit. 

By adapting different process and combining them with Agile the product owner 
was able to produce a successful product with a happy productive team. 
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Financial Organization Transformation Strategy 

Juanjuan Zang 

Abstract. Major challenges IT department in investment banking industry faces 
include but not limited to frequently changing requirements, last minute change 
request, frequent emergency release request and unavailability of business 
users. The paper addresses those challenges with tailored strategies, specifically 
focusing on four areas including requirement capture and flush out, iteration 
and release planning, project status tracking and build automation. The paper 
also listed strong management support, team advocate and more involvement of 
business users as the key successful contributors.   

Keywords: Agile, Iteration, Release, Story, Ideal Days, Prioritization, Estimation, 
Build, Load Factor, Velocity, Pair. 

1   Introduction 

What will be the best strategy to introduce and apply agile methodology to an 
investment banking industry, nature of which is reputed for continuously changing 
requirements, continuously changing priorities, last minute requirement request, and 
unavailability of business users. Meanwhile, the business mandates the flexibility for 
emergency releases at any time if needed. In May 2006, we were brought in by 
Company B to help with an organization transformation effort by providing best agile 
practices, specifically for its risk portfolio management team. We identified the pain 
points, the challenges the team faced, and then ironed out a tailored approach which 
successfully bought in the team with iterative development best practices. This 
approach improved transparency to the team and business users, introduced test 
driven development concept and automated the build process. 

2   Background 

In May 2006, Company B called us in to help with its organization transformation. 
This specifically included: 

1. Run project using Iterative Development Methodology 
2. Provide best practices consulting for Company B’s project managers, 

developers and development leads including:  
a. Iterative project planning and management  
b. Story-based requirements development  
c. Software engineering best practices  

3. Enable Company B staff to hold Iterative Development roles and 
responsibilities 

4. Demonstrate the value of Iterative Development to the business 
5. Provide metrics to compare project’s performance to other projects 
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We came in and worked specifically with Company B’s risk management team as a 
pilot project. When we stepped in, the risk management team and its project manager 
had been struggling with team status report, urgent release requests, obscure 
requirements, strenuous and long-haul build, labor intensive manual testing, and code 
versioning, etc. Basically, their main pain points were: 

1. Requirements are not captures as stories in business user’s tone. Nor are they 
captured in use cases or any standard format  

2. New feature requirements, defects and enhancements are all bundled together 
without differentiation 

3. Requirements gathering process isn't streamlined 
4. No process of iteration and release planning  
5. No process for prioritization of requirements 
6. No estimation process for requirements including new features, defects and 

enhancements  
7. No visibility or transparency to outside parties including business users or 

management team regarding to the team’s velocity1, development progress 
and time loss impact 

8. No acceptance testing criteria for each requirement  
9. Manual build process 

10. Infrequent code check in and manual merging of code between branches   

3   Our Approach 

Considering time and resources constraints, we generated a list of tasks and bucketed 
them into “what we have to do”, “what we can do”, and “what we should do” by 
prioritization. We then identified the approaches as how to implement those tasks and 
eventually address the pain points the team was having. We mainly tackled the 
following four areas: 

1. Requirement capture and flush out  
2. Iteration and release planning 
3. Project status tracking 
4. Build automation 

The rest of the paper takes the “Iteration and release planning’ area as an example to 
show the issues the team faced and how we approached and addressed them. 

3.1   Challenges 

The challenges the team faced when planning iterations and releases were: 

1. Story priority is hard to weigh and changes very often 
a. Over 90% of the stories are prioritized as Priority 2 
b. Incoming production defects usually take the precedence over 

prioritized stories 
                                                           
1 Velocity is defined as the number of units that can be implemented within a development 

iteration. 
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2. Stories for future iterations and releases are quite volatile and usually can 
only be planned a week before the actually iteration starts 

3. Stories are swapped between iterations and releases very often 
4. Emergency releases2 happen all the time 
5. Huge story estimation variance due to  

a. Less business user interaction 
b. Unfamiliar with business domain, code base and work flow 
c. Poor understanding of business requirements  

6. Huge time loss due to 
a. Unexpected time loss due to production support, data migration, 

user requests, etc 
b. Team member juggle with multiple teams and multiple tasks  
c. Time loss on SWAT:3 fix defects rejected from quality assurance 

(QA) and user acceptance testing (UAT) 
7. Technical tasks such as build automation, test driven development (TDD) 

coaching continue through all iterations 

3.2   Approaches 

Targeting all the identified challenges, we, as a whole team, tailored our agile 
practices which became resorted “solutions”: 

1. Continuously check and reprioritize stories with customer proxy 
2. Only plan stories for next two upcoming iterations 

a. Verify with team leads and customer proxy specifically on stories of 
the latter of the two iterations 

3. Keep track of time loss on a daily and weekly base 
4. Adjust load factor4 

a. Adjust load factor based on historical data and team experience  
b. Book certain hours each iteration for SWAT if needed 

5. Schedule some buffer stories (back up stories) in iteration in case the 
following happen 

a. Development sometimes is completed ahead of schedule 
b. Development sometimes halts due to the dependencies on other 

teams 
6. Improve estimation accuracy 

a. Have estimation done as team  
b. Have developers break down stories into multiple subtasks 
c. Factor time spent on writing test cases in estimation 
d. Use ideal days instead of actual days 

                                                           
2 Emergency Release refers to the releases which are not planned and scheduled. Those releases 

go to production without going through formal testing procedures such as UAT (user 
acceptance testing). 

3 SWAT (Special Weapons And Tactics, originally Special Weapons Assault Team), is used 
here to refer to fire fighting urgent defects activities. 

4 Load Factor is an adjustment that helps one convert from the unit of estimation to Velocity. 



 Financial Organization Transformation Strategy 191 

7. Plan and prioritize technical stories5 along with functional stories for each 
iteration 

8. Put aside fixed number of hours each iteration for recurring story card and 
story card which can’t be estimated  

At the end of the project, we checked each of the four areas “before the Agile process 
adoption” against that “after the process adoption”. We provided the comparison 
report to the team and stake holders. 

Table 1. Planning Iteration Workload 

 

Remark 1. This is the iteration planning tool used for iteration kick off. This gives a 
quick snap shot on team capacity vs. work assigned. Red (Over/Under) indicates the 
team doesn’t have enough capacity to accomplish the work assigned in that iteration, 
while green indicates the team could finish the planned work. 

(Team size* 5 days per week – vacation days – other time lost ) * expected 
load factor = capacity for iteration . (1) 

Table 2. Calculated Load Factor 

 

Remark 1. This is the actual load factor for each iteration. Team can adjust the future 
expected load factor based on the team performance in the past 

Ideal days completed / calendar days worked = calculated load factor . (2) 

                                                           
5 Technical Stories, sometimes also referred as technical debts. Examples are data migration, 

data mapping, exception handling framework, etc. 
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4   Conclusion 

Not only we coached the team as how to scope and flush out stories, how to conduct 
iteration and release planning, how to keep team’s agility to accommodate urgent 
requests and emergency releases, how to prioritize and estimate stories, and how to 
track project status and improve the transparency, we also made the team feel very 
comfortable and confident with adapting to the process and sustaining the process 
beyond the project. We also provided valuable data and matrix to its PMO office, 
which improved the transparency greatly to the business user and stake holders 
outside of the team. Most important, the experience and knowledge learnt by the team 
could be leveraged by other teams within the organization. What we have learnt in 
order to make the process succeed is: 

1. Gain strong support from the project manager  
2. Have strong team advocate  
3. Get business users more involved 
4. Have business user or customer proxy available and accessible  
5. Make team dedicated  
6. Pair with the peer of the team 
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Abstract. This experience report is about how one project in Norway made an 
agile approach to specifying software requirements for a new intranet. Rather 
than spending months on trying to detail all requirements and aspects of the 
solution, the team spent a few weeks specifying a prioritized list of high-level 
requirements. Further details will emerge by face-to-face communication 
through the iterations of the project quickly turning in to valuable working 
software for the customer. 

The customer and the team  

The customer is a student welfare organisation that provides a wide range of services 
to make the student life easier. With their 650 employees, divided into various service 
areas, they provide services to approx. 40,000 students in Oslo, Norway. 

During the pre-study phase the core team consisted of: 

• The customer’s project manager (60-80%) 
• A technical architect (a man week) 
• A graphic designer (a man week) 
• Project manager and solutions architect (100%) 

In addition the following groups where established to support the project: 

• A steering committee (representatives from the top management) 
• A project group (key resources in the company) 
• A reference group (representatives from all service areas within the company) 

The challenge 

The customer’s current intranet is based on legacy technology, where the company 
who build it no longer exists. They wanted help moving the current intranet (content 
and functionality) over to a new technical platform. It was agreed on performing a 
pre-study phase over a few weeks to deliver: 

• A specification of the user interface (wireframes1) 
• Graphical design for a couple of example web pages.  
• A list of system requirements 
• Vendor selection (application server, portal and content management system) 
• An estimate and a project plan 
                                                           
1 In web design, wireframes are a basic visual guide used to suggest the layout and placement 

of fundamental design elements in the interface design (Wikipedia).  
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Fig. 1. Process 

In order to achieve this in a few weeks the team chose an agile approach to the 
requirement specification. This meant identifying requirements, prioritising them and 
describing the at an high-level (the most valuable with more detail than the less 
valuable). To avoid wasting precious time, a clear vision and set of goals were 
established for the new intranet. In addition a structured and delivery-focused process 
was agreed upon. 

The process 

Together with the customer’s project manager and members from management the 
team identified the people who could help define the vision and goals for the new 
intranet and identify the needs. The team toured the company, performing a number 
of workshops, interviews and a questionnaire, trawling2 requirements. After these 
sessions the information was structured and workshops were performed with a smaller 
group of people to identify, specify and prioritise the information to create high-level 
specifications of the systems behaviour – User Stories.3  

At first we only wrote simple, single, sentences on yellow post-it notes to describe 
the behaviour. An example is “SHOW COMPANY NEWS”. This was easy for the 
customer to understand and they could express themselves like in their day-to-day job.  

                                                           
2 Trawling is a fishing technique using a net pulled behind a boat (from Mike Cohn’s book 

“Agile planning and estimating”). 
3 A user story is a software system requirement formulated as one or two sentences in the 

everyday language of the user. 



 An Agile Approach to Requirement Specification 195 

To help us we used the INVEST-principle as a reminder when writing the stories. A 
story should be Independent, Negotiable, Valuable, Estimatable, Small and Testable. 

After identifying all user stories a first high-level prioritisation was performed, 
using the MoSCoW4 technique. To aid the group some guidelines were given in order 
to utilise the technique:  

 

MUST: Will be implemented  
SHOULD: Implemented if time and money 
COULD: Considered in the next phase/version  
WON’T: Will probably never be implemented.   

 
After the prioritisation 70-80% of the user stories were categorised as either “MUST” 
or “SHOULD”. These were used as the basis for the next round of prioritisation, but 
first they were developed and described further. Inspired by Mike Cohn’s excellent 
book: “Agile Estimating and Planning”, the user stories were specified using the 
following formula:  

 

As a [ROLE] 
I need [FEATURE] 
So that [VALUE] 

 

This gave a more complete description of the requirement: 
 
As an EMPLOYEE 
I need TO READ THE COMPANY NEWS 
So that I AM UPDATED ON WHAT IS HAPPENING IN MY COMPANY 
 

Writing the User Stories we decided on only having two kinds of users, employees 
and editors. 

Planning Poker5 was chosen for estimation.  
The following roles attended the workshop: 

• Representative from IT-department 
• Customer’s project manager 
• Technical Architect 
• Front End Developer 
• Project Manager (and solution architect) 

There were five sets of cards, with each set containing the following values: ½, 1, 2, 
3, 5, 8, 13, 20, 40 and “?”. Each player was given a set.  

The user representative explained the user story and provided a short overview. 
The team was given an opportunity to ask questions to clarify assumptions and risks. 

For each user story we played planning poker: 

• Each player laid down a card (face down) representing his or her estimate in ideal 
days of effort. 

                                                           
4 MoSCoW is a method used in business and particularly in software development to get an 

understanding with the customer on the importance they place on the delivery of each 
functional requirement (Wikipedia). 

5 Planning Poker is explained in Mike Cohn’s book “Agile Estimating and Planning”. 
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• Everyone showed his or her card simultaneously. 
• People with high estimates and low estimates discussed their justification for their 

estimate. 

The estimation process was repeated until a consensus was reached. In less than four 
hours about 50 User Stories were estimated – the whole first release and some more. 

The team revisited the vision and goal to make sure the user stories were 
supporting these prior to the final prioritisation and presenting the results before the 
steering committee. Even the members of the steering committee, with little or no 
experience from IT-projects, had few problems understanding the meaning of the user 
stories. They could easily help us perform the final prioritisation in order to accept the 
project and create the budget. 

Preliminary Results 

After about six weeks we finished the pre-phase with the following results: 

• A set of wireframes drawn on flip-charts and captured with a digital camera (main 
page and five main section pages). 

• A high-level description of the information architecture (site map). 
• Three graphical designed web pages, based on wireframes.  
• Application server, portal and content management system selected. 
• An estimate for first release. 
• A project plan for the first release. 

…and about 50 User Stories identified, specified and prioritised (requirements 
sufficient for two releases). In addition the project identified a set of more technical 
requirements. 

The identification, specification and prioritisation were about half of the time spent 
during the pre-phase – more or less three man weeks. We have now finished the 
initial phase with the deliverables described above. No thick documents. No nitty 
gritty details. Only simple and clear defined goals, user stories, estimates and a high-
level plan for the project well anchored with the sponsors – and employees. The final 
report contains 23 pages, almost half of which consists of pictures and illustrations. 
The project is accepted and will now continue with the detailing of user stories to 
acceptance tests for implementation along the iterations, in a BDD-manner6 - until the 
customer has the intranet they need. 

Lessons learned 

Some lessons learned: 

• Everyone can understand the process of describing User Stories, and the User 
Stories themselves without having to learn a new language. And we avoid fooling 
ourselves by adding lots of details we can’t be sure of – only giving us false sense 
of security. 

                                                           
6 BDD stands for Behaviour-driven development. For more information visit: http:// 

www.behaviour-driven.org 
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• Planning Poker is an efficient way to do high-level estimation. For estimating and 
planning a full release (or more) up front, it is much less time consuming and 
probably as trustworthy as a more scientific, detailed, bottom-up approach.  

• You need to have a customer that trusts you, and wants to “row” the project 
together with you – in the same direction. Only this way will they accept such a 
high-level approach to approve and budget a project.  

• You need to have a customer that understands that one can only specify 
requirements up front to a certain level of detail before you get lost, and start 
wasting time and money. 

• When basing the requirements on high-level descriptions you are depending on 
having the same key people available throughout the project to avoid starting old 
discussions over again (wasting even more time…). 
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Abstract. In agile development stories are typically used to define small, inde-
pendent pieces of functionality that have value for the customer. They are most 
often used to define requirements for future development. This paper describes 
a project where stories were used on a much broader scale as part of a strategic 
planning exercise to identify a long-term development roadmap for a new sys-
tem. Stories were used not only to define what needed to be built but also to 
document existing functionality and gaps with current systems. This resulted in 
the generation of a large number of stories, which created challenges with man-
aging and keeping the stories up to date as the project proceeded. 

1   Introduction 

This experience report describes how user stories were utilized as a key component in 
the development of a strategic roadmap plan for a new system. A roadmap represents 
a comprehensive plan for a development exercise to address a particular business is-
sue or objective. A roadmap can be used as part of a business case to secure funding 
for a project or as the starting point for more detailed planning and development. 

A user story is defined by Beck [1] as “Something the system needs to do. The 
stories are written on index cards, with a name and a short paragraph describing the 
purpose of the story.” Jeffries et al. [2] also defined a story as “…a short description 
of the behavior of the system, from the point of view of the user of the system.” For 
the project described in this paper stories were used for requirements for the new 
system plus also functionality provided by existing systems and known gaps with 
those systems. The existing function and gap stories established a baseline for  
future planning. 

The client company was a large international financial services firm that was cre-
ated by a joint venture involving divisions of two large banks. This resulted in the cli-
ent’s internet presence being delivered by several existing, disparate systems each 
providing differing levels of functionality and appearance. The objective of the  
project was to develop a roadmap for a new enterprise-wide Web portal capable of 
delivering a consistent user experience to all of the client’s customers. Intelliware was 
engaged by the client group responsible for defining and delivering the new Web 
presence and interfacing with other key stakeholders, such as senior management and 
product group representatives. 
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2   Project Approach and Methodology 

The project was split into four main phases: 

1. Internal State Assessment – Documentation of current capabilities and known gaps 
2. Future State Engineering – Documentation of high level Strategic Alternatives 
3. External State Assessment – Third party investigation to define best practices for 

an online client experience 
4. Strategic Options – Identification of project options and development of a high 

level plan for the preferred Strategic Alternative 

Stories were used during all 4 phases of the project, resulting in nearly 900 stories 
being identified. The following sections summarize each phase. 

Internal State Assessment. Internal state involved the identification of current 
functionality and known gap stories. The existing systems were reviewed in detail and 
stories were written for each major piece of functionality. The resulting current 
functionality stories were then validated by reviewing the cards with key operations 
and business representatives. The cards were updated as needed and the final versions 
were posted on the project Web site for further review by the client. 

Also, existing product and system documentation was reviewed and stories were 
written for the functional gaps that were identified. Follow up reviews were held to 
validate the gap stories with managers from the appropriate product groups. New gap 
stories identified were added to the overall list and posted on the project Web site. 

 
Future State Engineering. Future State Engineering involved weekly meetings with 
client representatives to discuss future requirements and write stories. Once an initial 
set of stories was identified, product experts were brought in to review the stories 
relevant to them to ensure their known future requirements were represented.   

Towards the end of the Future State phase several Strategic Alternatives were iden-
tified and presented to the project Steering Committee. The preferred alternative was 
an evolutionary approach that involved developing a new system to deliver core func-
tionality provided by two key existing systems and retiring those systems as soon as 
possible. Functionality provided by other systems and net new functionality were 
considered to be longer term objectives for after the first major release. 

External State Assessment. The External State assessment was initially completed 
by a third party company contracted by the client. When the assessment was 
completed the final report was reviewed by the Intelliware project team to identify: 

1. Requirements represented by existing Future State stories 
2. New requirements which necessitated the addition of new stories to Future State 

The new stories were reviewed with the client and added to the Future State list. 

Strategic Options. The objective of the Strategic Options phase was to identify pro-
ject options and develop high level plans for the preferred Strategic Alternative.  The 
planning process to do this involved the following steps: 

1. Reviewed all Internal State existing functionality and known gap stories and linked 
them to equivalent Future State stories. Several new Future State stories were 
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added to ensure all Internal State requirements were covered. Also, several Internal 
State gap stories were found to be redundant and not useful and were removed.  

2. Identified all Future State stories linked to current functionality stories for the two 
target systems. This was done by filtering the Future State stories to exclude all 
stories that were not linked to Internal State current functionality stories for the two 
key systems. This resulted in a smaller sub-set of core Future State stories. 

3. Reviewed the core Future State stories with the client to identify gaps and add ad-
ditional stories where needed. Several new stories were identified because the 
smaller set of core stories enabled the client to better visualize the system. 

4. Prioritized the core Future State stories with the client as must haves (Priority 1), 
should haves (Priority 2) and nice to haves (Priority 3). The other non-core Future 
State stories were categorized for future development.  

5. Estimated the relative sizes of the Priority 1, 2 and 3 stories. Client representatives 
were not involved in this step; estimating was done by the Intelliware project team. 

6. Used the estimates to derive duration for the Priority 1, 2 and 3 stories using an as-
sumed velocity and created an initial plan for 2007 and beyond.  The resulting plan 
is shown in Figure 1. 

7. Reviewed the plan with key project stakeholders and refined it where necessary. 

Apr May Jun July Aug Sep Oct Nov Dec J F M A M J J A S O N D
2007 2008

Priority 1: Core
Functionality

Priority 2: Core Functionality

Future Development

Objectives:
• Core Administrative, 
Reporting, Transaction 
Management, Alerts & 
Workflow Capabilities

Objectives:
• Round Out Administrative, 
Navigation, and Transaction 
Management Capabilities
• Core Product Capabilities

Objectives:
• Optional 
enhancements for 
Product 
Capabilities

Rollout

Priority 3: Core
Enhancements

 

Fig. 1. Simple bar chart of the roadmap showing future planned development iterations 

3   Findings 

During the project several significant observations were made proving that stories can 
be successfully used on a strategic planning project. 

Stories were found to be an effective tool for documenting not only future  
requirements but also existing functionality and known gaps with existing systems.  
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Stories allowed the project team to easily inventory functionality provided by and 
gaps associated with existing systems and identify overlaps and common themes. 
These findings could then be effectively illustrated to the client by organizing the 
story cards in certain ways on the table during review meetings. 

The ability to effectively present project findings to the client was greatly facili-
tated by the conceptually simple nature of stories. This was most evident during story 
validation reviews with system operations and business representatives. Typically 
these meetings would include a description of stories at the beginning, but often it was 
not certain whether or not the attendees really grasped the concepts. However, once 
the cards were spread out on the table the situation would quickly turn around. The 
participants would soon start asking questions and pointing out missing or incorrect 
stories, and in some cases they would even start writing on them. After one session 
our client contact noted that the review was so effective that it felt like the business 
representative that we met with was given a tutorial on his system.   

User stories were also effective for presenting and reviewing the draft plan with 
stakeholders at many levels. Having a rough plan backed up by stories made it possi-
ble to have both high level and very detailed discussions on what would be delivered 
and when. Detailed discussions were facilitated by laying the cards on the table. 

Tools were essential for managing the large numbers of stories that were generated. 
For this project two tools were used, Microsoft Excel spreadsheets to track and docu-
ment stories and a Word mail merge template for generating printable story card files. 
The spreadsheet was set up with one row per story and the columns represented story 
attributes such as name, description, size, etc. The mail merge template was con-
nected to the spreadsheet as its data source with embedded link fields representing the 
story attributes. A new story cards file could be generated any time using the “Merge 
To New Document” function in Word. A typical story card generated in this fashion 
is shown in Figure 2.  

Status Priority Size Print Date Web Strategy 
Roadmap FSE 1 2 3/27/2007 

List Standard Reports 

Description: 
List all pre-defined Report Definitions that the user can access. 

Notes: 
- User can either view a Report or modify the Definition. 
- Allow user to pick a report and save it to the Saved Report screen 

Project Phase Application Functional Area Story ID

FSE Generic Reporting FSE-Generic-Reporting-1
 

Fig. 2. Example story card generated from the Word template and Excel spreadsheet data file 
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Using spreadsheet files it was possible to define additional attributes for stories, 
such as priority, product area and functional area for Future State stories.  This facili-
tated organization, categorization and analysis of the stories. The stories lists could 
easily be sorted and filtered to generate sub-sets organized by product area, function-
ality, priority, etc. Also, using spreadsheets facilitated the cross-reference linking  
between the Internal and Future State stories. 

The second tool, the Word mail merge template, was useful for generating new 
cards for various review meetings. Using hand written cards was not an option given 
the number of reviews that took place and the number of times that the cards were 
written on by different stakeholders. The Word template could be configured to in-
clude filters for different story attributes, making it possible to create custom card 
files for specific product or functional areas. Corporate logos were added to the tem-
plate to give the cards a more professional look, which helped earn credibility with 
client representatives who didn’t know us very well. 

4   Conclusions 

User stories proved to be an effective tool not only for identifying and documenting 
future requirements but also for inventorying both current functionality and known 
functional gaps. They also provided significant business value in terms of planning, 
allowing the client to effectively distill a myriad of requirements into a concise plan 
that could easily be communicated to a large and diverse audience of project stake-
holders.  By using stories, detailed discussions on what would be delivered and when 
could be facilitated by simply laying the cards out on the table and organizing them 
by release.    

Conceptually stories are very simple and can be created by hand by writing  
functions on standard index cards.  However, for a large project involving hundreds of 
stories and many review sessions there are advantages to using tools such as spread-
sheet and word processor applications to help organize and categorize stories and  
create clean copies of cards for review sessions. 
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Abstract. Bekk Consulting (BEKK), a Norwegian IT- and management 
consulting company changed their way of running projects from traditional 
waterfall to a more agile approach. It took more than a year getting the whole 
company onboard and more than two years to convince most of the customers. 
We are still learning, adjusting and improving the way we run our projects – 
with focus on the outcome over delivering features.  

BEKK is a Norwegian IT- and management consulting company leveraging 
on the intellectual capital of their more than 160 employees. With specialist like 
graphic designers through system developers, usability experts, project 
managers and management consultants we create cross-functional teams 
running projects to high business value solutions, based on internet technology.  

We will later in this report discuss what were the drivers for this transition, 
but first we need to understand that it’s about creating VALUE for the 
customer. 

Some history 

Agile methods were known among some developers in our company back in 2000-01, 
but limited to testing (JUnit and some home made test frameworks), continuous 
integration and automation with Ant, and XP. Open Source projects were early 
adopters and our company participated on these. 

Some of the first attempts were related to introducing XP-techniques (2003), but 
only among developers. But as there was no good understanding of agile at that time, 
Management and sales viewed XP and agile as a hackers dream. 

The author’s first encounter with an agile/iterative project approach was back in 
2002, but unfortunately it was too heavy on RUP so it didn’t really become very agile.  

And like this project, most ended up waterfall... 
With the waterfall method projects sometimes ended up with a Big Surprise! 

Developing features and functionality according to a giant requirement specification, 
testing was often saved for last, making it an extremely tough challenge to assure 
quality.  

To build software of higher quality, we needed to involve the customer much more 
and not put all our trust in written documentation and formal sign-offs. 
Communication based on written documentation and limited dialogue was 
misinterpreted several times during the development life cycle and lead to surprises 
late in the project.  

We needed to create an environment based on trust. 
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So, what where the main change drivers for introducing Agile Methods? 

• Communication: Communication based on written documentation and limited 
dialogue was misinterpreted many times during the development life cycle and led 
to surprises late in the project. 

• Changes: The environment changes, thoughts and ideas mature and both the 
customer and the supplier increase their domain knowledge. Acknowledging this 
made us understand that the requirements shouldn’t stay fixed. 

• Learn and reflect: The fact that we gain more knowledge during the project is not 
reflected in the final software: The design is finished and there is a tight schedule 
to construct the software – we had no time to think and reflect on feedback (if 
any…). 

• Decide late: Too much design up front (BDUF): i.e. drawing GUI mock-ups two 
months before we started to implement the GUI. Many details were lost during the 
time lag. Large parts of the budget was spent on early design and left no room for 
changes later in the project. 

• Eliminate risk – focus on what you don’t know: Insufficient risk reduction early 
in the project. Often assuming how two systems could be integrated instead of 
actually integrating them. Waiting for the last minute setting up test and production 
environment. 

Our goal 

Our overall goal was to improve (external) quality with regard to both “fitness for 
use” and “conformance to requirements”. 

 
 
There are various agile methods “out there”. BEKK did not choose one specific 

method, but chose to use the Unified Process (not RUP) as a framework to enhance 
communication internally – and with customers.  

Working with large companies with complex organisations and politics it is 
necessary to adapt the process accordingly. We adapt the process in every project 
basing the approach on the values and principles in the Agile Manifesto and focus on 
the purpose and objective.  
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Where did our change-drivers lead us? 

 
Communication: Communication 
based on written documentation 
and limited dialogue was 
misinterpreted many times during 
the development life cycle and led 
to surprises late in the project. 
 

 
 
 We had to involve the 

customer more and not put all 
our trust in written 

documentation and formal 
sign-offs 

 
Change: The environment 
changes, thoughts and ideas mature 
and both the customer and the 
supplier increase their domain 
knowledge. Acknowledging this 
made us understand that the 
requirements shouldn’t stay fixed. 
 
 

 

We had to create an 
environment where changes 

were welcome so that the final 
product better matches true 
desires (and time-to-market) 

 
Learn and reflect: The fact that 
we gained more knowledge during 
the project was not reflected in the 
final software: The design was 
finished and there was a tight 
schedule to construct the software 
– no time to think and reflect on 
feedback (if any…) 
 

 
 
 
 We had to create an 

environment where creativity 
was not a “been there – done 

that” 

 
Decide late: Too much design up 
front (BDUF): i.e. drawing GUI 
mock-ups two months before we 
were actually going to implement 
the GUI. Many details lost during 
the time lag. 
 

 

We must design the system 
as we go based on the 

accumulated knowledge 

 
Eliminate risk - focus on what 
you don’t know: Insufficient risk 
reduction early in the project: 
assuming how two systems could 
be integrated instead of actually 
integrating them 
 

 

We must have early risk 
mitigation and discovery – 

tackling the hardest, riskiest 
problems first 
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The journey 

When introducing agile methods into our organization we tried to avoid the following 
syndrome: 

“Sure, we don’t apply waterfall – everyone knows it doesn’t 
work. We’ve adapted <iterative method X> and are into our 

first project. We’ve been at it for two months and have the use 
case analysis nearly finished, and the plan and schedule of what 
we’ll be doing each iteration. After review and approval of the 

final requirements set and iterations schedule, we’ll start 
programming.”

 

With support from management BEKK established an internal project called 
BAM! (BEKK Agile Movement), run by people representing all functional areas: 

• Management 
• Sales 
• Information Architecture 
• Project Management 
• System Development 
• Front End Development 
• Graphical design 
• Management Consulting 

BAM! coordinated activities for increasing the knowledge and understanding and 
enabling the implementation of agile methods into an organization. Some of the 
activities where: 

• Agile Competency Day (internally, for the whole company) 
• Monthly meetings discussing agile topics 
• Weekly/bi-weekly meetings within each competency group 
• Seminars and presentations for our customers  

Even though spending time going through the values and principles of the Agile 
Manifesto, the main focus in the beginning was on the techniques and practices of 
agile methods (iterations, iteration planning, stand-up meetings, burn-down charts 
etc). Still getting familiar with this new way of thinking and running projects, it was 
hard going to our customers and convincing them. Usually the projects adapted some 
agile practices and tested them out, without calling it an agile project. Step by step our 
projects evolved into agile projects.   

Today 

Almost all software development projects are based on Agile methods, though most 
are based on “waterfall”-contracts. Sales and Project Management are leading the 
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way, trying to find contract models more suitable for Agile projects (fighting the old 
“waterfall”-contracts). BEKKs employees have a good understanding of Agile 
methods and have embraced it. Agile is not spoken about as something new anymore, 
and is not being compared against the waterfall approach – it is now the default way 
of running projects.  

But still, some are doing agile practices without really understanding the purpose 
of them, which is often related to the fact that they don’t fully understand the values 
and principles in the Agile Manifesto.  

It took us 2-3 years of hard work and dedication before we could call ourselves an 
Agile Company. 

Lessons learned 

• Involve management, sales and other stakeholders who will be affected (not only 
developers) 

• Find the ambassadors first and use them! 
• Don’t become ”religious” – Agile methods does not alone guarantee success (it’s 

not a silver bullet) 
• You need the understanding and trust from the customer 
• Don’t try to do all at once – listen to your needs 
 

Last, but not least, it’s not about producing working software as fast as possible. It’s 
about creating the most value for the customer! 
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Abstract. In this paper we present our approach to design and develop an 
enterprise email application called bluemail. We describe our development 
process that is orchestrated for fast, iterative deployments and aimed at offering 
increased transparency to our internal user community. We finish by discussing 
the relationship between iterative design and agile development practices.  

Keywords: Agile programming, email, collaboration, research, software 
engineering methods. 

1   Introduction 

The motivation for writing this experience report stems from a recently initiated 
research project called bluemail. The goals of the project are two-fold. Firstly, we 
wanted to explore alternatives to the well established forms of email-based 
collaboration. Secondly, we were interested in looking at Ajax web client technologies 
for rich browser based applications in the enterprise. 

It turned out that the software development approach we chose became a critical 
consideration in contrast to our goals. Broad interest in email encouraged us to find an 
approach that integrated our internal user community throughout our development 
cycles. This was particularly important to us since we launched the bluemail effort 
without requirements from product or service divisions. 

To create an engaging and viable email client we also had a constraint to develop 
quality code with rich functionality. We wanted a transparent, fast-paced, iterative 
development process geared specifically towards hosted applications.  

In this article we describe how we drew on Agile development methodologies to 
shape our own development process and tooling. We also look at how iterative design 
practices can be integrated at different levels throughout the process to maintain a 
consistent and desirable user experience.  

2   Development and Design Process 

Our development process borrows freely from the Agile family methodologies [1]. 
We tailored our practices to take advantage of how hosted applications are deployed 
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and used. We focused on continuous deployment and rapid exploration of ideas. The 
key characteristics are the following: 

• Continuous integration and rapid iterations. Each creating functional, working 
code. This principle is at the heart of all Agile development methodologies. It 
implies that all features get broken down into the smallest possible set of 
functionality that are each independently deployable. Once that nucleus of 
functionality is implemented, it is completed by iterative refinement. We also rely 
heavily on continuous integration [2], building our application several times daily. 

• Continuous deployment. We further extend the concept of continuous integration 
by adding an automated deployment step. This makes the application in its current 
state available to end users on a dedicated development site or in a sandbox as 
described below. 

• Parallel development efforts with sandboxes. A sandbox is conceptually a 
complete clone of the source code repository including associated continuous 
integration and deployment capabilities. We aggressively use sandboxes for all 
changes that go beyond what can be completed in a day. The sandbox not only 
contains code, but also a running instance of the application.   

• Gradual and independent stabilization of features. Newly implemented features 
become robust by moving from sandboxes to more stable instances of our 
application. Along the way, the feature gets exercised by the internal team and our 
users. The more stable instances serve a larger audience. Introducing a bug has 
later in the chain has more severe implications. Thus, update cycles become longer 
as a change migrates from a sandbox through the development instance and the 
prerelease instance to our production server. 

As a result of these principles, our development process has a high degree of 
transparency. The development team and our user community have, at any point in 
time, complete insight into the status of all development activities.  

3   Putting These Principles to Work – The Bluemail Development 
Environment 

Our development and design process is supported by a development environment that 
provides the necessary tooling to make source code management, building, and 
deployment a largely automated process.  

We leverage several publicly available tools. Subversion provides the source code 
management capabilities [4]. Trac, a wiki based project management tool, is used to 
track bugs and features. We use Cruise Control to monitor source trees and 
automatically trigger builds upon newly committed modifications [3, 5]. Additionally, 
we extend this set to automatically deploy and unit test application builds. 

Developers can initiate the creation of a sandbox from a web-based interface. 
When this happens, several automated steps are performed: 

• Creating a new branch of code is triggered at the source code management level.  
• Cruise Control is set to monitor and perform automated builds and unit tests. 
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• A deployment environment for the sandbox is created which is equivalent to a new 
instance of the application server with its own URL. 

• The sandbox is added to what we call the switchboard – a dynamically generated 
list of active sandboxes. 

 

 

Fig. 1. The sandbox deployment model 

As developers commit changes to the main line of code, the isolated branch in the 
sandbox will become more out of synch. To address this we added tooling support to 
allow refreshing the sandbox with updates from main line of code. Developers 
perform this process every other day on average. All updates that do not cause merge 
conflicts are automatically integrated, leaving only a few changes to be manually 
merged. Committing the refresh triggers a build and execution of our unit test scripts. 

One advantage of frequent refreshes is that dissolving a sandbox is relatively easy. 
After going through the refresh procedure described in the previous paragraph, the 
sandbox and main line of code differ only by the set of changes added in the sandbox. 
We provide an interface to trigger change merges into the main line. The steps taken 
are similar to the operation described above except that source and target are reversed.  

Sandboxes are intended for changes that take at least one or two days of work. 
Smaller changes and bug fixes are usually committed directly to the main code.  

Periodically, we move the current set of changes from a development instance to a 
more stable pre-production instance to serve a larger user community. We time it such 
that we dissolve sandboxes at the beginning of the cycle. Relevant features sit in our 
development instance for a few days before the code is promoted to the pre-
production application version. In Subversion, the level of code on the pre-production 
instance corresponds to a tagged set of changes. We move current items out of the 
pre-production instance to live production as newer changes roll in from sandboxes. 

It is not uncommon in our environment to have bug fixes go directly into the pre-
production instances, forward-fit to the development instance, and back-fit to active 
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sandboxes. Occasionally, a bug has to get fixed directly in the production instance, 
corresponding to an earlier tagged set of changes in Subversion. As an alternative, the 
production instance can always be reverted to the previous level of code. 

To summarize, our development environment allows us to flexibly work on 
multiple features in parallel while moving the main line of code forward. It provides 
opportunity for feedback from developers, designers, and the user community. 

4   Strategic Design 

Traditional software development models often favor up-front design. Significant 
resources are spent early in the process to define requirements and architect a system 
before committing to any lines of code. Design’s role often involves producing 
comprehensive user interface and interaction specifications.  Many user-centered 
design methods (contextual inquiry, card sorting techniques, and participatory design) 
have been developed that aim at grounding up-front design in user needs and desires. 
One downfall to these methods is the time necessary to prepare, conduct, and analyze 
results [6, 7]. In preparing to design bluemail, we felt traditional methods would only 
result in identifying mostly predicable and well documented problems in email.    

Instead of following a path from users to requirements to articulated value and 
specification, the early design aimed to quickly illustrate a core vision. Light-weight 
competitive analysis was conducted to see how web-based consumer-driven clients 
were changing the email landscape. Are there ways to apply these practices to the 
enterprise? What unique opportunities open up by developing within a company 
firewall? Answers to these types of questions coupled with a deep understanding of 
key gaps in product roadmaps enabled the design team to focus on a handful of core 
values. As coding rolled forward on implementing core email functionality, the vision 
evolved and was vetted across research, product, and service divisions through a 
series of presentations. Traditional design artifacts (scenarios and UI mockups) were 
used as communication tools to position bluemail in regards to product roadmaps. 

4.1   Maintaining Vision Across Sandboxes 

As bluemail began to take shape through development efforts, design has played a 
valuable integration role. Design provides a common ground for things to progress in 
their short-term isolation while maintaining the cross-cutting trajectory for features 
across sandboxes. When possible, design is able to aid the team by anticipating how 
two or more elements will merge, and can design each accordingly. An example of 
this in bluemail involved a goal of providing richer context to messages through 
linking to shared documents. The email composition header design became a key 
integration point. One sandbox focused on providing attachment support while 
another looked to incorporate links and ties to an activity-based document store. 
Design was able to provide a consistent behavior to both capabilities, and by the time 
the sandboxes merged, they both employed a consistent user interaction.  

Design, in this and many more cases, acted as a middle-man between the  
high-level vision and bottom-up innovations under development. 
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4.2   Closing the Loop with End-Users 

Once the core mail features had reached a high enough level of maturity, we deployed 
the bluemail system to a broader number of early adopters. As mentioned earlier, the 
software as a service deployment model is well suited to take advantage of implicit 
usage statistics as well as explicit user feedback. Upon rolling out the initial system, 
we were able to see that people were running into problems during the initial sign-up 
and login phase. In less than a day, we were able to provide and rollout a fix that 
incorporated a more guided interaction to users.  

As deployment becomes broader, usage patterns play an increasing role in design 
decisions. As new concepts are experienced by users, we can track their success or 
failure and use the numbers we record as grounding for future design decisions and a 
continued dialog with stakeholders in the product and service organizations. 

5   Conclusions 

The development process described in this experience report has allowed us to 
implement significant functionality within a few months time. We have begun to 
build a user community around bluemail and several of our users are engaging in our 
development effort by using sandboxes. Exploring design alternatives in this way has 
added grounding to decisions and increased acceptance by our user community. 

Sandboxes have also proven to be useful for our geographically distributed 
development team. Each team member’s process becomes transparent to the entire 
team. Design feedback and code reviews can happen in a targeted manner while 
feature implementation nears completion in the sandbox. 

We plan to apply the process learned here to a different project with a larger team 
in the coming year.  
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Abstract. In this paper we examine the close relationship that can be estab-
lished between Agile methodologies and the FLOSS (Free-Libre Open Source 
Software) development model, by integrating a Health Information System 
(HIS) into the IT environment of an Italian hospital (a so-called software verti-
calization). We followed XP approach during development of new features. 
This approach allowed us not only to contribute to the original Open Source 
project, helping it to become increasingly mature, but also to evaluate in a 
quantitative manner the effort devoted to the international project, to the na-
tional context and to the specific health care organization. 

1   Introduction 

Care2x [1] is an Open Source project commenced in 2002, for the purpose of creating 
an integrated health care environment for hospitals and health care organizations. It is 
based on four major components - a Health Information System, a Practice Manage-
ment System, a Central Data Server and a Health Exchange Protocol. In this paper we 
describe an experience with the Care2x HIS, a web application based on PHP and 
Javascript technologies, which uses an Open Source DBMS (MySQL or Post-
greSQL). Its design is modular and can be easily extended by plug-ins. We chose the 
University Hospital of Cagliari as the environment for integration and testing of the 
new features we implemented, limiting the scope to a single ward. The result of this 
activity is a fork of Care2x HIS, named FLOSS-HIS. This is not the first time a health 
care organization is involved in the deployment of an Open Source IT infrastructure 
[2], but in this case it is intended to stress the importance of adopting an agile meth-
odology in such activities. 

2   The Development Process 

Choosing the XP approach for the development allowed us to track the process in 
detail, obtaining useful information about the development effort, which will be ana-
lyzed later in this paper. In this paragraph we describe the two main phases of the 
development process: 



214 G. Porruvecchio et al. 

1. Requirements elicitation and coding 
2. In-ward testing 

Following XP guidelines [3], the iterations in the development were quite short 
(one or two weeks), allowing us to receive enough feedback from the customer to 
satisfy his needs [4]. The development team comprised a senior and a junior pro-
grammer, with the support of a senior coach, and the developers strictly followed the 
pair programming practice [5] during the entire coding activity.   

2.1   Requirements Elicitation and Coding 

During this phase, our customer was one of the hospital’s IT managers; he developed 
the HIS currently used and his knowledge of the information flow through the hospi-
tal areas enabled us to better focus on the missing features to be implemented and on 
the necessary minor tweaks to the code. User stories were the main tool in this phase 
[6], and all the results of our work were built thereon. Indeed, by estimating the time 
needed for each task and recording the actual time needed for its implementation, we 
were able to collect all the data presented in this work. We also used XPSwiki soft-
ware [7], which helped us to track and record the user stories related data; it can also 
generate XMI exports for further elaboration [8]. 

The main additions to Care2x system implemented in this phase, not considering 
the minor changes and bug fixes, can be summarized as follows: 

 User access control: it is now possible to manage and fine-tune the access 
privileges to the various application functionalities, taking into account the 
user role (i.e., doctor, nurse, system administrator, etc.). To develop this fea-
ture we used phpGACL [9], an Open Source PHP library which provides the 
classes to implement a powerful access management system, using the Ac-
cess Control List pattern. 

 Laboratory interface: an interface between the HIS and laboratory ma-
chines was implemented to automate the acquisition, storing and printing of 
the exams requests and results. 

 ICD9CM codes: ICD (International Classification of Diseases) is the inter-
national standard diagnostic classification for epidemiologic and health  
management. We needed to implement the ICD version currently adopted in 
Italy, because Care2x uses the latest version, ICD10. 

 Clinical exams integration:  the exam list was far from complete, so we had 
to add a lot of exam types to the application, especially those used in the 
ward where we tested the software. 

2.2   In-Ward Testing  

After the first phase, the software was ready to be installed on a server machine and 
tested by hospital personnel. Initially, we concentrated our efforts on activities like 
software and database installation/configuration, data migration and user training 
(creating a simple manual for the most common tasks). Then new requirements were  
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collected from the medical personnel who helped us in this phase (as new customers), 
so further features were developed, mainly regarding functionalities too specialized to 
be reused outside the local context. The feedback from the users was very important 
for fully understanding how to satisfy their needs. We found a further demonstration 
of the importance of communication between users and developers to improve soft-
ware quality and customer satisfaction. This is true also in the Open Source develop-
ment model, were the attention is focused more on the communication among the 
developers of the community [10]. 

3   Results: Analysis and Discussion 

We extracted from the user stories the data about the development effort (in practice, 
the time needed to complete each task of each story, expressed in man-hours), to 
highlight the kind of contribution each feature provided in terms of reuse, considering 
its scope (local, national, international). For this purpose, we made the following ef-
fort classification: 

1. International: New features and bug fixes that can be presented to Care2x 
developers community and integrated into a future software release. This 
represented the main contribution to the Open Source project, and its “inter-
national” value as far as our work is concerned. 

2. National: Features that are considered mandatory in order to adapt the soft-
ware to the Italian context. 

3. Local: Features and customizations aiming to satisfy specific needs of the 
University Hospital, whose reuse in another environment might be quite 
complicated, due to different practices; this constitutes the software vertical-
ization. 

4. Support: Care2x code analysis and understanding, creation and configura-
tion of tools for the development team. 

We included in the first category user access management, other minor functional-
ities (like a browser extension to enable kiosk mode) and bug fixes. 

Regarding the national context, the most relevant modification is the ICD9CM 
codes implementation. In general, these two categories include functionalities that 
were developed during the first phase, while most of the hospital-related features were 
requested, and developed, during in-ward testing.  

As far as the last category is concerned, this consists mainly of the study tasks 
(used to understand the code we had to modify) and marginally of other activities, like 
IDE configuration and test framework development. This contribution may at first  be 
considered of marginal utility, but the importance of software knowledge becomes 
clear in case of further deployments. 

Overall, the team worked for 154 man-days; the following tables show the distribu-
tion of effort across the process phases. 

During the first phase, the major effort was spent in developing highly reusable 
modules  (international and national context); this is a predictable result, because the  
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first features added were those rated as key features by the customer (i.e. user access 
management), so they had to be developed as soon as possible. Also a great deal of 
time was spent studying the software code, as it was at the beginning of the project.  
 

Table 1. Effort spent during requirement elicitation and coding phase 

Category Man-days Share 
International context 53.5 40.5% 
National context 18.7 14.2% 
Local verticalization 26.7 20.2% 
Support activities 33.1 25.1% 
TOTAL 132 100% 

Table 2. Effort spent during in-ward testing phase 

Category Man-days Share 
International context 3 13.6% 
National context 7 31.8% 
Local verticalization 11 50.0% 
Support activities 1 4.6% 
TOTAL 22 100% 

Table 3. Total project effort 

Category Man-days Share 
International context 56.5 36.7% 
National context 25.7 16.7% 
Local verticalization 37.7 24.4% 
Support activities 34.1 22.2% 
TOTAL 154 100% 

As expected, in-ward testing produced mainly hospital-related functionalities 
(sometimes ward-related) because, as already mentioned, the doctor who provided the 
requirements focused his attention on specific needs of his hospital and his ward. In 
addition, we were at a more advanced project phase, so the most important features 
had already been developed, and there was little need to spend further effort in system 
understanding. 

Another kind of data we were able to extract from user stories is how the effort dis-
tribution evolved with iterations (Fig. 1): 

The graphs clearly show a predominance of the international contribution and of 
the system study at the beginning of the project, while during the later iterations we 
focused mainly on the local side of the project. We observed the same behavior on a 
larger scale, examining the entire development process. The data regarding the na-
tional aspect are not very meaningful, because they contain too few features, so do not 
follow a specific trend. 
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Fig. 1. Effort distribution during the first phase iterations 

4   Conclusion 

The experience described in this paper shows that adopting an agile methodology not 
only results in the developers producing better quality software, but it can also help to 
explore the various implications an Open Source project can have. Thanks to the in-
formation provided by user stories, we were able to evaluate to what extent the effort 
spent during the development was reusable, so as to identify in which context it could 
bring real benefits. In this specific experience, we found that a project like FLOSS-
HIS, conceived as a software verticalization with only local scope, provided instead a 
significant contribution to the originating Open Source project as a whole. 
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Abstract. In this paper we show how agile practices have been used at the Poste 
Italiane for building a monitoring system of its complex IT infrastructure. The 
system, called Datamart, is built upon the existing monitoring infrastructure. A 
testing framework has been developed for performing assertion checking either 
on existing legacy modules or on the new functionalities. This framework is cur-
rently used, and is able to process data coming from 100,000 distributed com-
puters, enabling and improving their centralized control. 

1   The Context 

In this paper we present an experience regarding the adoption of agile practices in 
Poste Italiane, a large organization which offers a complete range of postal services 
and a large number of financial services in Italy. This complex organization comprises 
several thousand business units distributed throughout Italy and linked up through the 
group’s IT infrastructure. 

A business unit may be either a post office in a city or in a remote village, or an im-
portant regional or national business center, all sharing a basic model based on the life-
cycle of a single atomic entity: the single workstation (or the server).  

The main problem of such a large organization is to be able to satisfy business de-
mand in a continually changing market. To achieve this goal we need to manage more 
than 100.000 units all over Italy.  

This would be a simple matter if we could disregard the dynamic feature of this sys-
tem. Unfortunately (but fortunately for our project) the changes, either business driven 
or technology driven, occur everyday and in our experience the need to support these 
changes is the primary requirement  for our organization. To this purpose, we have in 
place a number of infrastructures, each of them being responsible for managing a sin-
gle aspect of our ICT business. These vertical layers could be regarded as a single 
competence, so we speak vertically of Antivirus Platform, Asset Management Plat-
form, Software Distribution Platform, Cash Dispenser Platform, System Management 
Platform and so on, up to the next vertical layer (the future, as yet unknown platform 
that the business will require). 
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2   The Project Datamart 

In this context it was decided to experiment agile methodologies to develop a moni-
toring system, called Datamart,  aimed to ease the use and leverage the existing com-
plex infrastructures. 

And now for the figures: Poste Italiane has more than 100.000 computers (servers 
& clients) spread over more than 20.000 subnets and from the outset the company 
equipped its ICT infrastructure with systems able to monitor their hardware devices, 
applications  and services. 

In this huge context, we experienced some difficulty in effectively tracking the dy-
namic behavior of the system and found that the functionalities of each infrastructure 
could be improved by cross-correlating the information provided by each subsystem. 
This is the aim of the Datamart project described herein. 

We implemented the Datamart system using an incremental and iterative approach, 
guided by user stories. The first release was guided by the high-level schedule goal1 : 
“Every subsystem needs to collaborate to describe the management domain”. At the 
end of the first release we found that there were a large number of machines that were 
not recognized by any subsystem, thus obtaining the first valuable outcome: each sub-
system, initially described only in terms of internal infrastructure metrics, could be 
more exhaustively reviewed in terms of a more realistic overall metric derived by 
integrating the data shared among all the subsystems. 

The next schedule goal: “The system must drive the transition among states, trig-
gering certified actions” creates the basis for all subsequent development, including 
refactoring of the interfaces of the vertical layers quoted in the previous section. The 
goal is to be able to identify the basic events to be shared among all infrastructures in 
a simple, certified way. 

The first problem that developers have to face is a communication problem due to 
the lack of a shared vocabulary of domain specific terms. Starting from the XP les-
sons that enable the spread of knowledge among team members, it was decided to 
model the domain in order to establish not only a common vocabulary, but also a 
common approach between business units. 

The functionalities have been analyzed and collected using user stories. CRC cards 
have also been used to better explain responsibilities and intermodule collaboration. 

Finally, some state diagrams have been written for effectively representing and 
standardizing the dynamic behavior of the basic entities. 

In order to modify such a complex system one must ascertain that the modifica-
tions do not introduce errors in the modules or result in the loss of existing functional-
ities. The XP addresses this problem by prescribing the writing of unit and acceptance 
tests that are automatically executed each time there is a system change. 

The context in which the Datamart operates is that of an infrastructure composed 
of numerous subsystems, each one with its own legacy monitoring infrastructure. The 
Datamart system is able to integrate and manage the data generated by these subsys-
tems. So, writing a testing framework for such system was a challenge, as pointed out 
in the next section. 
                                                           
1 John Kern, “Goal-centric Process and Project Management”, The Coad Letter, Issue 104, 7 

Nov 2002. 
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3   The Practices 

In order to test the functionalities of the existing legacy systems and the new added 
features, an ad-hoc test framework was created that allowed to execute assertions in 
an automated and repeatable way. A peculiar characteristic of Datamart system is that 
the assertions are not simply used during development as regression tests; in fact the 
framework triggers execution of the assertions during normal operation, so as to col-
lect metrics from the meta-model. Metrics have been defined at a meta-model level 
and can therefore be replicated for every subsystem. They contribute to finding the 
number of entities that mismatch assertions, helping to identify the causes and adopt 
corrective measures. 

Another characteristic of the test framework is that it is able to activate, in a super-
vised manner, the actions for given triggering conditions. As an example, an action 
could be the addition of a new workstation in a specific subsystem or the deletion of a 
workstation from all the subsystems. 

Datamart has been developed following an iterative and incremental approach; this 
approach allowed the team to give value to the customer from the very first steps of 
the development phase. Moreover, this turned out to be a winning approach because it 
enabled to obtain feedback from the customer early on. The requirements have been 
collected in an agile way using the user stories. 

The Pair-Programming technique and the continuous feedback have in this case 
brought systems development from mere encoding carried out by the developers to a 
precise understanding of all codifications, sharing an advanced level of Business 
Process Rules (BPR). 

Another important result of Datamart has been standardization of the interfaces for 
interaction with the subsystems, based on a model shared that the suppliers have to 
use to enable them to supply new functionalities to the system. 

In this way, technology changes can now be encouraged, maintaining the BPR pre-
viously defined at the model layer. 

4   Conclusion 

The shared model proved to be an excellent communication tool. The test framework 
was useful for writing regression tests and also for collecting the metrics important for 
system monitoring.  

The iterative and incremental approach has been perceived as a major innovation 
compared to the traditional methods. It has also been appreciated by management 
because of the possibility it offers to obtain value early on and of providing early 
feedback to the team, laying out the basis of its further adoption in other projects. 
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Abstract. This paper outlines what happens when a team has to work on more 
than one project at a time. It explains how time can be divided, the team’s chal-
lenges and how to priorities can be set when more projects are approaching 
deadlines at the same time. 
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1   Introduction 

Together we have 8 years of agile software development experience working on vari-
ous projects within Philips Research. Philips is Europe’s largest electronics company 
and owns one of the world's major private research organizations with laboratories 
spread throughout the world. These laboratories create value and growth for Philips 
through technology-based innovations in both the healthcare and lifestyle domains. 
Deliverables of Philips Research are standards, patents and publications, each accom-
panied by hardware and/or software prototypes as a proof of concept.  

2   The Context 

Some of our customers only have budget to pay for a single software developer up to 
a particular deadline. Since we do XP/SCRUM we require at least two developers to 
work on a project to facilitate pair programming. This non-ideal situation does not 
allow the developers to switch pairs, but we have found it to be far more optimal than 
not being able to pair program at all. 

The consequence of this requirement is that the budget is consumed twice as fast. 
The work also gets done at least twice as fast with respect to the original timeline. 

Additionally, many of our customers create joined collaborations with other parties 
to get to a prototype or a product. This means that the software development teams 
are basically one of their suppliers. Often the team needs to collaborate with one or 
more of these partners of the customer. 

2.1   Dividing Your Time 

The increased velocity is sometimes not acceptable to our customers. You might 
think: “Huh?” Well, the explanation is that our customers also have a timeline and 
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often require input from other partners too. These partners often have milestones that 
may fit the original timeline of our customer. Consequently, our developers are some-
times waiting for deliveries of other parties. 

To solve this issue we let our developers work on that project for 50% of their time 
to reduce deviations of the original schedule of our customer. When this happens, we 
have to find some other project we can do in the remaining 50% of our time to assure 
people are booked fulltime. 

This gets our developers in the situation where they have to find a way to do agile 
planning and tracking for two projects in parallel. 

3   Iteration Length and Allocation 

As always the team has to choose an iteration length for each project and they will 
have to decide when an iterations starts and when it ends. When the team works 50% 
on one project and 50% on the other, then two week iterations are not a nice option 
for the customers unless they are alternating over 4 weeks periods. 

We have tried several options. The first option was to have the team work three 
days on project A and the other two on project B and then the next week the other 
way around. This proved hard to most team members because this resulted in a con-
text switch during the week.  

The next option we tried was working two week iterations by working one week on 
project A and the other week on project B. This worked out relatively fine, but also 
was not very nice for the customer, because this sometimes lead to unfinished user 
stories during the first week. Consequently, the customer would only have partial user 
stories finished. 

The next option we tried was to work in iterations of one week starting on Monday 
and ending on Friday. Let’s say every even week on project A and every odd week on 
project B. This seems to have a number of unexpected advantages. First of all this 
challenges the team to create small user stories, so they are sure they can finish a  
number of them and also complete all of them. The second advantage is that since the 
user stories are so small, it is easy to get started, stay focussed and finish them. A 
third advantage is that the team is less tempted to do gold-plating. A fourth advantage 
is that the customers have a week in between. This gives them the opportunity to 
more often change the priorities in the backlog and this appears to be advantages in a 
more research like environment like ours. 

A disadvantage is, that this way of working is harder and definitely not for every-
one. We believe it requires more experienced extreme programmers, because here the 
team’s discipline is tested to a larger extend. And of course we should not forget that 
the team still has to cope with the context switches. This brings us to the next advice: 
make sure your iterations run from a Monday until the Friday. Do not have iterations 
that e.g. start on Wednesday to Wednesday the next week. In the latter case teams will 
be more easily tempted to work over the weekend, just to get some extra stories fin-
ished. In the view of sustainable pace people should avoid doing that as much as pos-
sible. Additionally, in the first case the context switch takes place during the weekend 
and this has its advantages, since most people have a context switch then anyway. 

Due to the short iterations having a proper plan becomes more important, conse-
quently acceptance criteria should be available at the start of a new iteration and not 
half way during the iteration. Effectiveness is influenced in case of doing more than 
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one project in parallel. The team will be challenged in producing an equally large 
output compared to a single project with a two-week iteration as a result of reduced 
effectiveness and reduced velocity. 

4   Single Point of Escalation 

When a team works on more than one project, it can make a whole lot of difference 
when they are dealing with a single or with multiple customers. 

4.1   A Different Customer for Each Project 

When executing more than one project with the same team, it is very important that 
the team can get the priorities right. When each project has its own customer, this can 
be a challenge. Basically, both customers need to be setting the priorities as always in 
agile projects. 

However, customers are people too (yeah… really!) and they will always try to get 
as much as possible. So reducing scope just before a deadline is sometimes hard for 
them. They must choose and depending on the maturity as a manager, they will either 
choose or they will say something like: “It does not matter in which order you will 
implement the stories; I need all of them anyway.” You can image that this is not 
helping the team and this also increases the pressure. 

In case you deal with a different customer for each project, you should make it 
very clear that there is not a trivial option to let people work overtime, just to get what 
they want. Working overtime shall only be used in very exceptional cases. It should 
be clear to the customer, that the only options he has during the time that the team 
works for him, is to either add more people to the team or to reduce scope. 

The first option of adding more people usually does not help a team that is already 
under pressure. It becomes clear from the release planning meetings that something 
like this may be needed on the long run and new team members can be added to the 
team before the pressure is increased. But for the first period of 1 to 3 months the new 
staff will be a net liability. 

The second option is easier than you might expect, but also requires a bit of educat-
ing your customer. Eventually, when time is up your customer can only get what is 
done. If not all user stories are done and your customer was one of those who did not 
want to choose, he will be confronted with this fact of life. The problem with this 
option is that motivated developers usually feel very uncomfortable with it and will be 
tempted to do more as we outlined before. 

Working for multiple customers can be a problem when deadlines are approaching. 
Customers generally are willing to help out another customer by allowing the team to 
work more on the project that is nearing the deadline. But when two customers want to 
meet a deadline and the team feels it cannot make both of them, we always try to make 
sure the team leader has a single point for escalation. This person then has to decide 
where priorities lie. Usually, this is possible for a team creating in-house software. 

4.2   A Single Customer for Both Projects 

When a team is working for a single customer on more than one project, then things 
are easier. The customer can be confronted with an additional level of prioritizing. 
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Namely, when one or more projects are under time pressure, he not only has to priori-
tize the user stories, but also should prioritize between projects. 

The customer can choose which project gets the highest priority and can allow a 
team to do more work for the project under pressure. When both projects are under 
pressure, it is basically the problem of the customer to choose between the two of 
them. In the previous case where there are multiple customers involved, the team is 
challenged in their negotiation skills to make things work. This challenge is not pre-
sent when your team works for a single customer. 

5   Dependencies and Risk Management 

Most software projects have dependencies to people, hardware or other software. 
When handling more than one project, it requires more skills to make sure that every-
one or everything is available to the team. 

In case the customer collaborates with a number of partners to get to a product, the 
software team often has to communicate about outcomes with these partners too. 

With less experienced teams it is sometimes a better idea to make this the custom-
ers’ responsibility. In such a case the team is responsible for clearly communicating 
any dependencies they have with respect to deliverables by partners. The team is also 
responsible for making clear what the impact is to their planning and schedule when 
partners are not able to deliver in time, deliver something else than expected or 
needed or do not deliver at all. 

Agile teams are usually quite strong in finding alternative solutions, so when 
communicating the iteration and release plan, they should identify possible dependen-
cies and create mitigation plans together with the customer just in case partners do not 
deliver as expected. 

With a more experienced team it is better to leave identifying risks and mitigation to 
the team. It is not uncommon that an agile team finishes early with respect to schedules 
of others. Consequently, an agile team can be slowed down by others. When the team 
can track dependencies and mitigation plans themselves, they can make this an integral 
part of their iteration and release planning and deal with this as user stories. 

We have found that experienced teams prefer this way of working to avoid waiting 
time or sudden big bang integrations. Experienced agile teams are often quite capable 
of helping partners to deliver in time. By the way, this is fun for a team too, since the 
pressure is with others and not with them. 

The latter is only advisable when the team has already built a trusting relationship 
with the customer. Such a relation is usually only present when a customer has 
worked with the team for a longer period of time. 
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Abstract. Current practice suggests that security is considered through
all stages of the software development life cycle, and that a risk-based
and plan-driven approach is best suited to establish security criteria.
Based on experience in applying security practices, this paper proposes
two new security practices, security training and a fundamental security
architecture, for applying Extreme Programming.

1 Introduction

Software security means different things to different people in different con-
texts. On one hand, software security is about delivering secure software: design-
ing/implementing/testing software to be secure, and educating software
developers, architects, and users about how to fulfil security tasks. On the other
hand, software security is about protecting software and their surrounding sys-
tems in a post facto way, i.e., after development is complete.

General security evaluation criteria and guidelines, such as the Common Crite-
ria [1], presume that security must be considered from the start of a development
process, because security, like safety or dependability, is a system-wide emergent
property that requires advance planning and careful design. But modern soft-
ware projects also recognise that change is inevitable; for example a sudden
change in the business environment might change the course of the project. The
operational environment is so integral to security that a change of environment
is likely to expose the system to new or unforeseen threats.

Agile methodologies, such as Extreme Programming (XP) [4] attempt to re-
spond to change in a productive manner. Security, like other quality attributes,
is not a native consideration of any existing Agile process. Indeed, security con-
siderations clash with many of the intrinsic development goals (e.g., efficiency
and usability). There is a range of work addressing the addition of security con-
siderations to Agile development processes, e.g, [2,3,5,6,11]. Whilst these start
to address the tensions between agility and the existing security practices and
evaluation, the state-of-the-art is still a loose collection of ideas and techniques
with little evidence that they reliably produce systems with the desired security
attributes. Based on our experience, we are exploring a synthesis of these ideas
into agile practices that can be tailored to the needs of software projects where
security is a concern.

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 226–230, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Extreme Programming Security Practices 227

2 Security Practices in the Planning Game

As practitioners become more aware of software security’s importance, they are
increasingly adopting and evolving a set of best practices to address the prob-
lem. Security engineering aims to ensure that security concerns should be taken
at every stage of software development life cycle. In the cases of applying agile
methods, the obstacles are studied in [3,5,6,11]. At a certain level of abstraction,
almost all agile methods follow a loose iterated process: planning, designing, cod-
ing, then testing. Among these phases, planning is especially important because
it always determines the course of the software project, and it is the key element
which makes the method differs from plan-driven methodology.

XP is based on simple rules and a small number of practices. In planning, the
practices used are as follows: user stories are written; release planning creates
the schedule; make frequent small releases; measure project velocity; divide the
project into iterations; iteration planning commences each iteration; move people
around; start each day with a stand-up meeting; and fix XP when it breaks.

Based on our experience in applying XP, and more generally in building a
variety of secure information systems, we suggest that there are two essential
security practices that are compatible with XP. They are:

– Security training for all participants of the project, including the customer.
The customer and developers need appropriate security knowledge from the
start of the project. They must understand basic terminology (e.g., risks,
vulnerabilities, assets) and notions of risk assessment. We suggests that the
likelihood that the system will satisfy its security requirements will be corre-
lated to the relevant security knowledge of the customer and team members.
Whilst specifics of security training differ across projects, common themes
that are compatible with XP are: writing a security story; understanding
common security attacks and vulnerabilities; avoiding known poor practice
in programming; and performing security testing.

– A fundamental security architecture is defined before iterations commence.
The fundamental security architecture is of critical importance, as it outlines
what security mechanisms are available in the IS platform (e.g, DBMS access
control mechanisms etc.), and how these mechanisms relate to identified
risks and vulnerabilities [6]. Moreover, a fundamental security architecture
encodes best-practice and proven experience: a system architect can apply
experience from other software projects. A fundamental architecture could,
for instance, be represented as a collection of engineering patterns.

3 Security Training

The reality is that establishing software security is an exercise in security risk
management. Security practitioners often point out that security is not a purely
technical problem. Problems are inevitable if participants in a project team are
not security-aware. This problem is exacerbated in people-oriented processes
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such as XP. Improving the security awareness of the whole project team is ob-
viously important.

The practice of security training is focused on improving organisational secu-
rity capabilities and providing appropriate technical knowledge. In addition to
security professionals or experts, the human roles involved in an software project
can be classified into:

– Stakeholders, including several roles in XP: customers, coaches, trackers,
and manager. They always provide the stories that form the metaphor of
the development, and answer subsequent questions.

– Developers, including metaphor, programmers and testers. They work from
the requirements of stakeholders and security experts, with the goal of de-
livering an appropriate system.

The requirements of security training vary for different roles. Training for
stakeholders are the more general, focusing on how to respect security policies
when requesting new functionality, and ultimately when using the system. Devel-
opers need technical training for specific system architectures, explaining built-in
or add-on security mechanisms. They also need training that enables them to
modify existing mechanisms, and to design and install new mechanisms where
necessary.

System attacks rarely create security holes; they simply exploit existing ones.
Unidentified security vulnerabilities are typically the result of poor software de-
sign and implementation, whilst the exploitation of identified vulnerabilities is
the result of poor risk assessment. Improving the security knowledge and aware-
ness of developers can mitigate these vulnerabilities and risks. However, en-
hanced security awareness by project participants is not normally a sufficient
substitute for a security lead in the development team. A security specialist
brings deep understanding of security issues and of software development, and
acts as a resource for the development team. In some cases, the security specialist
takes a role of coach in the project.

4 Fundamental Architecture

Software security is a system-wide issue that takes into account both system
architecture (such as the model of access control) and concrete security mech-
anisms (such as the implementations of access control). Whilst many security
vulnerabilities arise through poor implementation, significant mitigation can be
achieved by a strong fundamental security architecture.

The key to meeting the security requirements of a system is risk manage-
ment; to manage security risk, threats must be identified early, and it must
be possible to analyse their implications. This is facilitated by incremental de-
velopment of a security-focused architecture, or high-level platform design, that
allows assessment of risks and rigorous security testing of deliverables. The secu-
rity architecture captures the experiences of the similar system developments. It
provides a basis on which to address the trade-off between security requirements
and functional user stories.
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The practice of creating the fundamental architecture is not incompatible with
the spirit of XP (see [7]), and related XP values, especially simplicity. [6] shows
that a security architecture can be constructed incrementally, and demonstrates
that the practice of constructing a security architecture itself is agile too.

Several artifacts and tasks can help to create a fundamental architecture:

1. Architectural risk analysis. The central activity of architectural risk analysis
is to build up a consistent view of the target software system at a reasonably
high level. The most appropriate level for this description is the typical
“white board” view of boxes and arrows describing the interaction of various
critical components of software system.

2. Practical security handbooks on software systems, such as [12], and program-
ming languages, such as [9], which either implicitly or explicitly document
security best-practice.

3. Experience and knowledge of other software projects. These are not always
formally documented but they are transmitted to every participant in the
project by security training.

The practice of fundamental architecture is also supported by recognised secu-
rity tactics, such as defence in depth and fail securely. To conform to XP values,
the fundamental architecture should be as simple as possible, e.g., a basic outline
for the first release, with new features incrementally added in later iterations.

5 Conclusion

Proven principles and practices for building secure software build on hundreds
of years of security experience in a variety of situations, from military defence
to software engineering.

In addressing the need for seamless integration with agile practices, we anal-
ysed common elements of established security practices in two ways:

1. By qualitative argument that the security practices are not incompatible with
the agile values, principles, and technical practices.

2. Through experiments and case studies.

Both are necessary – the first demonstrates a conservative form of compatibility
between a specific agile process and the security practices, whilst the second
demonstrates the practicality of adding new practices to an existing process.

We conducted a review of the security practices used in [8,10,13,12] and else-
where, with the aim of identifying a sufficient set to integrate with XP for soft-
ware development. For each practice, we identified whether it supported each of
the five XP values. We found that many of the security practices are compatible
with XP’s values. For instance, security reviews emphasise communication and
feedback, whilst a simple security solution is always preferred because it is less
likely to have unintended side-channels, and is easier to demonstrate to external
assessors. Furthermore, nothing in the security practices reviewed contradicts
the values of courage and respect. A summary of this review is in Table 1.
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Table 1. The embodiment of XP Values by Security Practices

Security Training Fundamental Architecture

Communication
√ √

Simplicity n/a
√

Feedback
√ √

Courage
√

n/a

Respect
√

n/a

We then considered similarity to the key XP practices dictating simplicity,
embracing change, and incrementation. At the end, we selected the two essential
security practices used in planning. Our approach was specifically focused on
low-risk systems which are commonly developed using agile methods.
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1   Introduction 

Together we have 8 years of agile software development experience working on vari-
ous projects within Philips Research. Philips is Europe’s largest electronics company 
and owns one of the world's major private research organizations with laboratories 
spread throughout the world. These laboratories create value and growth for Philips 
through technology-based innovations in both the healthcare and lifestyle domains. 
Deliverables of Philips Research are standards, patents and publications, each accom-
panied by hardware and/or software prototypes as a proof of concept. 

2   The Context 

It is not uncommon that software development teams can work under non-ideal cir-
cumstances.  Working on more than one project simultaneously is sometimes un-
avoidable and although agile teams are usually very flexible it is often still quite a 
challenge. Except the problem of how to plan the teams’ time, there are several other 
challenges which we will discuss here. 

3   Temptation Island  

Multitasking influences the team’s output. It often results in a drop in the team’s veloc-
ity, but this is not the only effect. Once the pressure for a deadline increases, the team 
will be tempted to increase the output to satisfy the customer. Of course we know that 
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the customer should reduce the scope in case the team cannot finish all stories before a 
deadline. In most cases the customer is not the problem. More often it happens that the 
team is so motivated that they really want to try and finished more than they expect 
that can be done. Basically, everyone should be happy in such a situation, right? Well, 
some second thoughts might be appropriate here. When the team gets into this mode of 
persisting to finish more user stories, they tend to loose focus on code quality and 
when acceptance tests may not be sufficiently clear, they tend to be tempted to fill-in 
the details themselves. You might be thinking here: “Hey, they are pair programming 
and therefore continuously reviewing the code, so what’s the problem?” Right, the 
problem is that in these cases most developers become more flexible and allow pairs to 
split and work (test, code, refactor) separately. Even though they know solo work has 
its influence on the code quality and they almost always admit this. So why are they 
doing this? Most of the time they fall back into old habits and start believing again that 
when two programmers do stuff in parallel, things will go faster. Hey, you’re working 
on two things at a time, so you must be faster, right? 

We would be lying to say this is wrong. In some cases it is true. When two develop-
ers are working on something they have done many times before and it is really obvi-
ous to both of them what needs to be done and how it needs to be done, then working 
separately can increase velocity. In most cases, however it is not. Temporarily, they 
seem to increase speed and they do finish more user stories. However, after the specific 
deadline we see teams need more refactoring compared to when they pair all the time. 

4   Pair Programming Challenged 

Pair programming is very intensive, as most developers who ever used it will know. 
Switching pairs is also intensive and can be a challenge when two developers have 
different levels of experience. Pair programming also results in task switching. One 
moment you are working a user story A and after the switch you may be working on 
user story B. This type of switching may involve some learning time too when you 
switch to a user story that requires different domain knowledge. Consequently, the 
pair may be slowed down temporarily because one of the pair needs some time to 
explain stuff to his new partner. 

We have seen that pair switching sometimes occurs less often when pressure in-
creases. What happens is that team mates that prefer each other tend to pair more 
often and longer with each other. 

You need to be careful with this, because it may influence the quality of the deliv-
erables. One way of dealing with this we have found to work quite well, is that a pair 
must switch at least between every two user stories. This means that a pair is allowed 
to work together on a single user story and finish it together too. This reduces the 
spreading of knowledge, but it is ok when user stories are small. To us small user 
stories take no more than half a day to finish for a pair.  

5   Inter –and Intra Team Communication 

When a team is multi-tasking over projects, communication becomes more important 
than ever and it also becomes harder than ever. Team members will be challenged on 
the level of their inter-personal communication skills.  
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We believe a team lead or a Scrum master can get a feeling over ‘Agile Maturity 
Level’ of a team when the pressure increases. During such a moment, it becomes 
tempting to fall back into ‘old’ habits and to lose discipline. This discipline is meant 
to help teams to keep their heartbeat going. Teams with a high ‘Agile Maturity Level’ 
stay disciplined and continue following the process even under pressure.  

The chance of miscommunication increases when people start skipping stand-up 
meetings. It helps to explicitly schedule the stand-up meeting to avoid any excuses 
about being in another meeting.  

Time seems to be such a valuable resource that sometimes teams try to reduce the 
time spent on iteration -and release planning meetings. We have seen teams skip the 
release planning meetings to save time with in mind that they will make up for it 
when the pressure is released. This reduces the face to face communication with the 
customer and consequently the risk of developing the wrong software increases. 

The customer plays a very important part in this and sometimes needs to be edu-
cated a bit. Customers naturally tend to focus on the number of features that will be in 
the release and understandably prefer not to reduce the scope. Consequently, they will 
try to reduce the amount of time spend in meetings even when it is for their own 
good. 

We feel it is important to stick to the natural rhythm of the iteration and release 
planning meetings and even increase customer involvement during high pressure 
times. However, it is possible to reduce the total amount of time spent by all team 
members for these meetings without jeopardizing the quality of the communication 
with the customer. This can be achieved by having the team lead talk to the customer 
about the next iteration during the current one. He should discuss all new user stories 
including the acceptance tests upfront on his own with the customer. He can then 
already ask most relevant questions and get answers to them. Additionally, he can 
gather questions during the current iteration that may influence user stories in the next 
iteration and also get these answered. During the iteration planning meeting everyone 
must be present again. However, the time spend in explaining user stories and defin-
ing acceptance tests can be reduced, because all user stories and acceptance tests 
already have been clarified to the team lead. This type of iteration preparation results 
in fewer open issues that need to be covered during the iteration planning meeting. 

Team leads and SCRUM Masters should look for any signs of reduced stand-ups, 
pair programming, release planning and iteration planning meetings and immediately 
act on it and help the team to maintain these practices. 

6   Retrospectives 

Usually we advise teams to do a retrospective at least every iteration (of two weeks or 
more). In case pressure increases, it is easy to get tempted to skip the retrospectives 
from time to time. “Hey, we are doing stand-up meetings too, you know? “ 

We have learned that when time pressure increases, teams are much more likely to 
skip the practices that will help them most. People tend to fall back into old habits as 
long as new behavior is not yet a real habit. Many of our experienced agile developers 
still have more years of experience with conventional software development processes 
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than with agile processes. As a result, they still sometimes fall back into ‘what they 
know best’ when they are challenged most. 

A team may be temped to skip iteration planning, release planning, stand-up’s, test 
driven development etc. All those wonderful practices to help to keep them from 
becoming stressed are sometimes easily abandoned. Consequently stress increases 
and the quality and quantity of the team’s output reduce. Retrospectives help to bring 
these type of ‘time savers’ to the surface and should therefore never be skipped. 

Our advice is to keep the heartbeat and schedule your retrospectives at a fixed time 
and for a fixed length each iteration. Keep a scoreboard and track your pitfalls. Dis-
cuss the scoreboard each day during your daily stand-up meetings and when you de-
tect you are off track, discuss what it costs and plan actions to get back on track. 

7   Mental Challenges 

We have noticed that many of our developers experience more pressure when work-
ing on more than one project. Even when the pressure is not even real. 

It appears that developers sometimes unconsciously think for their customer and 
make up pressure that is not really there when looking at their situation from a more 
objective point of view.   

As we said before, teams tend to focus on getting as many features done as possi-
ble in the release. More focus on one thing often leads to less focus on another thing. 
Sometimes teams forget that they should ask their customer to decide on the priorities 
and reduce scope when necessary. Often the customer is very much willing to priori-
tize and trade one feature for another. Especially when it is clear that the team will not 
be able to finish all the desired features before the deadline. 

By not asking the customer to prioritize and reduce the scope the team increases 
the pressure on themselves. This is often followed by a reduced focus on best-
practices like: pair programming, test-driven development, stand-up meetings, release 
planning and iteration planning meetings to find more time for implementing features. 

Additionally, we have seen reduced code quality. Developers are more willing to 
accept code duplication and are less driven to refactor to excellence. They are more 
temped to quickly hack additional features into the code base and forget about testing. 

We have also noticed an upside to this pressure. We all know the principle of ‘the 
simplest thing that could possibly work’. We have seen developers rely much more on 
this principle when under pressure. The focus on maximizing the number of features 
also seems to increase the focus on simplifying solutions. As a result, even though 
code quality may not be as excellent as can be, the designs sometimes simpler. 
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1   Introduction 

In 2004 Al-Noor Ramji was named CIO of BT Group. He immediately began to insti-
tute policies intended to change the way that IT was done within BT. As part of that 
program1 Al-Noor brought in agile development methodologies. This report reports 
the experience of a software development team that has been created in the wake of 
those changes. 

In January 2006 BT and Microsoft brought 7 teams together in Reading (England) 
for the first Imagine Cup Accelerator Workshop2. One of the direct results of the 
event was the idea for BT to expose a variety of services to the global development 
community in order to make it easier for entrepreneurs such as these to add traditional 
telecom features to their applications. 

Thus hatched the project Web21c SDK (http://web21c.bt.com): a small team (also 
know as Delta Tau Chi3) was formed including members from in and around London 
(England), Denver (USA) and Bangalore (India) with the goal to produce a proof of 
concept for a set of web services and an associated SDK to ease the consumption of 
those services. The proof of concept that was approved by management and in April 
2006 the first planning session was held. The objective was to present the first release 
                                                           
1 http://www.btplc.com/Innovation/Strategy/IT/index.htm 
2 http://www.btplc.com/News/Articles/Showarticle.cfm?ArticleID=93dd63c7-709d-443a-82b1-

b1d644c7db37 
3 http://en.wikipedia.org/wiki/Delta_Tau_Chi 
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of the services and SDK to the public at the Microsoft TechEd4 conference in Barce-
lona (Spain) in November of 2006. 

The team was ultimately successful in achieving many of the goals set out for them 
and the presentation at the TechEd5 was well received by the public and by BT senior 
management. Since then, it has continued to work its next goal which was to take the 
services from a free sandbox environment to a pay for use commercial model. 

2   Maintaining Vision 

One of the keys to achieving our goals has been the level of communication that happens 
within the team. We use planning sessions to gather the entire team together and plan the 
next project release. These occur approximately 3 times a year and last for 3 days. The 
activities performed in the three days mainly involve understanding goals and vision for 
the next release, planning of the release, discussion of the stories, socialization. 

We have found as we have grown that it has become harder to maintain the ulti-
mate vision and to keep everyone up to date with the progress of each of the sub-
teams. To that end we have modified the structure of subsequent sessions to put in 
place activities focused to improve the level of communication and understanding of 
each member of the team, but ultimately to help producing better software. Practices 
recently introduced are the institution of a 30 minutes presentation held by each team 
to show the deliveries of the previous release, and to discuss the deliveries for the 
next release. This allows know-how to be shared and dependencies and impediments 
to be identified. 

At each planning session part of the sub-teams are reshuffled. This not only helps 
us with maintaining intra team communications but has increased our Truck Number6. 
It also keeps team members fresh and challenged.  

3   Separation of Concern 

Coordinating the work of distributed teams is difficult at best most of the times. 
Rather than attempting to create teams that can work around the clock (which rarely, 
if ever, works) we have taken the approach of creating local sub-teams working on 
various components whose interfaces are loosely coupled in order to minimize the 
dependencies between the various sub-teams. When an interface does have to change, 
the updated service is placed in a common integration area where the other teams can 
update their references during their next Sprint. 

For the most part this has worked well. Teams have been able to make use of 
Mocks and Stubs7 while developing against the defined interface points. However, 
even with our use of Continuous Integration techniques, we have found that integra-
tion still is not trouble free and we have to allocate time in each Sprint in order to 
validate and consolidate the changes.  
                                                           
4 http://www.skyscrapr.net/blogs/arcasttv/archive/2006/11/12/445.aspx 
5 http://www.flickr.com/photos/web21csdk/sets/72157594387229319/ 
6 http://c2.com/cgi/wiki?TruckNumberFixed 
7 http://www.martinfowler.com/articles/mocksArentStubs.html 
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4   Working Ways 

We use a combination of Scrum and XP in our team. We use Scrum and Sprints for 
planning and story maintenance and XP practices in our day-to-day development  
activities. Sprints last two weeks and releases occur at most 90-days after each plan-
ning session. The tools and practices used to develop are described below. 

The Beginning and the End of a Sprint. At the beginning of each Sprint the sub-
teams work with their customer proxy to identify a set of stories that are to be worked 
on during that next Sprint and define the acceptance criteria, in the form of “happy” 
and “sad” scenarios. Stories are prioritized and teams then plan their sprints and re-
port back to the customer if there are issues (Yesterday’s Weather8 is used to deter-
mine how many stories each team can complete during that cycle).  

Acceptance criteria are coded into automated acceptance tests that are used during 
the Acceptance session at the end of each Sprint to demonstrate stories delivery. They 
have also been used by other teams integrating with our services as source of docu-
mentation to understand the behavior of those services. 

Tools and Development Practices. Since the start of the project teams have been us-
ing tools and practices that have been fine tuned along the way. Some of these tools 
and practices have been found useful and productive so that they have been mandate 
to all the sub-teams. Examples of standardized tools and practices include the Con-
tinuous integration environment, build scripts, project website template, a common set 
of reusable libraries.  

However each sub-team is permitted to deviate from the norm if they find a new 
tool or practice that helps. The sub-team then introduces that to the wider team for 
adoption if appropriate. Sometimes “committees” have been formed to spike on new 
technologies or on find a solution to a common problem.  

Code quality is monitored across the several sub-team artifacts by providing met-
rics9 that translate into a Red, Amber and Green (RAG) status. This has allowed com-
ponents built in different languages to have the same build report and has increased 
visibility with our immediate management. 

Scrum Practices. We have one dedicated Scrum Master that spans all of the sub-
teams. His role is to provide mentoring and guidance with regard to the team’s agile 
practices, to check that the wider team is adhering to the principles we set forth by at-
tending stand-ups and looking for areas where we can use Big Visible Charts10 to 
change behavior11, to chair the Scrum-of-Scrums12 (meetings held to identify im-
pediments and dependencies and to share know-how across the wider team.) 

In addition each sub-team appoints one person to act as both team member and a 
local Scrum Master. Some sub-teams keep the same person for an entire release, some 
                                                           
 8 http://www.cutter.com/research/2005/edge051122.html 
 9 Main metrics used are: the number of failed unit tests, the percentage of code coverage, the 

number of statically detectable bugs and the number of cyclical dependencies. 
10 http://c2.com/cgi/wiki?BigVisibleChart 
11 One example is the creation of our build light board, remotely accessible via web-cam, where 

everyone can see the build status of each component. 
12 http://www.mountaingoatsoftware.com/scrum_team 
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rotate the responsibility. The local Scrum Master is responsible for interacting with 
the customer to make sure that the sub-team is getting the information they need. 
They also make sure that each sub-team holds a retrospective13 at the end of each 
Sprint to identify what is working well and what is not and the information shared.  

Relation with the customer. The biggest departure from pure XP is our lack of a tra-
ditional customer. Originally, we were unable to find a sponsor from the business who 
had the time or the ability to provide stories and guidance; hence, we identified one of 
the original team members from the first Accelerator to act as the customer proxy (the 
wider development community). Since the launch of our sandbox environment we 
have begun engaging with internal and external customers as the project has evolved 
and are bringing them into our planning sessions.  

We also have taken a page from many of the open source projects and use our Portal 
– the forum and the issues list – as another customer, allowing users to provide feed-
back to the team with regard to the use of our services and desired future direction.  

5   Distributed Working 

In the early 2000’s BT embarked on a policy that permitted and sometimes encour-
aged developers to work from home. One of the obstacles that we encountered early 
on was prevalence of home working and the geographic spread of our team. During 
retrospectives we found that people valued and enjoyed working together so much 
that they insisted that we find ways to work co-located more. In the end we instituted 
a policy whereby sub-teams co-locate at least 3 days a week. No mean feat in a com-
pany that is trying to consolidate real estate or in places (like Denver) where there is 
no physical office. Through the judicious use of coffee shops, meeting rooms, peo-
ple’s houses, and what space we could beg, borrow or steal, we have been able to 
keep together. In fact our space in the UK is being redesigned from the traditional UK 
office desks into an “Agile paradise” including white walls (not just boards), pairing 
stations, Wi-Fi, and web cams. 

Communication is one of the keys to any working group. More so in distributed 
working groups. When creating or re-organizing teams we try to be cognizant of geo-
graphic boundaries to make sure that teams can co-locate. Occasionally in order to 
promote more cross fertilization, we do geographically split teams. 

Another way we try to keep communication flowing is that we make extensive use 
of Wiki14 technology to document discussions and decisions. Teams also use this to 
create information for other related teams to use. RSS readers allow us to keep track 
of changes as they occur. 

We often make use of web meeting technologies to facilitate paring when pairs are 
not able to co-locate or when working with a member of another sub-team. While not 
optimal this can be used periodically and we found being effective when there’s an 
established work relationship with the individual on the other end. Without our co-
location and period gatherings, this style of pair would not be sustainable. 

                                                           
13 http://c2.com/cgi/wiki?IterationRetrospective 
14 http://www.wiki.org/wiki.cgi?WhatIsWiki 
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6   Continued Education 

BT has an internal Scrum training program staffed by Certified Scrum Master train-
ers. We have been able to send all members through this program after their first few 
months with the team. 

Another mechanism to foster communication and learning is our weekly Brown 
Bag15 sessions. During these 90 minute sessions members of the team present a tech-
nology, an idea, a book, or a technique related to the work that we are doing. We 
again use web meetings to share this meeting with everyone on the team. These 
Brown Bag sessions have been extremely useful for sharing ideas and for encouraging 
people to keep themselves up to date with the latest technologies and trends.  

In addition to the Brown Bags the team is given time, usually about two weeks, af-
ter each release and prior to the next planning session to sharpen the saw16. This time 
is often used to catch up on literature, learn a new tool, or on a demonstration  
intended on impacting the project moving forward. This “free” time has not only con-
tributed innovation to the overall project but we believe has contributed to the  
enthusiasm the team continues to demonstrate. 

7   Expanding the Horizons 

The team is growing. From the original 12 that attended the accelerator in January of 
2006 to the 40+ people working on the project now. The team is also beginning to 
take an active role in the process of bringing on additional members. The team runs 
“gauntlet” sessions where prospective employees are interviewed by pairs. Prospects 
are also asked to work on some piece of code with another pair. This not only allows 
us to verify that the prospect has the ability to work in a team environment, but is 
critical to maintaining the team culture. 

8   Conclusions 

As discussed in this report, high bandwidth communication is one of the most critical 
aspects of software development, especially, as in this case, when the group is distrib-
uted geographically. But through commitment in adopting agile methodologies and 
judicious use of travel, co-location, and new technologies it is possible to create an 
environment where teams can survive, grow and thrive all, delivering quality software 
quickly. 

                                                           
15 http://idioms.thefreedictionary.com/brown-bag 
16 http://www.leaderu.com/cl-institute/habits/habit7.html 
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Abstract. Can research projects be agile? In this paper we describe our pro-
posal of applying Scrum for the management of an European research project 
aimed at developing an agent-based software platform for European economic 
policy design. The use of an agile, adaptive methodology is justified because 
successful research projects are complex, unstable processes, that should be 
continuously adapted along their way. We describe in detail the roles, artifacts 
and practices of the proposed process, and the first steps of its adoption. 

Keywords: Scrum, project management, distributed team, research project. 

1   Introduction 

Can research projects be agile? This paper describes our experience implementing an 
agile process for managing a research project called Eurace, aimed at developing an 
agent-based software platform for European economic policy design with heterogene-
ous interacting agents. In particular, the Eurace project proposes an innovative ap-
proach to macroeconomic modeling and economic policy design according to the new 
field of agent-based computational economics (ACE). The Eurace project is, by its 
very nature, multidisciplinary. The partners are Research Units composed of engi-
neers, computer scientists, economists, physicists and mathematicians.  

Like any research project, Eurace is a complex, unstable process. This means that 
none of its actions, practices or techniques are simple or repeatable, its predictability 
is limited and it is difficult to control. The activities may require constant changes in 
directions, new tasks may be added or it may require unforeseen interactions with 
many other participants. 

Activities such as scientific research, innovation, invention and software develop-
ment, typically exhibit this behavior, common in a so-called “empirical” process. Ag-
ile Methodologies (AM) were devised to deal with this kind of issues. They are able 
to manage continuous changes in project requirements, technologies and organization 
following an approach based on feedback and adjustments, and not on up-front analy-
sis and planning, as more traditional methodologies. AM are considered very success-
ful in the realm of software development.  

The structure of the Eurace project and its objectives require adequate management 
and a tool for exchange and coordination throughout the duration of the project. Our 
goal is to provide an effective management system for the project as a whole as well 
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as for the coordination of the individual members of the Consortium. The assumption 
is that this scientific project is an empirical process, in other words the project cannot 
be well defined and uncertainty is inevitable. In order to manage this complexity, we 
propose the use of a process derived from Scrum: a lightweight process that can man-
age and control software and product development. So we transfer the software engi-
neering approaches to manage a research project.  

2   Method  

We propose Scrum because it is scalable from single process to the entire project. 
Scrum controlled and organized development and implementation for multiple inter-
related products and projects, with over a thousand developers and implementers. 
Moreover Scrum can be implemented at the beginning of the project or in the middle 
of the project, or when product development effort that is in trouble. It has a track 
record going back as far as 1995 and earlier.  

As far as we are aware, this is the first time an Agile Methodology is applied to the 
management of a distributed research project such as EURACE. This is a major chal-
lenge. However, the effectiveness of AM for controlling software – and not only 
software – projects and for managing changes in the requirements even late on in the 
development, is appealing. Most project management methods and techniques are 
very prescriptive. They tie us down to a fixed sequence of events and do not consider 
variations. The rules and practices from Scrum are few, straightforward, and easy to 
learn. To adapt Scrum to the management of a research project, however, we must 
bear in mind the analogies and differences between a development project and a  
research one. 

2.1   Scrum 

The term Scrum [1], [2], [3] comes from a 1986 study by Takeuchi and Nonaka [4]. 
In that study they note that projects using small, cross-functional teams historically 
produce the best results, and state that these high-performing teams were like a team 
of players in the Scrum formation in Rugby. When Jeff Sutherland and others devel-
oped the Scrum process at Easel Corporation in 1993, they used Takeuchi and 
Nonaka’s study as the basis for team formation and adopted their analogy as the name 
of the process as a whole. Ken Schwaber [5], [6] formalized the process in the first 
published paper on Scrum at OOPSLA 1995. 

Scrum is a simple and adaptable framework that has three roles, three ceremonies, 
and three artifacts: 

 Roles: Product Owner, Scrum Master, Team; 
 Ceremonies: Sprint Planning, Sprint Review, and Daily Scrum Meeting; 
 Artifacts: Product Backlog, Sprint Backlog, and Burndown Chart. 

Scrum projects are organized following an iterative, incremental approach. Iterations 
are called Sprints, and typically last one month. Every day the team holds a Scrum, a 
15 minute update meeting, that helps the project flowing smoothly. 



242 M. Marchesi et al. 

3   Implementation of EURACE Scrum 

Although Scrum was intended to be used for the management of software develop-
ment projects, its has already been used to manage other kinds of industrial develop-
ments. We believe it can be applied to any context where a group of people need to 
work together to achieve a common goal, and this is the case of a scientific research 
project.  

The Scrum methodology is designed to be quite flexible and the controlled in-
volvement of the whole team is facilitated.  

The following roles have been formalized in the Eurace Scrum project: 

1. Project Owner (formerly Product Owner): this person has in control the 
whole project, and controls that the artifacts delivered by the process are in 
line with the research project aims and the required deliverables. A natural 
candidate for this role is the project coordinator. 

2. Scrum Master: in a distributed research project the Scrum Master is a person 
who is responsible for enforcing the rules of the process, helping to remove 
impediments and ensuring that the process is used as intended. 

3. Unit Coordinator: this is a new role, specific to a distributed research project. 
He is the person who coordinates the Team Members belonging to a research 
unit and controls that the artifacts delivered by the unit are in line with the 
required deliverables. The Unit Coordinators, together with the Project 
Owner, decide feature prioritization. 

4. Unit Members: the people working on the project. Each member belongs to a 
Research Unit. 

5. Research Unit: a group of people working in the same location, including the 
Unit Coordinator. Each unit has specific duties in the project, being respon-
sible for features and deliverables. Units are cross-functional, having differ-
ent skills, and work together to turn requirements into features, and features 
into deliverables and a working system. 

The main artifacts of EURACE Scrum are Project Backlog, Sprint Backlog, Im-
pediment List, Project Increment and Burndown Graphs. The Project Backlog is a 
prioritized list of project requirements with estimated times to turn them into parts of 
project deliverables and/or completed system functionality and the Sprint Backlog a 
list of tasks that defines a team's work for a Sprint. Moreover we have an Impediment 
List of anything around a Scrum project that impedes its productivity and quality. At 
the end of every Sprint the team should have delivered a production quality increment 
of the deliverables or of the system, demonstrated to the Project Owner and, at each 
project review, to external reviewers (Project Increment). Finally the Burndown 
Graphs show the trend of work remaining across time in a Sprint, a release or the 
whole project. Other reports on project status, bug status, etc. may be necessary. 

3.1   How Does Eurace Scrum Work? 

Eurace Scrum was designed to allow average participants to self-organize into high 
performance teams. The Eurace Scrum process is based on specification of what has 
to be done through a list of features. Each feature is assigned an estimated value for 
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the project, an estimated effort and a responsible person. Project advancement occurs 
using time-boxed iterations called Sprints. Sprint duration is 6 weeks. Each Sprint 
(iteration) implements a subset of the Project Backlog, in other words a list of features  
prioritized according to their value, effort and risk. This is done by the Project Owner 
together with Unit Coordinators. Finally Sprints are grouped into Releases. A Release 
covers one year of work, and delivers official project deliverables.  

At the beginning of each Sprint, a Sprint Planning Meeting decides what features 
to implement in the Sprint, and decomposes them into the Tasks needed to implement 
the feature. Tasks for a sprint must be well quantified and assigned to one individual, 
and if the task is shared it is strategic to give one person the primary responsibility. 
The Sprint Planning Meeting is held through the Internet or, when possible, through a 
physical meeting. During the meeting the team members synchronize their work and 
progress and report any impediments. 

The Daily Scrum should be done among Unit Members, but this is a choice left to 
them. Every one or two weeks, a Scrum Meeting is held via instant messaging among 
all project researchers, to synchronize the work and to report impediments.  

The Sprint Review meeting provides an inspection of project progress at the end of 
every Sprint and the Sprint Retrospective meeting is held after each Sprint to discuss 
the just concluded Sprint and to improve the process itself. The Sprint Review and 
Sprint Retrospective Meetings are held through the Internet or, when possible through 
a physical meeting. They typically precede the Sprint Planning Meeting deciding 
about the next Sprint. 

4   Adoption of Eurace Scrum and Conclusions 

The EURACE Scrum process described in this paper has been proposed to Eurace 
partners, and its adoption is in progress. The first steps we performed to set up the 
process were: 

1. A virtual place where to put project management documents (Project Back-
log, Sprint Backlog, etc.) has been created in Eurace project’s Wiki. 

2. Templates for the Project Backlog and the Sprint Backlog have been pre-
pared using a spreadsheet, and put on the virtual place. 

3. A first list of prioritized features describing the goals and characteristics of 
the project has been prepared. This list in not complete, but the features of 
the first couple of Sprints are detailed enough. The Project Owner and the 
Unit Coordinators were in charge of this activity. Each feature is also as-
signed to a research unit responsible for it. They are listed in the Project 
Backlog template and are available to all project members. 

In the next project meeting, which will be held at the end of the month, we will re-
vise and estimate the features, and start the first Sprint.  

The use of an Agile Methodology such as Eurace Scrum has been warmly accepted 
by project partners, some of whom are not software engineers but economists, as a 
way to keep in control a distributed scientific project. We believe Scrum provides 
better project management than the conventional management theory [7]. Everything 
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is visible to everyone, team communication improves, a culture is created where eve-
ryone expects the project to succeed. 

We all are aware that this is a risky experiment, but we are determined to go ahead. 
In the case of problems and impediments, We trust the Sprint Retrospective, a (vir-
tual) meeting held after each iteration of the process, to be the right place to discuss 
drawbacks and limitations of the method, and propose changes and improvements. 

We are also developing an automatic support tool to help manage Eurace Scrum on 
the Internet, based on XPSwiki [8], a tool originally introduced for supporting XP 
process. This tool is based on a Wiki and will be very lightweight and easy to use. It 
will be able to keep in contact people through the Internet, easing the production of 
graphs and reports. This tool will be finalized only after the first Sprints will have 
been concluded, and after feedback will be gained on the whole process. 

We will give more details of the advancement and status of this project at XP2007 
conference. 
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Abstract. This descriptive case study is about the dynamics of a software engi-
neering team using executable acceptance test-driven development in a real 
world project. The experiences of a customer, a developer, and a tester were 
discussed. The observed consensus among multiple stakeholders speaks of the 
effectiveness of the practice in the given context. 

1   Introduction 

Acceptance testing is an important practice regardless the type of the process fol-
lowed. Acceptance testing is conducted (preferably by the customer) to determine 
whether or not a system satisfies its acceptance criteria. The objective is to provide 
confidence that the delivered system meets the business needs of the customer.  

In the agile world, the iterative nature of the processes dictates automation of the 
acceptance tests (i.e. producing “executable acceptance tests”) as manual regression 
testing at the customer level is too time consuming to be practical and feasible given 
the short timeframes of agile iterations. Furthermore, eXtreme Programming (XP) and 
Industrial XP advocate writing these tests in the test-first/TDD fashion. As a result, 
“executable acceptance test-driven development” (EATDD), or “story-test driven 
development” as it is called sometimes, makes it possible to formalize the expectation 
of the customer into an executable and readable contract that programmers follow in 
order to produce and finalize a working system [4].  

This investigation set out to characterize and validate, in a given context, the main 
proposition: executable acceptance testing is an effective tool for communicating, 
clarifying, and validating business requirements on a software project. Even though 
we did not impose our definition of “effectiveness” on the respondents, we recognized 
that an effective practice and tool must address several aspects of communication. 
Those aspects include clarity of requirements, ability to deal with complex, end-to-
end scenarios, ease-of-learning and ease-of-use. Therefore, we structured the inter-
view guides accordingly to unveil these facets.  

2   Context 

The team was collocated and consisted of an on-site full-time product manager who 
was a domain expert (the “Customer”), a project manager, 10–12 developers, 1–4 QA 
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engineers, and one consultant who introduced the methodology, the practices, and 
who also performed specialized work. All development was done in-house. The team 
worked on a single greenfield project (no project switching) – the implementation of 
an EDI transaction platform to allow users to define business rules around delivery of 
certain critical documents (for example, purchase orders) via a Web interface, to exe-
cute those rules, and to notify some parties who needed to be notified. It is important 
to stress that this was not a simple rule engine. To give the reader a sense of the pro-
ject caliber, there were about 7,000 acceptance tests. 

The team adopted XP (with a coach) and diligently carried out all practices of XP. 
The iterations were two weeks long. The project lasted 10 months, and despite some 
difficulties and growing pains, it was successful – the team was able to release a high-
quality, feature-complete application on time (as unanimously recognized by all re-
spondents – the Customer, the Tester, and the Developer). In addition, the marketing 
was satisfied and accepted the system, the existing clients of this vendor were happy 
with the product and the vendor even managed to sign up new clients. 

Three members of the team took part in this study: (1) the Customer, whose job 
was to identify a high-value set of user stories for each iteration and do what was nec-
essary to help the developers understand and implement these stories; (2) a lead QA 
engineer ( “the Tester”), whose job was to review acceptance tests specified by the 
Customer, suggest new scenarios, find problems, and in any other way help the team 
to understand what was going on; (3) a lead developer (“the Developer”), whose job 
was to implement the system that met business requirements of the Customer. 

It is important to note that the Customer had an information systems background. 
While he was not a software developer, he was performing a job similar to what a 
business analyst would do. Therefore, this report does not make any speculative gen-
eralizations on whether a non-technical customer would be as capable as the one we 
interviewed. In fact, the chances are likely that it would not be the case. 

3   Discussion 

3.1   Learning the Practice 

The team adopted executable acceptance test-driven development and the FIT frame-
work [2] with no prior experience in the practice. A 4-hour intro was given to all team 
members. During the first iteration, the consultant assisted the team with writing user 
stories and acceptance tests. After that, the team felt comfortable specifying their 
business rules in the form of acceptance tests. According to all three respondents, 
learning the technique and the framework was easy. According to the Tester, after a 
couple of days of “playing” with FIT, the team could operate the framework and write 
basic test scenarios. Everyone on the QA team caught on within a week and was able 
to get on their own with the job of writing and running acceptance tests. The learning 
curve was quite short. The Tester enthusiastically noted that “FIT is simple!” 

3.2   Reflection on the Practice 

Because of the inherent complexity of the domain, for each iteration meeting, the 
Customer would prepare an “info-sheet” – a short (one- to three-page), informally-
written document with plenty of diagrams, callouts, and, most importantly, mock 
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screen shots. It was meant to describe characteristics, behavior, and logic around a 
coherent set of features. It was not meant to be an authoritative specification and no 
official signoffs were used. The iteration planning meeting would involve the follow-
ing: (1) Discuss the info sheet and talk about functionality; (2) Resolve any general 
questions about functionality; (3) Define a user story; (4) Define acceptance tests (cri-
teria) for that story; (5) Repeat 3, 4. Notice, defining acceptance tests did not mean 
coding them in FIT. Initial “sketching” of the test was done at the back of an index 
card. When the list of possible test cases got longer, the testers suggested recording 
them in a spreadsheet – “something that we could later go back to”. Later, either the 
Customer or the Tester would create an actual FIT table. The Customer explains: “We 
defined all requirements in general groups. I went into the planning meetings with 
well-described ‘featurelets’ and came out with stories and ideally acceptance tests.” 
An example of a story could be “Rule: deadline dates are all treated as Eastern time”. 
The team then identified all places in the system where the time was relevant (the UI, 
database, email, etc.) They stopped – that was enough to write an acceptance test. The 
developers could start their work based on the user story and acceptance test sum-
mary.  They would have the detailed tests before their implementation was completed. 
This story-by-story procedure, including the invention of the info-sheets, matches the 
pattern of specifying business rules with executable acceptance tests the investigators 
expected. Importantly, the test-first paradigm of development was truly adopted and 
followed throughout the project. 

We pursed the line of inquiry to understand why the info-sheets were necessary. 
The Customer aimed the info-sheets “at where they needed to be – to communicate 
the context to developers”. Stories were isolated and stand alone. So the team talked 
about the stories, but “stories and talking are not great for communicating the details 
that should persist”. The info-sheets would help to answer the questions why the de-
veloper was doing this or that and what this piece connects to. This is illustrative of a 
common concept that the customer needs to come to the iteration planning meetings 
prepared and have a very concrete understanding of what he wants from the upcoming 
iteration. This understanding can be documented upfront (if the customer thinks that 
this is beneficial – which was the case with this project and this customer). 

Testers and the Customer paired up often with developers when specifying test 
scenario details (what data to use, what actions to execute, etc.) “Sitting down with 
the developers and giving feedback to them – they didn’t need much more than that”. 
Everybody agreed that “it was very interactive between the developers, the QA, the 
Customer – everyone!” The Tester pointed out that the “open space led a lot to XP 
thinking and very open communication. Everybody knew what everybody else was 
doing”. It is worth reminding that the team size was ideal for this type of the process 
(13 – 18 people) and in a different setting (larger team or non-collocated team), the 
results may have been different. 

While working on a story, the team may have realized that they had missed several 
cases.  In this event, additional acceptance tests would be written. This occurred 30-
50% of the time. The phenomenon can be explained by the nature of continuous 
learning about the domain and the system through testing (this aspect of continuous 
learning is emphasized by the thought leaders and practitioners of the context-based 
school of testing, and exploratory testing, in particular [1]). During iteration planning, 
one often cannot think of all acceptance test scenarios, but as the person dives in the 
story implementation, other things become apparent and new scenarios are added. 
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3.3   Acceptance Test Authoring 

All acceptance criteria were specified by the Customer and the QA. When it came to 
actual authoring of tests in the form of FIT tables, about 40% of all FIT test pages 
were written by the Customer, 30% by developers, and the remaining 30% by testers 
(based on the estimates provided by the Customer and the Tester). The Customer 
found that “in practice, it was best if the Customer wrote acceptance tests. This is re-
lated to the fact that going from a general description to a test has some fluidity in 
interpretation.” Because of the domain complexity, the customer either had to com-
municate in greater details what the test should be and then review it, or simply do it 
himself. The Tester reported specifying acceptance tests in pairs with the actual de-
velopers of a story or with the Customer. If it was with the Developer, the acceptance 
tests would be reviewed by the Customer in an informal review session (that usually 
took no more than 10 minutes and was done on the fly). This was possible due to team 
collocation and informal communication flow.  

The Developer indicated that for negative tests, they wrote sophisticated error mes-
sages (and comprehensive checks) to convey the meaning of what may have caused 
that error. Moreover, the developer went beyond functional tests in FIT. They ex-
tended the FIT framework to capture runtimes and do basic load testing. 

3.4   Challenges in Specifying Requirements in the Form of Acceptance Tests 

Several experts in the industry question the expectation of the agile teams for the cus-
tomer to write acceptance tests (see, for example, [5]). Therefore, the customer’s 
opinion of the difficulty of specifying executable acceptance tests was especially im-
portant to this investigation. The Customer testifies: “[It was] not particularly hard… 
Because we were all there (developers, testers, and I [the Customer]) talking about the 
story. So, the acceptance test was a natural segway.” Apparently, the difficulty was 
not the practice itself, but the discipline of doing it. “Once functionality was discussed 
and the stories were defined, the team wanted to be done. Forcing ourselves to think 
in detail about what tests needed to be performed and what the logic of those test sce-
narios should be, was hard”. Devoting proper attention to the tests at the beginning 
was something the team had to work on. This question of discipline was intriguing, so 
the researchers pursed the line of questioning further. The Customer recognized that 
putting off writing an acceptance test was “a dangerous thing” (even if it did not hap-
pen frequently). He paraphrased from the book “Zen and the Art of System Analysis” 
by Patrick McDermott [3]: “We delay things because they are either difficult or un-
pleasant. Difficult things become easier over time, and unpleasant thing become more 
so”. The question was whether the team was postponing writing the acceptance tests 
because they were “difficult” or because they were “unpleasant”. It turned out that it 
was usually because of the “unpleasant” aspect. The Customer explained: “It was 
complicated stuff to test, and the thought of diving into that complexity, just when we 
thought we were done, was unpleasant.” The team did realize that it had to put disci-
pline into this.  

All in all, both the Customer and the Tester were quite enthusiastic about EATDD 
and, specifically, FIT. The following testimony of the Customer illustrates one of the 
reasons for this enthusiasm: “FIT is definitely more accessible and I could write FIT 
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tests. That was huge!” Doing so helped the Customer and the team to discover a lot of 
missing pieces or inconsistencies in a story. The FIT tests were concrete. 

4   Conclusions 

The Customer and the Tester decisively recognized the effectiveness of the executable 
acceptance test-driven development for specifying and communicating functional 
business requirements. In his own characterization, the Customer “was happy”. The 
Tester enthusiastically declared “It [EATDD] made the whole testing process more 
focused. It made it more unified – everybody agreed on the tests – it was the same 
tests running over and over again. It made our code a lot cleaner. When we found 
bugs in our system, we would go and update our FIT tables related to that particular 
function, so that we could catch it the next time it [the bug] transpires… It was just a 
good, fresh, new way to run the testing process. The other thing that I loved about it 
is, when you found a defect and you wrote a test around it, if it was a quality test, it 
didn’t happen again – it was caught right away. Obviously, it made my job [as a QA] 
much easier and made the code a lot better.” 

Furthermore, the Customer did an internal survey of the team and found that the 
developers felt that the info-sheets together with iteration planning meeting were quite 
effective. As mentioned earlier, the developers may have been less enthusiastic about 
FIT from time to time as they deemed writing acceptance tests in FIT required more 
effort than implementing them in JUnit. However, there was no argument about the 
value of FIT tests from the perspective of making the tests “as English as possible” 
(i.e. readable and intuitive). This is remarkable as it clearly demonstrates the consen-
sus among all three interviewees – the Customer, the Developer, and the Tester – on 
the value and effectiveness of executable acceptance testing. 
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Abstract. Test-Driven Development (TDD) is a practice that can be applied in 
almost all software development projects. It is a great tool to write working 
code and end up with clean designs. When writing code we make choices about 
the technologies we use and the underlying architecture. Sometimes the conse-
quences of unfortunate choices do not show up for a while. TDD does not pre-
vent us from making big mistakes. This paper is about such an unfortunate 
choice, the process of writing code based on this choice and the result. Finally, 
we discuss the lessons learned that can help us to avoid making big mistakes or 
to get a quick indication of such a mistake. 

Keywords: Test-Driven Development, mistakes, non-functional tests, feed-
back. 

1   Introduction 

Test Driven Development [1] (TDD) is one of the practices from eXtreme Program-
ming [2] (XP) that can be applied in almost all software development projects. It is a 
great tool to write working code and end up with clean designs. Another benefit is 
that TDD makes you go faster. How? The tests are documenting how to use the code. 
This decreases the time needed to comprehend what the code currently is doing. Ad-
ditionally, the tests bring focus: only writing code to make a failing test pass helps us 
to stay away from gold-plating our code. 

When writing code we make choices about the technologies we use and the under-
lying architecture. Sometimes the consequences of unfortunate choices do not show 
up for a while. TDD is not going to prevent us from making big mistakes. This paper 
is about such an unlucky choice, the process of writing code based on this choice and 
the result. Finally, we discuss the lessons learned that can help us to avoid making big 
mistakes or to get a quick indication of such a mistake. 

2   Context 

In our example we needed to convert one form of XML file into another. Using XSLT 
was not an option, because we needed to perform too many calculations on the data. 
Therefore, we decided to develop a Java application to convert the XML file. Because 
our department is doing XP@SCRUM [3] we used TDD to develop the application. 
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Since this application was only a small one, it took us no more than a single iteration 
to write a first version. 

3   The Process 

Writing user stories [4] for the application was simple. For each element in the source 
file we had a story that described the conversion to the target format. When we com-
pleted writing down the stories and prioritized them, we could start writing the code. 
The development of the code was done according to the following process: 

1. Write a unit test to check the conversion of one element into the required format. 
2. Implement the code to really do the conversion and make the test pass. 
3. Refactor to excellence [5] and start over at step 1 for the next story. 

After we had written the first unit test, we needed to decide how to implement the 
production code. We had several options, one of which was to write our own XML 
parser and builder classes, which seemed not so smart. So we decided to use an exist-
ing technology: the DOM parser. Unaware of the consequences of this choice, we 
continued writing tests and producing code. All unit tests were in memory only tests, 
no file access was required and therefore we were able to run them extremely fast.  
Many times, the tests pointed out small mistakes we had made in the conversions and 
we were able to quickly make good progress. Eventually, all tests were passing and 
we were able to convert all elements into the desired XML format. 

Next to writing unit tests, we also had written some acceptance tests to check we 
were able to really read some XML files from disk and to write them back. The XML 
files we used in acceptance tests were only subsets of the original files we wanted to 
convert. We had done this on purpose to simplify the verification of the output XML 
file. Again we were not aware of the consequences of this choice. 

4   What Happened? 

Now comes the good part. The first time we ran the application on the file we wanted 
to convert it did not work! How could that be? We had written tests all the time, so 
our code should be working. Unfortunately, when trying to convert our XML file we 
got an ‘Out of memory’ error. The input file was just too big. Because we had used a 
DOM parser it was not possible to work with large files. 

Why had we not noticed this earlier? The first answer to this question is, we had no 
test for working with big files. All our acceptance tests were based on small subsets of 
the original files and unit tests are by default not supposed to work with large data-
sets. Next to that, the DOM parser had been able to perform all operations we had 
written tests for. 

Suppose the choice of technology is like the choice for a car to get to a destination. 
We had chosen for a Formula 1 car and whenever we wanted it to turn left it could 
turn left, when we asked it to turn right it was able to do so. A left or right turn can be 
compared to the conversion of one element in our XML file. However, we had never 
tested whether the car could also drive the distance we required! And Formula 1 cars 
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are not built to drive long distances. We had not checked for the distance we had to 
drive with our car. If we had, we could have seen that the engine of our Formula 1 car 
could only last for around 1000km while we needed to go for a 20000km drive. With 
that knowledge we would have better been off going for a comfortable limousine. 

Fortunately, we were able to rewrite the code based on a SAX parser more suited 
for large files. Our acceptance tests still were useful, because we could also run them 
with the new code. Eventually, the application had quickly been rewritten and we had 
only ‘wasted’ a single iteration. 

5   Lessons Learned 

How could we have avoided running into these problems? Well, if we had tried to 
convert our large file earlier, we would have been able to notice that it was not possi-
ble to work on big files. It is all about getting quick feedback. When doing TDD, you 
get quick feedback on whether the code just written is working as required. However, 
the code is only doing the things it was tested for. Therefore, if bigness is one thing to 
take into account: try to find out if it is going to be an issue or requires a special kind 
of solution as soon as possible. In general, the unit tests produced with TDD are not 
suited for checking non-functional requirements like performance, scalability, mem-
ory usage, etc. We advise developing some acceptance tests to check the non-
functional requirements. 

The quick feedback provided by the unit tests definitely helps in avoiding the small 
mistakes. Off by one errors show up immediately and can be corrected right away. 
This saves us from spending a lot of time in the debugger trying to figure out why the 
code is not doing what it is supposed to do. The unit tests point out the small mistakes 
and therefore the developer can focus on the big problems. 

Next to that, the acceptance tests we had written for the conversion application 
were of great help in rewriting the code. We could get the tests to green one at a time, 
and quickly we had a working system again, with the same functionality as the first 
version but now also able to handle large files. 
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1   Introduction 

The reality of software engineering, in our view, “is more about science than it is 
about computer science” as J. Bach argued in [5], but software development, and in 
particular software testing, are not generally regarded as a scientific enterprises, even 
though theirs practices do not match strongly in a neat framework of mathematics or 
computer science, while they can be usefully framed in experimental activities. 

So we draw the relationship between the scientific method and software develop-
ment, starting from the problem of software testing.  

2   Theory of Software Testing 

In computability theory a mathematical proof concludes that the programs correctness 
problem is undecidable.  

The need to do testing based on sound and systematic principles led researchers to 
develop theory of software testing ([1], chp. 6) in which concepts, such as program 
correctness, test set (or suite), selection criteria and theirs consistency and complete-
ness, are formalized. 

It is also defined an ideal test suite T as a test suite such that: “if a program S is in-
correct, there is at least an element of T such that S fails on T” or, in other words, if 
program passes an ideal test suite then it is correct. 

It is proved that an ideal test suite exists for any program, but unfortunately it is 
also proved that there is no constructive criterion (i.e. algorithm) to derive a test suite 
satisfying that property. 
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The incomputability of ideal test suite is the primary cause of the existence of sev-
eral empirical criteria to define the test suite such as category partition, boundary 
analysis, special values detection, an so on. 

So the main goal of testing is restricted to show the presence of failures because 
testing can never completely establish the correctness of an arbitrary program.  

Then the methodology of software testing is well rooted in modus tollens (Latin: 
mode that denies) rather than in modus ponens (Latin: mode that affirms) which is the 
well known deductive argument.  

Modus tollens is the formal name for contrapositive inference and it can also be re-
ferred as denying the consequent, it is a valid form of argument and is antithetical to 
modus ponens which can be referred to as affirming the antecedent.  

Modus tollens has the following argument form: 

 If P, then Q.  
 Q is false.  
 Therefore, P is false.  

In the software testing field it becomes: 

 If (Program is Correct) then (Whatever Test Suite Passes).  
 (A Test Suite Fails) 
 Therefore (Program is Incorrect).  

These theoretical results can be well summarized by Dijkstra’s thesis [2]: “Pro-
gram testing can be used to show the presence of bugs, but never to show their ab-
sence!” 

3   Epistemology and Software Development 

In epistemology the foundational problem of experimental validation of scientific 
theories was faced by Karl Popper in his Theory of Falsificationism [3]. In this theory 
modus tollens plays a key role, indeed, in experimental sciences no number of posi-
tive outcomes at the level of experimental testing can confirm a theory, but a single 
counter-instance shows that the scientific theory, from which the implication is de-
rived, is false.  

Thus despite software development is not explicitly defined as scientific enterprise, 
it has a close resemblance to the way in which experimental sciences work. Indeed, 
no number of passed test suites can proof the correctness of a program but a single 
failed test suite shows the program to be incorrect. Then, falsification à la Popper 
with experimental implementation of modus tollens is just as essential to software 
testing as it is to scientific theories and this is not just an analogy. 

In a way, scientific theories are computational models of nature and software sys-
tems can be seen as computational models of business processes. 

According to this ‘naturalistic’ unifying viewpoint Kaner et al. ([4] pg. 359) argue 
that a effective testing requires “an empirical frame of reference, rather than a theo-
retical one” and they refer to test cases as “miniature experiments” (see also [7]) and 
Pettichord [6] about development and scientific method argues “developing software 
is much like creating theories”. 
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As matter of fact testers design ‘experiments’ to test if the software (i.e. ‘theory’) 
fit with data of test suite, while developers build a ‘model’ (i.e. software) to fit with 
and to generalize the data specified in the test suite. 

So testers have more an empirical attitude while developers more a theoretical one. 
We can think that software testing is experimental science in the field of software 
development, while software development is theoretical science. 

In traditional software development methodologies these two activities are kept 
strongly separated. Moreover from organizational and sociological viewpoint we have 
often two separate teams with different skills, different attitudes and sometime in 
open contrast between them.  

4   Test Driven Development and Agile Methodology 

In Test Driven Development (TDD) practice, developers and testers are the same 
people (or a couple in close interaction according to agile practice of pair program-
ming), so we have a true ‘scientists team at work’, it is able to perform in close and 
synergetic interaction both theoretical and empirical thinking.  

In agile context, programmers translate claims about the program into testable as-
sertions about how it will behave under known conditions and then check its behav-
ior. Also they are able to theorize about required behaviour to implement code and to 
re-engineer it (the refactoring phase in TDD) to improve underlying model. 

In this cognitive cycle programmers produce model-based software which adheres 
to behavioral data, specified pragmatically by test case, as well as scientists ‘design’ a 
theory to model experimental data.  

In fact TDD is not a simply technique of “code and fix”, as scientific activities are 
not simply based on “trial and error” method, but they are “reflection-in-action” as 
argued by Edwards [8], because in each of them there is a quest to model and to gen-
eralize empirical data. 

TDD with agile practices of pair programming and collaborative ownership create 
a method in which synergy between theoretical and empirical thinking implement the 
scientific method in software development. 

4.1   Dependability 

As we argued above, it cannot be proved that scientific theories and computer pro-
grams are absolutely true or correct, respectively. It is sometimes possible to detect 
and then eliminate their wrong behaviour by using falsificationism of modus tollens. 
But if the behaviour turned out as predicted, the model is only confirmed and cannot 
be proved. 

Scientific theories and programs advance through continuous testing while elimi-
nating bad features and improving some others. Continuous testing is a continuous 
attempt to “falsify” a theory or a software and its failure (the program passes the test 
suite) increases our dependability. 

So the empirical ‘validation’ by means of testing increases our dependability of a 
scientific model or a software system, although this dependability can never be estab-
lished with absolute certainty. 
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In agile programming the software is designed from the start to work and to itera-
tively evolve, adhering with increasing data of test suite; so the practice of TDD and 
continuous testing increase our dependability of developed system more than one 
single big test suite passed at the end. 

5   Concluding Remarks 

The methodology of software production, for mathematical theoretical reasons con-
cerning the undecidability of programs correctness proof, is based in a non eliminable 
way on modus tollens. 

This firmly links software development to methodologies of natural sciences and to 
epistemology, in particular to theory of falsificationism by Popper. And we need to 
adopt this perspective if we want to increase the comprehension of methodology and 
practice of software development. 

In this perspective TDD is the unique ‘scientific’ methodology to develop software 
systems because it uses the falsificationism and embraces continuous testing. 

Summarizing, the successful of TDD in agile processes is based on the rediscovery 
of scientific method. 
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Abstract. In this short paper we present our research idea on relationships be-
tween specific indices of organizational climate (team/management climate), 
level of individual self-efficacy as a personality attribute, and software practi-
tioners' readiness for agile software development. Research results can help or-
ganizations predict the readiness of employees to implement agile methods 
and/or to work effectively in an agile environment.  

1   Introduction 

Agile software development is a relatively new software project management para-
digm. On the one hand, the positive results of implementing the agile approach are 
well known1; on the other hand, the literature reports resistance expressed towards its 
implementation in software organizations (for example, [1]). This resistance can be 
explained by the fact that agile software development introduces a new software de-
velopment culture, which is mainly (but not only) expressed by redefining the roles of 
software engineers, software team leaders as well as other role holders, such as QA 
people, system analyzers and designers. The research idea presented in this paper 
attempts to explain the source of this resistance by exploring how organizational cli-
mate and individual personality attributes are related to software practitioners' reac-
tions towards the transition to agile software development.  

For this purpose, several hundred software practitioners working in a leading Israeli 
hi-tech company, are observed with respect to their readiness to adapt to the change 
required when shifting to agile software development, both on the team/management 
level and on the individual level. With respect to team/management climate we refer to 
factors such as managerial thoughtfulness, team collaboration, intimacy and moral; 
whereas on the individual level, we refer to individual self-efficacy.  
                                                           
1 See, for example, the VersionOne's Agile Development: Results Delivered report at  
  http://www.versionone.net/pdf/AgileDevelopment_ResultsDelivered.pdf 
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2   Research Background 

2.1   Changes Introduced by Agile Software Development  

The concept of “Agile development” emerged against the backdrop of the changing 
global environment. Individual status has become superior to the system; clients have 
become empowered and increasingly receive the full attention of service providers. 
Furthermore, technological developments, economic prosperity and new cultural 
trends have all created a new industrial environment that is centered on communica-
tions and information revolution [6].  

In general, changes in the work environment are a kind of stress factor for employ-
ees [7]. In particular, moving to agile software development requires a change in the 
software practitioners' mind set, which in turn might lead to even greater stress. Main 
changes introduced by agile software development include: team empowerment, mov-
ing from a command and control structure to self-managed teams, applying very rigid 
(although simple) guidelines that all must follow, using social pressure to align the 
team members' behavior, accountability and taking responsibility, openness to criti-
cism, willingness to share knowledge and expertise, willingness to admit to failures, 
seeking improvements, and goals orientation – willingness to do what ever is needed 
(testing, development, design, documentation, etc.) in order to meet the objectives. 

2.2   Coping with Changes and Threats in the Work Environment   

Folkman and Lazarus [7] defined coping as a factor that mediates between the stress 
experienced by the individual and the individual’s performance. In order to cope and 
function more effectively when experiencing change, the individual mobilizes, or is 
affected by, individual personality attributes (for example, self-efficacy in this study), 
in addition to environmental resources (team climate components, in this study).  

Researchers who studied the effects of organizational climate on employees found 
that a positive managerial climate in the work environment is an empowering and 
facilitating factor for employees (for example, [4, 11]). Thomsen, Soares, Nolan, 
Dallender and Arnetz [12] compared the effect on employee performance of environ-
mental resources, such as managerial thoughtfulness, team collaboration etc. on the 
one hand, and individual personality attributes on the other hand. They found that the 
effect of environmental resources on employees was at least as strong as the effect of 
individual attributes. In the present study we examine both aspects. 

3   Research Model  

Based on previous findings described in Section 2, Figure 1 presents a schematic 
description of the research model examined in this study. 

The dependent variable in the present study is the practitioner’s readiness for agile 
software development; the independent variables are team-management climate and 
individual personality attributes, focusing at this stage only on individual self-efficacy. 
In what follows we describe the research hypotheses.  
 



 How Does Readiness for Agile Development Relate to Team Climate  259 

Practitioners'
Readiness for Agile

Development 

      Team/Management 
Climate 

Level of  
Individual

Self-Efficacy 

 

Fig. 1. Proposed model for software practitioners' readiness for agile development 

3.1   Team-Management Climate  

The first hypothesis is based on findings that posit a relationship between positive 
team climate, empowering managerial style and employee performance. Gillen, Baltz, 
Gassel, Kirsch and Vaccaro [8] found a positive correlation between positive depart-
mental climate perceptions and employee performance, and coping with stress and 
pressure at work. As mentioned, moving to agile software development emphasizes 
both the need for team cooperation and the dependencies between team members. 
Accordingly, the following hypothesis was formulated:  

Hypothesis 1: Negative correlations will be found between perceived positive team 
climate indices and the level of rejection of agile development; in other words, per-
ceived positive climate relates to a high level of readiness for agile development. 

3.2   Individual Self-efficacy 

The second hypothesis relates to individual self-efficacy, which is defined as an indi-
vidual characteristic that distinguishes between individuals according to their ten-
dency to perceive hard events as challenging and to perceive themselves as capable of 
accomplishing almost anything [2, 3]. Accordingly, the following hypothesis was 
formulated:  

Hypothesis 2: Software practitioners with high levels of self-efficacy will exhibit high 
levels of readiness for agile software development perceptions. 

4   Research Methods  

Questionnaires are being distributed to several hundred male and female software 
practitioners. The questionnaire includes the participants’ demographic information, 
followed by three sections that correspond with the study topics, based on the ques-
tionnaires developed by Halpin and Croft [9], Chen and Eden [5] and Hazzan and 
Dubinsky [10]. 
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5   Conclusion 

We are currently at the data-gathering stage. The updated status of research will be 
presented at the conference. Among other contributions, we propose that the research 
results will have broad implications for the management of agile initiatives. For ex-
ample, if a significant relationship between self-efficacy and readiness for agile soft-
ware development is found, technological/software organizations will be able to 
measure applicants’ self-efficacy as part of the recruiting processes. 
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Abstract. Team work is defined by different factors: team size, members role, 
interactions and communication. In Agile Methodologies communication plays 
a fundamental role. Some research studies have found that the involvement of 
team members in a project also depends on the information provided. Commu-
nication also depends on the tool employed. The aim of this paper is to analyze 
communication among team members of the 9 most active projects on Source-
forge provided of a developers' mailing list. In particular we tried to investigate 
how and why members post to developers' mailing list and the use that different 
members make of these mailing lists. 

Keywords: Communication flow, social network, Open Source. 

1   Introduction 

Team work is defined by different factors: team size,  member skills, member roles, 
interactions and communication. Some researchers [5] have found that the team 
member performance also depends on the information given on the project: better 
knowledge corresponds to greater involvement. 

In XP teams, communication is also a value and it can change in accordance with 
team displacement. Communication is maximized in co-located teams but sometimes 
a team has to work in a dislocated manner, as in Open Source teams [1] [2].  

In the latter case, there are different tools for facilitating on line communication 
such as chats, instant messengers, forums, wikis and mailing lists. In OS projects a 
specific tool is often used: the developers' mailing list. 

This tool is used like a (virtual) space in which developers can exchange ideas and 
share information about project development. The aim of this work is to investigate 
communication in Open Source communities. The attention was focused on the big 
stage where actors-community members communicate: the developers' mailing list. 

The aim of this work is to identify and evaluate the utilization of developers' mail-
ing list of mainstream Open Source projects, to get insight on communication patterns 
among developers and the users of the list. 
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2   Data Collection 

This analysis is focused on nine projects chosen among the most active on Source-
forge website.1 

We examined more than 70 projects in order to find a sufficient number of  
projects. 

In fact, when we looked for developers' mailing lists, we found that most of these 
projects had none. 

This can be easily explained considering the kind of use software development 
teams make of Sourceforge [4]. Many teams started to use Sourceforge at the begin-
ning of their projects, but later, as the project size rapidly increased, they preferred to 
use their own website with specific tools (CMS, wikies, forums...) in place of Source-
forge. At the same time, a large amount of these projects uses Sourceforge website as 
a means for making their product better and more widely  known So, it is very likely 
that they use a developers' mailing list not available on Sourceforge web site. 

Only 9 projects out of 70 seem to actually use Sourceforge developers' mailing list. 
These projects are shown in Table 1. 

Table 1. The nine projects studied. All have activity level at 99.90% 

Project Topic  Number of  
analysed mails 

Arianne  Multi player on line engine to develop games 1159 
Gaim  Instant messaging application 8954 
Gallery  Web based photo gallery 3997 
Geotools  Open source java GIS toolkit   11076 
Gimp-Print Package of printer drivers  7816 
Licq  Instant messaging application 4715 
Mingw  Tool for importing libraries and header files  2690 
Miranda  Instant messenger application  1045 
Netatalk  Daemon for sharing files and printers 4678 

In order to investigate  the developers' mailing lists chosen we implemented a spe-
cific parser that enabled automatic data analysis. 

The parser was written in Java. It was created to extract key data from the reposi-
tory of a developers' mailing list.  

For each e-mail, we extract the sender, the subject and the time, and for each thread 
the ID of the starter. Different queries can be made to query the repository.  

3   Data Analysis 

First of all, it is interesting to point out that two subgroups participate in discussions 
in developers' mailing list: the sub-group of users and the sub-group of developers. 

Preliminary, we checked and resolved  e-mail addresses and user names: about 
50\% of community members (both developers and users) use different user names 
                                                           
1 All the data reported are extracted from www.sourceforge.net 
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and e-mail addresses to post to the same mailing list (there are people who use even 5 
different identities!). 

3.1   E-Mails 

Neither users nor developers are consistently the most active in sending e-mails. 
In fact, the e-mails sent by the two subgroups change for each project.  
In four projects users’ sub-group is the most active, in another three the most active 

is the developers' sub-group, while in the remaining two projects the amount is evenly 
distributed. We believe that this matter warrants further investigation. 
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Fig. 1. Percentage of e-mails sent by developers and users  

There are some developers who send from 5% to 20% of the total number of  
e-mails. So just a small number of developers are the main suppliers of e-mails in 
their mailing lists. 
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Fig. 2. E-mail sent by a "key member" vs other members  
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These active developers play a "key role" in the communication process. In fact, 
these "key members" are either project managers, support managers or developers. 

Their "key role"[3] is to know everything  about the project and to share informa-
tion and provide explanations to users. 

3.2   Threads 

The users, usually, start about 65% of all the threads. In these threads the users ask for 
information, answer other users' questions when they solved the same or a similar 
problem and, sometimes, report a bug. 

On the contrary the developers, on average, start about  35% of all the threads. In 
these threads, developers used to announce new releases, report a bug and discuss 
new features. 

Note that, in each project a single developer, on average, starts a number of threads 
ranging from 5% to 30% of all threads. These developers are also the "key members" 
(see previous paragraph) and this again confirms the fundamental role of those members. 

3.3   Links 

A link is a connection between two members belonging to the same developers' mail-
ing lists. Two members share a link if they have participated in the same thread. 

Analyzing links between community members can help us to understand the com-
munication [6] among team members and their consequential effort and involvement 
in the project. 

Links between users are about 60% in four projects, while they range from 13% to 
43% for the remaining ones. This does not mean that each user communicates, on 
average, with many of other users. 

In fact if we look at a single thread it is evident that each user communicates, on 
average, only with two other users. We can state that a lot of users participate in 
communication in developers' mailing lists but only a few keep in direct contact. So 
the network formed by user communication is very poor and scattered.  

We generally found a similar behavior in communication among community mem-
bers (users and developers together). 

On the other hand the links between developers are about 15% for four projects, 
about 5% for the other three projects, with two outsiders too: one with 39% and the 
other with 2%. 

If we look at single thread we find that a developer communicates, on average, 
with 3 other developers. This suggests that there is a dense communication net and a 
great deal of information sharing among these developers, who are also the "key 
members". The network formed by their communication can be considered like an 
entity: the core of the communication. 

4   Conclusion and Further Work 

Justinian said "Nomina sunt consequentia rerum"(Names are sequent to the things 
named), so analyzing these developers mailing lists we initially expected to find  
e-mail exchange only among the project developers themselves. 
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But surprisingly both users and developers post there. We also found that a signifi-
cant percentage of e-mail traffic was to be attributed to users. 

To analyze the data we split the community into two sub-groups: developers' and 
users'.  

Users utilize this space to spell out their problems concerning software utilization 
and to receive explanations on the software developed; at the same time, developers 
seem to understand and support this vision of the developers mailing lists, providing 
suggestions and information. 

So we can say that users' sub-group and developers' sub-group are complementary. 
Data analysis revealed that not all the developers' mailing lists behave in the same 

way about sending e-mails, starting threads or establishing relationships.  
Some developers are "key members" of the community: they share information 

with the other members. These "key members" keep in contact with each other creat-
ing a dense communications network. 

The users on the other hand only create a scattered network. 
So this kind of distribution seems to suggest a dichotomous communication pattern 

in which the core is composed of developers and the periphery of users. 
One very interesting topic for further research would be to compare the different 

indicators for each project like programming languages, development status, number 
of releases, for example so as to identify a specific communication pattern. 
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Community Reflections

David Hussman

SGF Software, USA
david.hussman@sgfco.com

Abstract. The agile community/movement is growing and changing
faster every day. As the initial agile flavors blend, the community con-
tinues to reach out, gathering new ideas from other communities and
disciplines. One such practice, retrospectives/reflections, is an example
of the agile community embracing an idea that harmonizes with the core
principles of agile. As retrospectives and reflections are now a mainstay
for many agile communities, this session is a way for the community to
share in this practice. Using the fishbowl format, the session will start
with a discussion among long time players in the agile community. Once
the conversation is rolling, anyone interested may join the discussion,
sharing their experiences or opinions. The moderator will be gathering
questions for the fishbowl and keep the conversation flowing through the
many topics present at the conference and during the session. Over all,
this is a place for the community to meet and reflect on where we have
been, what we have learned, and discuss topics and paths for the future.

1 Length

90 minutes.

2 Audience

This session is aimed at the entire conference. The hope is that people new to
agile will have a chance to hear long time practitioners share their experiences
as well as have the opportunity to engage in dialog with other member of the
agile community.

3 Goal

Create a forum for the community to share experiences and a place where new
comers can hear the experience of veteran practitioners. This session will also
introduce people new to the community to the wonderful format of the fishbowl
(in case there are no other fishbowl sessions).

G. Concas et al. (Eds.): XP 2007, LNCS 4536, pp. 266–267, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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4 Process

Each person in the initial fishbowl will start with a short introduction and an-
swers to the following questions:

– What are the 2 things you like most about agile?
– What 2 things have you discovered that are the most unexpected and why?
– What 2 things would you like to see change or investigated in the agile

community?

Once the initial fishbowl has finished their introductions, the moderator may
ask them to discuss one of the answers given, or move on to ask questions gath-
ered from the audience. Topics will be allowed enough time for discussion, but
the moderator will keep the conversation moving, while allowing for spontaneous
discourse within the fishbowl. Once the discussion is moving, the standard fish-
bowl format will be used.

5 Moderators Qualifications

David Hussman has been part of many conferences and has moderated fishbowl
discussions at XP2003 - XP2006, XP Universe 2003, XP Universe 2004, Agile
2005 - 2007, AEG gathering in Mpls, and various companies in the US, Canada,
and Europe.
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To Certify or Not to Certify 

Angela Martin, Rachel Davies, David Hussman, and Michael Feathers 

Abstract. One of the problems the agile community is currently facing is how 
do we encourage the things that are agile and discourage those that are not?  As 
agile software development has grown in popularity we discover that some 
people claim to “do agile” and yet “do not”, and no one calls them on it. The 
principles of the Agile manifesto and the practices within each of the methods 
becomes diluted and lost.  Is certification the answer?  Tom DeMarco com-
ments that “though the rationale for certification is always societal good, the  
real objective is different: seizure of power. Certification is not  something we 
implement for the benefit of the society but for the  benefit of the certifiers”.  
So certification is clearly a complex and interesting area and ripe for debate.  
This panel brings together industry practitioners with differing perspectives and 
experiences of certification; the audience should come prepared to both ask and 
answer questions.  

Keywords: Certification, Community Direction. 

1   Audience 

This discovery session is aimed at anyone who is interested in the direction of the 
agile community including: project managers, testers, programmers and customers. 

2   Content Outline 

2.1   Set-Up 

The student volunteer(s) will distribute index cards and pens on each table within the 
room 10 minutes prior to the start of the session.  The student volunteer(s) will then also 
hand index cards and a pen to as many attendees as possible as they enter the room. 

2.2   Introduction (10 Minutes) 

The moderator of the panel will begin the panel by explaining the topic of the panel 
and introducing the “Question Time” 1 panel format.  We have selected this format as 
we have found it produces the most interesting and in-depth panel discussions. 

During the introduction the moderator will cover how audience members should 
ask questions: – by writing the question on an index card and raising it in the air.  
                                                           
1 For further information please refer to  
  http://www.martinfowler.com/bliki/QuestionTimePanel.html 
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Student volunteer(s) will then collect the question cards and give them to the modera-
tor.  

The moderator will guide the audience to write their initial questions as she begins 
to (briefly) introduce each of the panellists. 

2.3   Discussion (70 Minutes) 

The discussion will begin with a pre-prepared question to allow time for the audience 
to begin to generate their questions. 

During the discussion the moderator and panellists will work together to ensure 
that all sides of the issue are explored.  If one perspective is not presented then the 
moderator will request a panellist to specifically debate or present that perspective as 
though they held it themselves.  This will ensure that the topic receives a full and 
interesting discussion. 

The moderator will consolidate and organise the questions from the audience into a 
good conversational flow. 

2.4   Wrap-Up (10 Minutes) 

This time will be reserved to allow panellists and the moderator to summarise the 
discussion and lessons learnt during the panel.   

3   Presenters 

Angela Martin, Martin IT Consulting Limited 

Angela will be the moderator of this panel.  She has a number of years of facilitation 
and moderation experience, both in industry and as a conference panel moderator. 

Angela Martin is a London based consultant with over twelve years of professional 
software development experience; she works directly with programmers and custom-
ers on agile projects to deliver software that works.  She is also completing her PhD 
research at Victoria University of Wellington, New Zealand, supervised by James 
Noble and Robert Biddle. Her research utilises in-depth case studies of the XP Cus-
tomer Role, on a wide range of projects world-wide.  Angela is also an Agile Alliance 
Board Member and can be reached at angela@martinitconsulting.com 

Rachel Davies, Agile Experience Ltd (www.agilexp.com) 

Rachel Davies is an XP practitioner and makes her living training and coaching agile 
teams in industry. She is also a director of the Agile Alliance. 

David Hussman, SGF Software 

David Hussman has designed and created software for more than 13 years in a variety 
of domains: digital audio, digital biometrics, medical, retail, banking, mortgage, and 
education to name a few. For the past 6 years, David has mentored and coached agile 
teams in the U.S., Canada, Russia, and Ukraine. Along with leading workshops and 
presenting at conferences in North America and Europe, David has contributed to 
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numerous publications and several books (including “Managing Agile Projects” and 
“Agile in the Large”). David co-owns the Minneapolis based SGF Software, is a sen-
ior consultant with The Cutter Consortium, and has contributed to the agile curricu-
lum for Capella University and the University of Minnesota. 

Mike Feathers, Object Mentor 

Michael Feathers has been involved in the XP/Agile community since is inception. 
While designing biomedical instrumentation software in the late 1990s, he met sev-
eral of the members of the Chrysler C3 team at a conference and was persuaded by 
them to try XP practices. 

Subsequently, he joined Object Mentor where he has spent most of his time transi-
tioning teams to XP. Michael is also the author of 'Working Effectively with Legacy 
Code. 
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Learning More About “Software Best Practices” 

Steven Fraser1, Scott Ambler2, Gilad Bornstein3,Yael Dubinsky4,  
and Giancarlo Succi5 

1 Senior Staff, QUALCOMM, San Diego, USA 
sdfraser@acm.org 

2 Practice Leader, Agile Development, IBM, Toronto, Canada 
scott_ambler@ca.ibm.com  

3 Staff Manager/Engineer, QUALCOMM, Haifa 
giladb@qualcomm.com 

4 Visiting Researcher, The Department of Computer and Systems Science, 
University of Rome La Sapienza, Italy 
dubinsky@dis.uniroma1.it 

5 Professor and Director, Center of Applied Software Engineering at the Faculty of Computer 
Science, Free University of Bozen-Bolzano, Italy 

giancarlo.succi@unibz.it  

Abstract. What constitutes a software best-practice and what are the best strat-
egies to become aware, learn, adopt and adapt such practices? This fishbowl 
will bring together seasoned professionals who will meld a mix of academic 
and industry perspectives with an agile flavor.  

1   Steven Fraser (Fishbowl Impresario) 

STEVEN FRASER joined QUALCOMM’s Learning Centre in 2005 in San Diego, 
California – with responsibilities for tech transfer and technical learning. From 2002 
to 2004 Steven was an independent software consultant on tech transfer and disrup-
tive technologies. Previous to 2002 Steven held a variety of software technology 
program management roles at Nortel and BNR - including: Process Architect, Senior 
Manager (Disruptive Technology and Global External Research), Advisor (Design 
Process Engineering), and Software Reuse Program Prime. In 1994 he spent a year as 
a Visiting Scientist at the Software Engineering Institute (SEI). Steven holds a 
Doctorate in Electrical Engineering from McGill University in Montreal, Canada. 
Steven is a Senior Member of the IEEE and a member of the ACM.  

This year marks the 20th anniversary of Frederick P. Brooks’ Jr paper “No Silver 
Bullet – Essence and Accidents of Software Engineering” which appeared in IEEE 
Computer’s April (Vol 20, No. 4) 1987 issue. Brooks considered complexity, 
conformity, changeability, and invisibility to be the challenges inherent in software 
systems. Has anything changed in the past twenty years? – Are there new software 
practices to address these and other challenges? – A non-exhaustive list of software 
practices with their historical roots (not necessarily definitive) is listed in Table 1– 
whether they are “best” depends on context and perspective. This fishbowl will 
discuss and debate what we’ve learned and adopted – or learned to avoid – in the past 
twenty years.  
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Table 1. Software Practices and Historical Roots 

Software Practice Historical Roots 

High Level Languages 50’s Backus & FORTRAN  
Pair Programming 50’s von Neumann & IBM 
Project Planning 60’s NASA  
Risk Management 60’s NASA  
Software Architecture 60’s Brooks + Dijkstra + Parnas 
Software Reuse 60’s McIlroy 
Coding Standards 70’s Kernighan & Plauger 
Collective Ownership 70’s Unix + Open Source 
Continuous Integration 70’s IBM FSD Integration 
Data Hiding & Abstraction 70’s Parnas 
Development Processes 70’s Royce + Boehm 
Documentation 70’s Parnas 
Incremental Releases 70’s Basili & Turner 
On-site Customer 70’s Mills & IBM FSD 
Reviews 70’s Fagen + Gilb 
Simple Design 70’s Basili  & Turner 
Software Metrics 70’s Gilb + Halstead 
Testing 70’s Meyers 
Evolutionary Design 80’s Gilb 
Maturity Models 80’s SEI + Humphreys 
Patterns 80’s DeMarco & Lister + GoF 
Peopleware  80’s DeMarco & Lister 
Refactoring 80’s Opdyke + Fowler 
Metaphor 90’s Beck & Fowler & Cunningham 
Retrospectives 90’s Kerth & Rising 

2   Scott Ambler 

SCOTT W. AMBLER is the Practice Leader: Agile Development in IBM Rational’s 
Methods Group and is the founder of the Agile Modeling (AM), Agile Data (AD), 
Agile Unified Process (AUP), and Enterprise Unified Process (EUP) methodologies.  
Scott is the (co-)author of several books, including Refactoring Databases, Agile 
Modeling, Agile Database Techniques, The Object Primer 3rd Edition, and The 
Enterprise Unified Process.  Scott is a columnist with Dr. Dobb’s Journal. 

The idea of software best practices is arguably one of the most damaging concepts 
ever inflicted upon the IT community.  The term best practice is nothing more than 
marketing rhetoric designed to sell products, services, publications, and seats in 
conference panels.  The effectiveness of a practice is contextual: in some situations it 
is a best practice and in others arguably a worst practice.  Consider logical data 
modeling.  On traditional projects using structured technology it may be a best 
practice, yet on projects using object-oriented technology it ranges from irrelevant 
busy work to an impediment to delivering working software.  Clearly logical data 
modeling presents a range of usefulness, yet many data professionals consider it a 
best practice and seem to have little compunction inflicting it upon teams which 
clearly will not benefit from its application.  There are many agile practices, such as 
database refactoring and Agile Model Driven Development (AMDD), which prove to 
be very effective practices on agile teams, but are they truly best practices in all 
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situations?  This seems doubtful.  The agile community would be well served to forgo 
the term "best practice" and thereby help to remove the scourge of this marketing term 
from our vocabulary. 

3   Gilad Bornstein 

GILAD BORNSTEIN has worked at QUALCOMM Israel for nine years as a developer, 
team leader and a Scrum Master. For the past two years he has successfully combined 
the conservatism of the embedded software world with the modernism of Agile 
programming. Gilad is focused on improving his organization’s software process by 
coaching his peers and educating the younger generation. Gilad holds a BSc in 
software engineering from Technion Institute of Technology. 

Over the years working as a software engineer I have faced many managerial and 
technological challenges that required me to develop and collect a bag of best 
practices to assist me with my work. Eventually, every engineer will have such a 
collection; It is just a matter of how long will it take him or her to gather it. One of my 
current organizational roles is to help new engineers learn and adopt as many 
practices as possible – as early as possible. 

4   Yael Dubinsky  

YAEL DUBINSKY is a visiting member of the human-computer interaction research 
group at the Department of Computer and Systems Science at La Sapienza, Rome, 
and for more than ten years she is the instructor of a project-based course in the 
Department of Computer Science at Technion Institute of Technology. She is also 
affiliated with the Software and Services group in IBM Haifa Research Lab (HRL). 
Her research interests involve aspects in software engineering and information 
systems. Yael has a significant experience with guiding agile implementation 
processes in the industry and academia. She has presented her work (since 2002) and 
co-facilitated tutorials (since 2005) in Agile and XP conferences.  

My experience shows that software best practices are these that keep high levels of 
tightness in all relevant aspects. For example, ‘short iterations’ is a best practice since 
it gives high level of tightness to the project management. Another example is - 
‘exhaustive testing’ is a best practice since it gives high level of tightness to the 
product quality. The tightness is necessary since software is a complex product that 
regularly changed. Following this rule, software worst practices are these that produce 
low levels of tightness. For example, a distributed team, in which the product man-
agement and the quality assurance departments are in one country and the developers 
team is in another country (another time zone; another culture), gives low level of 
tightness to the project management and in most cases also to the product quality.  

5   Giancarlo Succi 

GIANCARLO SUCCI is a Professor and the Director of the Center of Applied Software 
Engineering at the Faculty of Computer Science, Free University of Bozen-Bolzano, 
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Italy.  Previously he was a Professor at the University of Alberta, Edmonton, Alberta, 
Associate Professor at the University of Calgary, Alberta, and Assistant Professor at 
the University of Trento, Italy. He was also chairman of a small software company, 
EuTec. Giancarlo’s research interests included: open source development; agile 
methodologies; experimental software engineering; and software reuse.  

Software best practices should be really called “reasonable practices:” they codify 
reasonable actions that can be used to approach wicked projects, where an optimal 
solution does not exist. Quite like medical semeiotic, such reasonable practices define 
plausible approaches to attack highly intractable issues. Therefore, the ability of the 
software engineer is to identify from a very sketchy description of a problem (the 
symptoms) which reasonable practices could be employed. It is quite ironic that after 
years where software engineering have tried to “automate” the development process 
so that it could work with any kind of “average workforce” we have now come to the 
conclusion that such software engineering semeiotic, all based on personal experience 
and personal skills, play a substantial role in a successful project. 
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