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HOW TO WRITE SCIENCE FICTION
WITH SCIENCE INIT

"Charles Sheffield's book Borderlands of Science isan ambitious attempt to survey al of modern science

—from asciencefiction writer's perspective. . . . If you arefond of the effortless,

science-amply-explained style of the late |saac ASmov's science popul arizations, then the new book by
Charles Sheffidld was written for you. His clear and somewhat witty styleis clearly reminiscent of the

good doctor. . . . It'sfun ssmply as an evening's entertaining reading.”

—Geoffrey A. Landis, physicist with the
NASA Ingtitute of Advanced Concepts,
The Science Fiction Writers of America Bulletin

"A tour through the borderlands where today's science turns into tomorrow's science fiction, from the
physicist and Nebula- and Hugo Award-winning novelist. . . . Bang on target, intermsof appedl . . . As

Mr. Spock would say: fascinating.”



—Kirkus Reviews

"Charles Sheffield, Ph.D., renowned scientist and award-winning science fiction writer, explainsin an
easy-to-follow narrative about the fascinating frontiers of science—from interstellar space shipsto
black-holes and immortality. Every library—high school, college or community—ought to havethis
book."

—EricKotani, SFwriter and astrophysicist
for the Apollo and Skylab missons

" Sheffield haslong been one of thefinest of our best hard SF authors. In hislatest science fact collection,
hejoinsthe ranks of Asmov with his dissection of the science beneath the skin of sciencefiction.”

—Science Fiction Age

"Sheffield has alow tolerance for bad science. . . Hefollows the maxim that you can't break the rules
without knowing therules. . . . For either aspiring writers or curious readers, Borderlands of Science is
an excellent guidepodt . . . in understanding the universe.™

—The Denver Post
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Parts of thisbook are drawn from articlesinNew Destinies ,Analog , and theSamsung Quarterly



magazines.
INTRODUCTION

Y ou are reading an out-of-date book. Since the frontiers of science congtantly advance, today's
discussion of the borderlands of science will be obsolete tomorrow.

Unfortunately, | can't tell you which parts of the book that you are holding need an immediate update.
With luck, the short-term changes will be mostly in the details, and the roots of each subject covered will
aurviveintact. The biggest changesin science usudly turn out to be the most surprising, the least
predicted, and the dowest to be accepted.

Around the year 1900 there were plenty of forecasts asto what the coming century might bring. They
were al wrong, not because of what they included, but because of what they left out. On the abstract
Sde, no one expected relativity, quantum theory, the expansion of the universe, holography, subatomic
sructure, the conversion of matter to energy, solid state physics devices (such astrangstors),
information theory, black holes, the molecular structure of DNA, retroviruses, genome mapping, and the
theory of finite state automata. Still less did anyone expect the torrent of practica applications, with their
massive socid falout, that would follow from the new theories: television and telephonesin dmost every
home, persona computers, supersonic aircraft, humans to the Moon and observing equipment to the
planets, lasers, genetic engineering, video recorders, antibiotics, CAT scans, nuclear energy plants and
nuclear bombs, and artificia satellitesin regular use for communications, weether, and monitoring of the
Earth's surface. No onein 1900 imagined that by 2000 the automobile would be absolutely centra to
many peopleslives, asthe principa means of trangportation, recreation, and even courtship. Evenin
1950, not a person on the planet would have predicted the existence of hundreds of millions of
compuiters, used daily to conduct business, play games, send and receive mail, and wander a will
through aworld-wide information network.

Given our track record, and the fact that changes seem to be ever faster and more confusing, apessmist
could conclude that it is now impossible to write science fiction. Prediction of future conditionsis
impossible; even if we get the science right, surely the consequent socid changes will be nothing like we
suppose or can suppose. When redlity is so surprising, what place is there for imagined worlds?

| prefer to argue as an optimist. In science fiction, new science and new applications mean an endless
supply of new story ideas. So long as science and technology continue to advance, we can never run out
of subject matter.

Thisbook should be regarded as a beginning, not an end. It defines the frontiers—"borderlands’—of
today's science. Those frontiers are not fixed, but constantly expanding. Asthey expand, the territory
just beyond them comesinto view. In that territory, waiting to be picked up and used, lie hundreds and
thousands of gorgeous story ideas. They are pristineideas, never used before, because they sit on
ground never before explored.

| invite you to join mein wandering the new territories, picking up the best ideas, and using them. My
ideaisto offer astarting place for the exploration, but certainly not an end point. For onething this
book, like any book ever written, reflects the author's persond interests and obsessions. It's not
reasonable that your own favorite scenery will exactly match mine.

A couple of find points need to be made. Thefirst isan answer to the naturd question: Why, with the
Internet an integra part of most peopl€'slives, do | not direct the reader to web sitesfor information?
One answer will be obviousto you if you happen to be reading this book at the beach, or, as| liketo



think, secretly in a classroom while ateacher spouts New Age non-science at you. A book provides
easy access, unobtrusively and with no need of special equipment.

Second, if you want to talk about lack of quality control thereis no better example than the Internet.
Normally, if it comes from somewhere like the Jet Propulsion Lab or the National Ingtitutes of Hedlth, it
should berdliable. But even that is not safe. Some names of well-known individuals and ingtitutions have
been pre-empted as web site names. Y ou think you are reading areport from the famous Dr. X. What
you don't know isthat Dr. X. isat this very moment engaged in alawsuit regarding the theft of his good
name and reputation.

One more caveat. This book makes another assumption. Asafriend of mine, Roger Allen, said to me,
"You cdll itscience fiction, whereas most people pronounceit as sciencefiction . | plead guilty. That is
indeed theway | view the sciencefiction field, or at least the part of the field that interests me. | assume
that you, the reader, areinterested in reading (and possibly writing) science fiction stories with some
reasonable emphasis on science. If not, then thisis not the book for you.

CHAPTER 1
The Borderlands of Science

1.1 What you arereading. Thisisatext for thewriter or critical reader who likes the science of stories
to beright. Wewill definethelimits of knowledge in many areas, then wander beyond them. We will
gpend little time surveying the scientific mainstream. Many other books do that, taking a detailed ook at
quantum theory, astronomy, spaceflight, genetics, chemistry, or any other science you care to mention.
Wewill offer the brief summariesthat we need, and list some of the better reference works. Then well
head for the scientific outer limits.

Wewill not try to tell youhow to write . Nothing here will address plot, character, pacing, or style;
nowherewill you see anything about markets, or foreign rights, or literary agents. When backgrounds
appear, it will befor their scientific content only.

Plenty of other works address the problems of being awriter, discussing everything from styleto
contract negotiation to royalty rates. There are al so writing courses without number. These courses are
vauable, especialy when taught by successful writers, but not one of the courses—even when they are
explicitly and specificaly about science fiction—teaches anything about science. We, by contrast, will be
concerned with only one thing: making the science in stories accurate, current, plausible (if the story is set
inthefuture), andinteresting . Readers of sciencefiction are an enthusiastic and forgiving audience. A
writer of sciencefiction can perpetrate literary sSinsthat are anathemain "mainstream” writing. But one
thing you cannot get away with in my universeisbotching the science of your story.

Or rether, you may get away with it some of thetime. Y our editors, who usudly have aliterary
background but often lack a science background, may not catch you. Y our readerswill. Write about
Shakespeare'sParadise Lost , or say that Abraham Lincoln led Americain the Revolutionary War, and
the editor will jump al over you. Claim that Titan isamoon of Jupiter, and nothing may be said. | did not
make up this example. It happened. Titan asamoon of Jupiter sailed right past the editor and past the
copy editor. A reader totally outside the book's production process (me) caught the blunder, and it was
corrected in the published work. But you cannot rely on friendly readers being around al thetime.



If you wander wildly beyond what scientists believe theoreticaly possible, you have to explain how and
why. And you have to be reasonably current in your knowledge, because science changes constantly,
and sometimesit changes fast. Three years ago, the idea of life anywhere in the universe, except on
Earth, was pure speculation; today thereis evidence, much disputed, for early life-formson Mars.

AsJosh Billingsput it," 1t's not what we don't know that causes the trouble, it's the things we know
that ain't so."

Not all sciences are addressed in this book. When afield is omitted, one or more of the following will
apply:

1) Thetopic doesn't seem to meto provide good materia for sciencefiction stories.
2) Some other popular text covers the ground thoroughly and well.
3) | do not fed quaified to discuss the subject.

4) | do not believe that the subject, regardless of the fact that it may usethe word "science" inits name,
isred science.

A number of fringe areas, useful for stories whether or not you believe the theories, are described in
Chapter 13.

1.2 Defining science fiction. When science fiction writers and readers get together, one of the things
they arelikely to talk about isthe definition of sciencefiction. It's hard to reach agreement. | have my
own definition, which, if it has no other virtue, describesthe sort of sciencefiction that | like to read and
write. It takes afew sentences and needs a brief preamble, but the definition goes asfollows:

Stienceforms agrest, Sprawling continent, abody of learning and theories. Everything in scienceis
interconnected, however loosdly. If your theory doesn't connect with any part of the rest of science, you
may be a genius with anew and profound understanding of the universe; but chances are you're wrong.

Science fictioncongists of stories set on the shore or out in the shallow coastal water of that huge
scientific land mass. Stay inland, safe above high tide, and your story will be not sciencefiction, but
fiction about science. Stray too far, out of Sght of land, and you arein danger of writing fantasy—eveniif
you think it's sciencefiction.

The purpose of thisbook isto define the boundaries of science. Where do thelimitslie, today, that
define the scientific leading edge? And can we see places where, dthough no land isvisible, prevailing
currents or the sight of breakers convince usthat it must exist? That, surely, iswherewewill find fertile
ground for science fiction. On the other hand, we don't want to find ourselves out of our depth.

1.3 Thegood, the bad, and the simply awful: an example.
That's probably more than enough metaphors. Let meillustrate my point with aparticular case.

Suppose | decide to write astory that tells of arace of dien beings who cometo Earth from ahome
world orbiting the star Rigdl. Their ships are enormous and fast—they are five mileslong, and they can
travel at 5,000 miles asecond. When the dliensland on Earth and march out of their ships, it turns out
that they are aso huge; they are a hundred feet high and two hundred across, and they 1ook, breed, and
edt just like giant spiders.



Why are they here? To befriend humans, to educate us, to bring usinto the Galactic federation of races,
to endave us, or to kill us?

One of their leaders explainsto our representative. They are an ancient species, with arecorded history
going back forty billion years. They were drawn to Earth by receipt of our radio sgnas, but humans, as
primitive newcomersto the galaxy, are no more than food animals to them. They have cometo
overpower us, breed us, and eat us. At best, afew of uswill be selected to help control therest. Asa
reward, those humans who do cooperate will live anatural human life span.

Before our envoy can reply that the wholeideaiisintolerable, the Rigdian swalowshim whole.

Humans seem doomed, until another brave earthling, a scientist, discoversthat the diens eyesare
different from ours. They see using shortwave ultraviolet light. We build a generator that can be used
from miles away to beam an ultraviolet sgnd into the diens eyes. The repeeting signd pattern interacts
with the dien brain waves, sending them into convulsions and bringing them crashing to the ground.
Humans approach and overpower them, learn the secret of the aien ship, and decide to go to Rigel and
remove the dien menace from the gaaxy forever.

An exceptionaly dumb story? True. On the other hand, the smash-hit movielndependence Day was
packed with worse scientific impossibilities and isin many ways alot lessplausble. | have never read
anything quite likethe tale I've described, but | will bet that the long-suffering editors of sciencefiction

magazines see plenty.

What we have hereis not sciencefiction, it isfantasy. Let's seewhy; and let'sfind out if we can, witha
littlejuggling, convert it to sciencefiction.

Firgt, consider how the diens got here. A ship that travels at 5,000 miles a second (8,000 kilometers a
second) soundsfadt, but Rigel is more than 500 light-years away from the Sun. Light travels at amost
300,000 kilometers a second. Our diens must be awfully patient in waiting for their dinners, because the
journey heretook them at least 18,000 years. If we intend to visit their home world and seek vengeance,
it will take that long to get there.

Thefirg fix: Thediens must possess some kind of faster-than-light (FTL) drive. They only usetheir
"dow" drive at 5,000 miles a second when they are closeto Earth. It is not necessary to specify how the
FTL drive works. Sciencefiction has certain conventions, required by and used in so many storiesthat
no explanation iscalled for. The FTL driveisone of them. If you want to cregte your own using the
ideas of Chapter 9, that'sfine. But you don't need to. Just say the diens have one.

Next problem: The diens supposedly had their attention drawn to Earth because they picked up our
radio signals. But radio wavestravel at the same speed aslight, and we have been generating sgnasfor
only acentury. Rigd isat leadt five hundred light-years away. The Rigelians ought not to know we even
exigt for another four hundred years or more.

Thefix: In addition tothe FTL drive, the diens must possessaform of FTL communications system,
ableto pick up FTL emanations associated with normal eectromagnetic radiation. They knew of our
presence as soon as we began to broadcast.

An dternativefix, to both this and the previous problem, might suggest itself to you: athough the diens
came origindly from Rigdl, they have been colonizing space for along time. Their nearest colony ismuch
closer than Rigd. Unfortunately, this doesn't help unlessthe dienswere dready closer to usthan the
nearest star. Thetravel time from Alpha Centauri at 5,000 miles asecond is more than a century and a
helf—too long for them to get here after receiving our first radio sgndls.



The Rigdians are ahundred feet high. At that size, they would not be able to march out of their ships. In
fact, they would not march anywhere, or even be able to move. The largest creature on Earth, the blue
whale, is as much asahundred feet long, but it is able to grow to such asize only becauseitsbody is
supported by water. A land animal ahundred feet tall would lie like abeached whale, crushed by its
own weight and unable to breathe. Welght increases as the cube of linear Sze, the areaof an animad's
limbs only asthe square, o something fifteen times astall as a human hasto support fifteen timesas
much weight per square inch of limb cross-section.

Nothing made of living tissue and walking around on land today can be much bigger than an adult
elephant, whose legs are short and thick. Thisisdiscussed in detail in JB.S. Haldane's essay, "On Being
TheRight Size" (Hadane, 1927), which illustrates the size/arealweight relationship with amemorable
image: "Y ou can drop a mouse down a thousand-yard mine shaft; and, on arriving at the bottom, it gets
adight shock and walks away. A rat iskilled, aman is broken, ahorse splashes.”

Thefix: Our diens must wear suits. Those suitsinclude strong exoske etons responding exactly to the
movements that the alien within wishes to make. We could make a good approximation to such a suit
today. It would be atrivid task for beingswho build five-mile-long interstellar paceships. The suitsaso
avoid another big question: How do aiens happen to be able to breathe our air?

They cameto eat us. Thismay seem psychologically improbable, but |et us accept that we do not
understand aien motives. Thereisamuch bigger problem. It ishighly unlikely that crestureswho
evolved independently of Earth life will have abody chemistry close enough to oursto be able to est the
same kinds of foods. Borrowing from Chapter 6, we note that amino acids are the raw materials from
which proteins are produced; that every living thing on Earth produces amino acids using coded triplets
of DNA or RNA bases; and that al codings produce only atota of twenty amino acids out of the
hundreds possible. We might argue that aien body chemistry will also be based on something like RNA
and DNA, because it isthe only system we know of today for cell reproduction. However, the chance
that the very same amino acids would be generated is remote. Human flesh would be more likely to
poison diensthan be relished by them.

Thefix: We cdl on some version of thepanspermia theory (Chapter 13), according to which life on
Earth did not devel op independently, but was carried here from space. In that case, the diens arose
from the same space-borne seeds; therefore, they can have compatible body biochemistry and can
digest humans.

An dternative verson, in which an early super-race colonized the whole galaxy, then vanished without
trace, can accomplish the same result.

More problems: the diens see using shortwave ultraviolet light. It's not impossible for such eyesto have
developed, particularly since the aliens come from aworld whose blue-white sun, Rigdl, produces far
more energy in the UV than Sol. But the diens eyes are working here on Earth. Our atmosphere
absorbs UV radiation of wavelengths shorter than 0.3 micrometers, so anything that used this part of the
gpectrum for vison would be blind on the surface of this planet.

Wewill not ask how our scientist learned enough about the dien brain to redize how to disableit.
Presumably sheisageniusin neuroscience and sgna processing. But she doesn't know much basic
physics. Her UV signal generator will not be effective at long distances, as she planned to useit, Snce
the beam is strongly absorbed by air.

Thefix: Givethe diens eyesthat are superior to ours. Let them be sengtive to everything from short UV,
at lessthan 0.25 micrometer wavelength, to reflective infrared at 2 micrometers. (We see from about 0.4
to 0.7 micrometers.) That way the human can see the light produced by her signd generator, and be a



lot less nervouswhen usingit inthefidd. ("Isthisthing on?' "I don't see anything. Those diensare getting
awfully dose)

The science problemsin this story were deliberately chosen as obvious. There are a couple of other,
more subtle, scientific errors. They are minor, and one of them might get past a sciencefiction editor.
Rather than discussing them here, | will |et the reader discover the glitches and provide afix.

Even when dl the fantasy elements have been converted to sciencefiction, it remainsadumb story. But
at least it isnow astupidscience fiction story.

Do you redly need to worry about any of this? After al, what you are going to writeisfiction.

If you are writing the kind of sciencefiction that | want to read, you do. | have thrown books across the
room and never picked them up again when they have offered some scientific howler too dumb to
believe: astory in which aplanet had an atmosphere of oxygen and hydrogen (watch out for that
cigarette!); aman with an 1Q of 5,000 (measured how?); ascientist, warning the President that an
eclipse of the galaxy ison the way.

Even some of the sciencefiction classicsare guilty. Congder H.G. WdlsThe Invisible Man (Wdls,
1897). Hetook a drug which made his body of the samerefractive index asair. But if your eyesdid not
absorb light, you would be blind.

There are more plausible ways of making aperson invisible. Think about the problem and see what you
can come up with. We will address the topic in more detail in Chapter 12.

1.4 What kind of writer ?Y ou are going to be ascience fiction writer. What kind?

It's no good saying, "arich and famous one." We need to be more specific. Let'slook at the options,
going back to the roots of sciencefiction.

When science fiction writers get together, one of the things they talk about iswhen science fiction began

Wasit with Lucian of Samosata, who amost two thousand years ago had his hero, |caromenippus,
wonder about the moon, and then go there? Even farther back, is Homer'sOdyssey sciencefiction?

What about Marco Polo's travels to China, which some today say never happened, with the tale made
up in aprison cell? How about the voyages of Sinbad? The ideaof abird that could carry off and dine
on elephants must have seemed more probable to early Europeans than the e ephant itself—surey afine
candidate for amythical besst.

Closer to our own time, we have Kepler'sSomnium (Kepler, 1634) and Francis Godwin'sThe Man in
the Moone (Godwin, 1638). And what aboutGulliver's Travels , travel not to the Moon but to places
just as strange?

These were dl seventeenth- and eighteenth-century works, although only Swift's stories are well-known
today. If you areinclined to dismissthem as socid sdtires, let me point out that in the "V oyageto
Laputa," published in 1726, Swift remarked that the astronomers of that flying idand, with their superior
telescopes, had "discovered two lesser tars, or “satdllites,' which revolve around about Mars, whereof
theinnermost is distant from the center of the primary planet exactly three of its diameters, and the
outermog, five; the former revolvesin the space of ten hours and the latter in twenty-one and ahalf.”



The modern values of these numbers are 1.35 Mars-diameters and 7 hrs. 39 mins. for Phobos, and 3.5
diameters and 30 hrs. 18 mins. for Deimos. However, no one knew that Mars had moons at all until
Asaph Hall discovered Deimos and Phobosin 1877.

Inspired prediction? More probably, sheer coincidence—but any modern science fiction writer would
be proud to do aswell.

All these works have been cited as the "first science fiction.” However, they dl form isolated data points.
They did not giveriseto a"school” of writers, near-contemporaries who went on to write smilar works.
There was no continuity with what came after them.

That continuity came with two nineteenth-century authors. The different types of story that they created
persst. And the differences are relevant to writers today.

Origin number onewas Mary Shelley'sFrankenstein (Shelley, 1818).

Thisnove isggnificant in threeways. Firg, it hasbeen continuoudy of interet—and read—sinceit was
written in 1816. Second, it isfictionabout science . The idea of the reanimation of a corpse was based
on the science of the day. Mary Shelley wrote after the experiments of Galvani and Franklin, but before
Michael Faraday and James Clerk Maxwell put an understanding of eectricity and magnetisnona
firmer footing. At the time whenFrankenstein was written, eectricity was perhaps the biggest mystery
of the day. Even such authorities as Erasmus Darwin, the celebrated grandfather of Charles Darwin, did
not dismissthe idea of the spontaneous generation of life. How much easier, then, it must have seemed
to reanimate a corpse, rather than to create life from inanimate materias. Mary Shelley was offering
legitimate scientific speculation , not fantasy.

Third,Frankenstein isamoral tale, concerned ultimately less with science than with mora issues.

Y ou might not think about mora questionsif you are familiar only with the movie versons of the story.
Therethe mongter isat center stage. The cinematic electrica effects and the harnessing of the lightning
arenot inthe original book &t al. In the movies, Baron Frankenstein loses ground to his crestion. Even
his nameis abused. When children say, "you look like Frankenstein,” we dl know what they mean, while
inthat classc work,Abbott and Costello Meet Frankenstein , the Baron has gone entirdly, replaced by
Count Dracula (who loses out in the end to the Wolf Man).

L et me add one persond anecdote about the power of the story. My first exposure was neither to book
nor to movie. Thetaewastold to me by my father when | was about eight, and | redlize now that he
talked of the movie version. It fascinated and absolutely terrified me.

The second point of origin is Jules Verne. Between 1860 and 1870, he wroteFrom the Earth to the
Moon, Journey to the Center of the Earth, Five Weeks in a Balloon , andTwenty Thousand
Leagues Beneath the Sea .

LikeFrankenstein , these books have been continuoudy read since the day that they were published.
They dso display agreat interest in science. (Verne himsdf grumbled, latein life, that the upstart H.G.
Wedlsdidn't use sound scientific methods, the way that Verne had.)

Verne, however, islittle concerned with moral issues. In contrast with Mary Shelley's story, Verne's
plots can be summarized as "abunch of cheerful but emotionaly challenged guys go off and havea
rattling (and scientific) good time."

Thereisone other way in which Mary Shelley and Jules Verne differ profoundly. Verneswork directly
influenced scientiss—not of his own generation, but of the one that followed. | don't think anyone



reedingFrankenstein around 1825 said, "Hey, let's go and collect afew bits of dead bodies and see
what we can do." But we know for afact that Tsiolkovsky, the father of the Russian space program,
wasinspired by Verne. Hermann Oberth, whose work in turn ingpired Wernher von Braun, discovered
VernesFrom the Earth to the Moon when he was eleven years old, and wasled to alifelong
commitment to space flight. Finaly, Robert Goddard was influenced by H.G. Wells, andThe War of the
Worlds . He later said that after reading it, "I imagined how wonderful it would be to make some device
which had even thepossibility of ascending to Mars, and how it would look on asmall scaleif sent up
from the meadow a my fedt. . . . Existence at last seemed very purposive.”

Today, thelines of descent from Mary Shelley and Jules VVerne have converged. We dl want to write
storiesthat draw from both—mordly sgnificant tales, with firs-rate science.

Given that overdl desire, we have anumber of options asto the type of writer we want to be. | will
name and define half a dozen categories. Bandwagoners, Bards, Importers, Seers, Sensitives, and
World-builders. And I will make my own recommendation asto how anew writer should proceed.

The Bandwagoner. Thiswriter isvery much of the moment. The story chooses atheme, often of current
socid or scientific sgnificance, and pushesit hard. Y ou will like the result if you are on the same
intellectua wavelength, and share the same passion. Otherwise. . .

Itisdifficult to be cons stently successful with thiskind of writing. Causes change with the times. Not
only that, the writer islikely to compete with fifty others who have responded to the same hot topic.
Finaly, the Bandwagoner must find an editor who shares the same point of view.

The Bard.If you can visudize an interesting character passing through awhole succession of intriguing
Situations, and can describeit so that other people can see the same scenes, you qudify asaBard. If
you put your character in space, you are likely to be writing space opera. If sheisin Neverland, you are
writing fantasy. If heiswandering the M editerranean, along time ago, someone €l se has aready done
the story.

Successful Bards have narrative strength, but more than that, they generate interest in the central
character. Given agood tale-spinning talent, you can write these stories forever. Of course, after awhile
an acute reader may fed they are dl the same story. Homer was smart, and wrote theOdyssey only once.

The Importer. Science fiction stories have been written about hundreds of branches of science.
Fortunately for the Importer, scienceisafield in which new developments are reported every week. The
Importer picks a subject, any subject: aardvarks to zygotes, and everything in between; quarks, game
theory, prions, quasars, retroviruses, artificid life, superstrings.

Thereisonly oneredtriction, but it's an important one: the subject must not have been used beforein
sciencefiction. The Importer learns enough to be convincing, then uses the subject as the background of
adory.

Thisworks better than one might suppose. Most science fiction readers have anaturd interest in

science, and astory isapainlessway of acquiring new information. Asaresult, Importer stories can
often be sold even when the writer violates some of the rules of good storytdlling. The most common
fault isin presenting sciencein big, lecture-like blocks—"expository lumps." The Importer gets away



withit if the scienceis new enough, and interesting enough.

Of course, it does not have to be science. Y ou can import historical eras, myths, systematic magic, or
other branches of literature. Science has the advantage of continued development, and istherefore
awaysasource of new materid.

A good Importer imports, and then ingtinctively extrapolates. Many of the successful "predictions’ of
sciencefiction have come from Importers.

The Seer. If you can look at an everyday Situation, and seeit in anew and interesting perspective, you
area Seer. You are dso ararity. Writers of thistype don't necessarily offer much in the way of plot or
character, but they shed anew light on the world. If in reading a story you stop every few pages and say
to yoursdf, "I never thought about itthat way," then you have found yoursdlf afirst-class Seer.

How do you go about becoming one? | don't think you do. Unlike the Bandwagoner or Importer, which
can be alearned sKill, the Seer has an inborn talent, an inward eye that seesthe world in adifferent way.

The Sensitive. It isan accident of timing or temperament that leads thiswriter to the sciencefiction field.
Thered interest of the Sengtive has nothing to do with science, it isin human (and nonhuman) emotions.
The science dements of a Sensitive's stories are often nonexistent. When they are dso present, the
doriesarethe srongest in the field.

The World-builder. Thiswriter isnot particularly interested in the charactersin the story, or even the
plot. The fascination liesin the background—a planetary system, afuture society, awell-designed dien,
or an atificid world.

Scienceisimportant here. Many World-builders spend much time and effort making every eement of
their world consistent and plausible. It is necessary, too. Science fiction readers arecareful readers.
They are dso communicative readers. Get something wrong, and you will hear abot it.

Now for the promised recommendation. If you are abeginning writer, | suggest that you try to become
an Importer. All it takesisthe ability to read about a science subject, and then write about it, in the
context of astory, in reasonably clear language.

Am | overamplifying? A little, perhgos—maybe because | started out as an Importer mysalf. On the
other hand, when | read some of my early published stories | am convinced that, other than asan
Importer, thereis no way that | would ever have seen mysdlf in print.

1.5 Threetimesten to the fourteenth furlongs per fortnight: unitsand notation.
Kilometers or miles? Kilograms or pounds? Knots, or miles per hour?

In principle, the United States operates using the metric system. In practice, it doesnot. Therearedso a
variety of speciad measures used in science, such asthefermi (10 meters),curie (aunit of radioactivity),
dol (ameasure of pain),flops (in computers, the number of floating-point operations per second),mho
(conductivity, thereciproca of resstance—ohmbackwards, get it?), andbarn (aunit of area, 10*square



meters—"It'sas big asabarn,” another good example of physicist humor).

There are dso anumber of would-be humorous units from other fields. Themillihelen isdefined, after
Marlowe, asthe amount of beauty sufficient to launch one ship. Thekan isasuggested unit of modesty,
of which the somewhat arrogant American scientist, Millikan, was said to possess one-thousandth.

Deliberate attempts a humor aside, what units should you usein astory?
The most familiar formisthe best one.

Light-yearsare better thanparsecs , even though astronomers dmost always employ the latter. Miles per
hour , rather thanknots (nautical miles per hour), andfeet rather thanfathoms , unlessyou are
specificaly seeking aflavor of the see—and even then, it's good to tie your numbersto something
specific. "WEell never catch that sub, it must be doing over forty knots and heading down to ahundred
fathoms."

Unitsfor which the average reader has no ingtinct or training, such asthe curie, dol, mho, andgauss (the
measure of magnetic field), should be avoided completely. Kilometersare dl right, and so, in generd,
are meters and kilograms. Even here, there are exceptions. When you watch the Olympic Games, do
you, like me, have to convert the pole vault from metersto feet before you have ared idea of how high
the bar is set? Do you know if along jump of nine metersis poor, good, or aworld record?

Thereis one golden rule: numbers are there not to prove how smart you are, but to provide information
to the reader. Since this book iswritten for anyone who wants to use a reasonable amount of sciencein
gories, it'snot unfair of me to assume the same of my potentia reader. But if you yoursdlf haveto sit
down and work out how big something isin aparticular unit, you should probably look for another way
to get your point across,

Technical vocabulary, like the occasiona number, adds afedling of solidity to astory. It should be used
sparingly. And get theterm right, or don't useit at al. Do not say "quasar” if you mean "quark," confuse
momentum with energy, or employ "light-year” asthough it isaunit of time.

Asfor the notation in which very large or small numbers are written, in this book | will assumethat you,
the reader, are familiar with expressons such as 10*%, or 5.3x107¢. Even so, | advise you to avoid this
form of notation whenever possible.

That point was brought home to me many years ago &, of al places, NASA headquarters. Wewerein
the middle of apresentation, and casudly throwing around expressions like 102and 10, when a
member of the audience (who happened to be NASA's Head of International Affairs) pointed at one of
the numericd tablesand said, "What are those little figures written above the tens?'

Aswe said when weleft, "Thank God he's not designing the spacecraft.”

Find an dternative in your storytdling to scientific notation. Y ou never know whom you may lose when
you useit.

CHAPTER 2
The Realm of Physics



Physicsisthe study of the properties of matter and energy. We begin with physics, not becauseit is
eader, harder, or more important than other sciences, but because it is, in a specific sense, more
fundamentdl.

More fundamenta, in that from the laws of physicswe can congtruct the laws of chemistry; from the
laws of chemistry and the laws of physicstogether we can in turn build the laws of biology, of properties
of materids, of meteorology, computer science, medicine, and anything else you careto mention. The
process cannot be reversed. We cannot deduce the laws of physicsfrom the laws of chemidtry, or those
of biology.

In practice, we have along way to go. The properties of atoms and small molecules can be calculated
completely, from first principles, using quantum theory. Large molecules present too big a computationa
problem, but it is considered to be just that, not afailure of understanding or principles. In the sameway,
athough mogt biologists have faith in the fact that, by continuing effort, we will at last understand every
aspect of living systems, we are a huge distance away from explaining things such as consciousness.

A number of scientists, such as Roger Penrose, believe that thiswill never happen, at least with current
physical theories (Penrose, 1989, 1994; see dlso Chapter 13). Others, such as Marvin Minsky, strongly
disagree; our brains are no more than "computers made of mesat." Some scientists, believersin dualism,
strongly disagree with that, asserting the existence of abasic eement of mind quite divorced from the
mechanica operations of the brain (Eccles, 1994).

Furthermore, thereisa"moreisdifferent” school of scientists, led by physicist Philip Anderson and
evolutionary biologist Ernst Mayr. Both argue (Anderson, 1972; Mayr, 1982) that one cannot deduce
the properties of alarge, complex assembly by anaysis of its separate components. In Mayr's words,
"the characteristics of the whole cannot (even in theory) be deduced from the most complete knowledge
of the components, taken separately or in other partial combinations.” For example, study of singlecells
would never alow oneto predict that asuitable collection of those cdlls, which we happen to cal the
human brain, could develop sdlf-consciousness.

Who isright? The debate goes on, with no end in Sight. Meanwhile, thiswhole areaforms a potentia
gold minefor writers.

2.1 Thesmall world: atomsand down.It was Arthur Eddington who pointed out thet, in Size, we are
dightly nearer to the atomsthan the sars. It'safairly closething. | contain about 8 x 107atoms. The Sun
would contain about 2.4 x 10%20of me. Wewill explorefirg the limits of the very smdl, and then the limits
of thevery large.

A hundred years ago, atoms were regarded as the ultimate, indivisible e ements that make up the
universe. That changed in athree-year period, when in quick succession Wilhem Rontgen in 1895
discovered X-rays, in 1896 Henri Becquerd discovered radioactivity, and in 1897 J.J. Thomson
discovered the dectron. Each of these can only be explained by recognizing that atoms have an interior
sructure, and the behavior of matter and radiation in that sub-atomic world is very different from what
we are used to for events on human scale.

The understanding of the micro-world took atimeto appear, and it is peculiar indeed. In the words of
IlyaPrigogine, aNobd prize-winner in chemistry, "The quantum mechanics paradoxes can truly be said
to be the nightmares of the classca mind.”

The next step after Rontgen, Becquerd and Thomson camein 1900. Some rather specific questions as
to how radiation should behave in an enclosure had arisen, questions that classical physics couldn't



answer. Max Planck suggested aratherad hoc assumption that the radiation was emitted and absorbed
in discrete chunks, orquanta (sngular,quantum ; hence, agood dedl later,quantum theory ). Planck
introduced afundamental constant associated with the process. ThisisPlanck's constant , denoted byh
,anditistiny. Itssmal size, compared with the energies, times, and masses of the events of everyday
life, isthe reason we are not aware of quantum effectsdl thetime.

Most people thought that the Planck result was a gimmick, something that happened to give theright
answer but did not represent anything either physical or of fundamental importance. That changedin
1905, when Albert Eingtein used the idea of the quantum to explain another baffling result, the
photoel ectric effect .

Einstein suggested that light must be composed of particles caledphotons , each with a certain energy
decided by the wavelength of the light. He published an equation relating the energy of light to its
wavelength, and again Planck's constant, h , appeared. (It was for thiswork, rather than for the theory of
relativity, that Einstein was awarded the 1921 Nobel Prizein physics. More on rdlativity later.)

While Einstein was analyzing the photoel ectric effect, the New Zedand physicist Ernest Rutherford was
studying the new phenomenon of radioactivity. The usual notion of the atom at the time wasthat of a
phere with eectrical charges dotted about all over ingdeit, rather likeraisnsin acake. Rutherford
found his experiments were not consistent with such amode. Instead, an atom seemed to be made up of
avery dense centrd region, thenucleus , surrounded by an orbiting cloud of eectrons. In 1911
Rutherford proposed this new structure for the atom, and pointed out that while the atom itsalf was small
—afew hillionths of aninch—the nucleuswastiny , only about a hundred thousandth asbig in radius as
the whole atom. In other words, matter, everything from humansto stars, is mostly empty space and
moving electric charges.

The next step wastaken in 1913 by Niels Bohr. He gpplied the "quantization” idea of Planck and Eingtein
—theideathat things occur in discrete pieces, rather than continuous forms—to the structure of atoms
proposed by Rutherford.

In the Bohr atom, electrons can only lose energy in chunks—quanta—rather than continuoudy. Thus
they are permitted orbits only of certain energies, and when they move between orbits they emit or
absorb radiation at specific wavelengths (light isaform of radiation, in the particular wavelength range
that can be seen by human eyes). The eectrons can't have intermediate positions, because to get there
they would need to emit or absorb some fraction of aquantum of energy; by definition, fractions of
quantadon't exist. The permitted energy losses in Bohr's theory were governed by the wavelengths of
the emitted radiation, and again Planck's constant appeared in the formula.

It sounded crazy, but it worked. With his smple modd, applied to the hydrogen atom, Bohr was able to
cdculate the right wavelengths of light emitted from hydrogen.

More progress camein 1923, when Louis de Broglie proposed that since Einstein had associated
particles (photons) with light waves, wave properties ought to be assigned to particles such as electrons
and protons. Hetried it for the Bohr atom, and it worked.

The stage was st for the devel opment of acomplete form of quantum mechanics, one that would alow
al the phenomena of the subatomic world to be tackled with asingle theory. In 1925 Erwin Schrédinger
employed the wave-particle dudity of Einstein and de Broglie to come up with abasic equation that
gpplied to dmost al quantum mechanics problems; a the same time Werner Heisenberg, using the fact
that atoms emit and absorb energy only in finite and well-determined pieces, produced another set of
procedures that could also be applied to amost every problem.



Soon afterwards, in 1926, Paul Dirac, Carl Eckart, and Schrodinger himself showed that the Heisenberg
and Schrodinger formulations can be viewed as two different approaches within one generd framework.
In 1928, Dirac took another important step, showing how to incorporate the effects of rativity into
quantum theory.

It quickly became clear that the new theory of Heisenberg, Schrddinger, and Dirac dlowed the interna
structure of atoms and moleculesto be calculated in detaill. By 1930, quantum theory, or quantum
mechanics asit was caled, becamethe method for performing caculationsin the world of molecules,
atoms, and nuclear particles. It wasthe key to detailed chemica caculations, adlowing Linus Pauling to
declare, latein hislong life, "1 felt that by the end of 1930, or even the middie, that organic chemistry
was pretty well taken care of, and inorganic chemistry and mineral ogy—except the sulfide mineras,
where even now more work needsto be done" (Horgan, 1996, p. 270).

2.2 Quantum paradoxes. Quantum theory was well-formulated by the end of the 1920s, but many of
itsmysteries pers st to thisday. One of the strangest of them, and the most fruitful in sciencefiction
terms, isthe famous paradox that has come to be known ssimply as" Schrédinger's cat.” (We are giving
here ahighly abbreviated discussion. A good detailed survey of quantum theory, its history and its
mysteries, can be found in the bookIn Search of Schrodinger's Cat ; Gribbin, 1984.)

The cat paradox was published in 1935. Put acat in a closed box, said Schrodinger, with a bottle of
cyanide, asource of radioactivity, and a detector of radioactivity. Operate the detector for a period just
long enough that there is afifty-fifty chance that one radioactive decay will be recorded. If such adecay
occurs, amechanism crushes the cyanide bottle and the cat dies.

The question is: Without looking in the box, isthe cat dive or dead? Quantum indeterminacy inssts that
until we open the box (i.e., perform the observation) the cat is partly in the two different states of being
dead and being dive. Until welook insde, we have acat that is neither dive nor dead, but half of each.

There are refinements of the same paradox, such as the one known as"Wigner'sfriend" (Eugene
Wigner, bornin 1902, was an outstanding Hungarian physicist in themiddle of the action in the original
development of quantum theory). In thisversion, the cat is replaced by ahuman being. That human
being, as an observer, looksto seeif the glassis broken, and therefore automatically removesthe
quantum indeterminacy. But suppose that we had a cat smart enough to do the same thing, and pressa
button? The variations—and the resulting debates—are endless.

With quantum indeterminacy comes uncertainty. Hel senberg's uncertainty principle asserts that we can
never know both of certain pairs of variables precisaly, and at the same time. Position and speed are
two such variables. If we know exactly where an electron islocated, we can't know its speed.

With quantum indeterminacy we aso have the loss of another classical idearepeatability . For example,
an eectron hastwo possble spins, which wewill label as"spin up" and "spin down." The spin Sateis
not established until we make an observation. Like Schrodinger's haf dead/half dive cat, an eectron can
be hdf spin up and haf spin down pending ameasurement.

Thishas practica consequences. At the quantum level an experiment, repeated under what appear to be
identical conditions, may not aways give the same result. Measurement of the electron spinisasimple
example, but the result is quite general. When we are dedling with the subatomic world, indeterminacy
and lack of repeatability are as certain as desth and taxes.

Notice that the Stuation is not, as you might think, merely a statement about our state of knowledge; i.e.,
we know that the spin is either up or down, but we don't know which. The spinisup and down at the



same time . Thismay sound impossible, but quantum theory absolutely requiresthat such "mixed sates'
exigt, and we can devise experiments which cannot be explained without mixed states. In these
experiments, the separate parts of the mixed states can be made to interfere with each other.

To escape the philosophica problem of quantum indeterminacy (though not the practica one), Hugh
Everett and John Wheder in the 1950s offered an dternative "manyworlds theory" to resolve the
paradox of Schrodinger's cat. The cat is both alive and dead, they say—but in different universes. Every
time an observation ismade, al poss ble outcomes occur. The universe splits at that point, one universe
for each outcome. We see one result, because we live in only one universe. In another universe, the
other outcome took place. Thisistrue not only for catsin boxes, but for every other quantum
phenomenon in which amixed state is resolved by making a measurement. The change by measurement
of amixed state to asingle defined state is often referred to as " collgpsing the wave function.”

Aningenious science fiction treetment of al this can be found in Frederik Pohl's novel The Coming of
the Quantum Cats (Pohl, 1986).

Quantum theory has been defined since the 1920s as a computationd tool; but its philosophica
mydteries continue today. As Niels Bohr said of the subject, "If you think you understand it, that only
shows you don't know thefirgt thing about it."

Toillugtrate the continuing presence of mysteries, we congder something which could turn out to be the
most important physical experiment of the century: the demondtration of quantum teleportation .

2.3 Quantum teleportation. Teleportation isan old ideain sciencefiction. A person stepsinto abooth
here, and isingtantly transported to another booth miles or possibly light-years away. I1t'sawonderfully
attractive concept, especidly to anyone who travels often by air.

Until 1998, the idea seemed like science fiction and nothing more. However, in October 1998 a paper
was published inScience magazine with adecidedly science-fictiond title: "Unconditiona Quantum
Teleportation.” In that paper, the six authors describe the results of an experiment in which quantum

tel eportation was successfully demonsirated.

We haveto ddvealittleinto history to describe why the experiment was performed, and what its results
mean. In 1935, Eingtein, Podolsky, and Rosen published a"thought experiment” they had devised. Their
objective was to show that something had to be wrong with quantum theory.

Congder, they said, asmple quantum system in which two particles are coupled together in one of thelr
quantum variables. We will use as an example apair of electrons, because we have dready talked about
electron spin. Eingtein, Podolsky, and Rosen chose a different example, but the conclusions are the same.

Suppose that we have apair of electrons, and we know that their total combined spin is zero. However,
we have no idea of the spin of either individua € ectron, and according to quantum theory we cannot
know this until we make an experiment. The experiment itsdf then forces an eectron to a particular
state, with spin up or spin down.

We dlow the two el ectronsto separate, until they are an arbitrarily large distance apart. Now we make
an observation of one of the electrons. It isforced into a particular spin state. However, since the total
spin of the pair was zero, the other eectron must go into the opposite spin state. This happens at once,
no matter how far gpart the eectrons may be.

Since nothing—induding asigna—can travel faster through space than the speed of light, Eingtein,



Podol sky, and Rosen concluded that there must be something wrong with quantum theory.

Actualy, the thought experiment leads to one of two dternative conclusons.Either thereis something
wrong with quantum theory,or the universeis"nonlocal” and distant events can be coupled by something
other than sgnastraveling at or less than the speed of light.

It turns out that Einstein, Podolsky, and Rosen, seeking to undermine quantum theory, offered the first
line of logic by which the locality or nonlocdity of the universe can be explored; and experiments, first
performed in the 1970s, came down in favor of quantum theory and anonlocal universe. Objects, such
aspairsof eectrons, can be "entangled" a the quantum level, in such away that something doneto one
instantaneoudly affectsthe other. Thisistruein principleif the eectrons are close together, or

light-years gpart.

To thistime, the most common reaction to the experiments demonstrating nonlocality has been to say,
"All right. Y ou can force action at adistance using “entangled' particle pairs; but you can't make use of
thisto send information.” The new experiment showsthat thisis not the case. Quantum states were
transported (tel eported) and information was transferred.

Theinitia experiment did not operate over large distances. It is not clear how far thistechnique can be
advanced, or what practica limitsthere may be on quantum entanglement (coupled states tend to
decouple from each other, because of their interactions with therest of the universe). However, at the
very leadt, these results are fascinating. At mogt, this may be thefirst crack in the iron straitjacket of
reldivity, the prodigioudy productive theory which has assured us for most of the 20th century that
fagter-than-light transportation isimpossible.

We now consder relativity and itsimplications.

2.4 Relativity. The second great physica theory of the twentieth century, asimportant to our
understanding of Nature as quantum theory, isrelaivity. Actudly, there arein asensetwo theories of
reldivity: the specid theory, published by Eingteinin 1905, and the genera theory, published by himin
1915.

2.5 Special relativity. The specia theory of relativity concentrates on objects that move relative to each
other at constant velocity. The genera theory allows objects to be accelerated relative to each other in
any way, and it includes atheory of gravity.

Rdativity is often thought to bea"hard" subject. It redly isn't, dthough the generd theory cdlsfor a
good ded of mathematics. What rdlativity is, more than anything, isunfamiliar . Before the effects of
relativity are noticed, things need to be moving relative to each other very fast (a substantia fraction of
the speed of light), or they must involve avery strong gravitationd field. We are as unaware of rdativity
asamoving snal is unaware of wind resistance, and for the same reason; our everyday speeds of motion
aretoo dow for the effects to be noticed.

Everyone from Eingtein himself to Bertrand Russdll has written popular accounts of relativity. We name
just hdf adozen references, in increasing order of difficulty: Einstein's Universe (Calder, 1979); The
Riddle of Gravitation (Bergmann, 1968); Relativity and Common Sense (Bondi, 1964); Einstein’'s
Theory of Relativity (Born, 1924); The Meaning of Relativity (Einstein, 1953); andTheory of
Relativity (Pauli, 1956). Rather than talk about the theory itsdlf, we are going to confine oursalves here
to its magjorconsequences . In the case of special relativity, there are Sx main onesto notice and



remember.

1) Mass and energy are not independent quantities, but can be converted to each other. The formula
relating the two isthe famous E=mc2.

2) Timeis not an absolute measure, the samefor all observers. Instead, time passes more dowly ona
moving object than it does relative to an observer of that object. Theruleis, for an object traveling at a
fraction F of the speed of light, when an interval T passes onboard the object, an interval of 1/sgrt(1- F?)
of T passesfor the observer. For example, if a spaceship passes you traveling at 99 percent of the
speed of light, your clock will register that seven hours pass while the spaceship's clocks show that only
one hour has passed on board. This phenomenon isknown as""timedilation,” or "time dilatation,” and it
has been well-verified experimentaly.

3) Massis not an absolute measure, the same for al observers. For an object traveling a afraction F of
the speed of light, its mass will appear to be increased by afactor of 1/sgrt(1-F?) so far asan outside
observer is concerned. If a spaceship passes you traveling at 99 percent of the speed of light, its mass
will appear to have increased by afactor of seven over itsorigina vaue. This phenomenon has also been
well-verified experimentdly.

4) Nothing can be accelerated to travel faster than light. In fact, to accel erate something to the speed of
light would take an infinite amount of energy. Thisis actualy a consequence of the previous point.Note :
this doesnot say that an object cannot vanish from one place, and appear at another, in atime lessthan it
would take light to travel between those locations. Hence thisis not incons stent with the quantum

tel eportation discussion of the previous section.

5) Length also is not an absol ute measure, the samefor al observers. If a gpaceship passes you traveling
at 99 percent of the speed of light, it will appear to be foreshortened to one-seventh of its original length.
This phenomenon isknown as "L orentz contraction,” or "Fitzgera d-L orentz contraction.”

6) The speed of light isthe samefor al observers, regardless of the speed of the light source or the
speed of the observer. Thisis not so much a consequence of the specia theory of relativity as one of the
assumptions on which the theory is based.

The consequences of specid rdativity theory are worked out more smply if instead of dealing with
gpace and time separately, caculations are performed in amerged entity we term "spacetime.” Thisis
also not a consequence of the theory, but rather a convenient framework in which to view it.

After it was proposed, the theory of relativity became the subject of much popular controversy.
Detractors argued that the theory led to results that were preposterous and "obvious nonsense.” That is
not true, but certainly some of the consequences of relativity do not agree with "intuitive" common sense
evolved by humanstraveling a speeds very dow compared with the speed of light.

Let us consider just one example. Suppose that we have two spaceships, A and B, each traveling
toward Earth (O), but coming from diametrically opposite directions. Also, suppose that each of themis
moving at 4/5 of the speed of light according to their own measurements. "Common sense" would then
insst that they are moving toward each other at 4/5+4/5=8/5 of light speed. Y et one of our tenetsfor
relativity theory isthat you cannot accel erate an object to the speed of light. But we seem to have done
just that. Surdly, A will think that B is approaching at 1.6 timeslight speed.

No. Sofar asA (or B) is concerned, we must use arelativistic formulafor combining velocitiesin order
to caculate B's speed relative to A. According to that formula, if O observes A and B approaching with
speedsu and v, then A (and B) will observe that they are approaching each other at a speed
U=(u+v)/(1+uv/c?), where c=the speed of light. In this case, we find U=40/41 of the speed of light.



Can U ever exceed c, for any permitted values of u and v? That'sthe same as asking, if uand v areless
than 1, can (u+v)/(1+uv) ever be greater than 1? It's easy to prove that it cannot.

Now let ustake the next step. Let uslook at the passage of time. Suppose that A sendsasignal ("Hi")
and nine seconds later, according to histime frame, sends the same message again. According to rule 2),
above, the time between one "Hi!" and the next, as measured by us, will be increased by afactor 5/3.
For us, 15 seconds have passed. And so far as B is concerned, since B thinksthat A istraveling at
40/41 of light-speed, an interval 9/ sgrt (1-40/412)=41 seconds have passed.

If you happen to be one of those people who read a book from back to front, you may now be fegling
confused. In discussing the expangion of the universe in Chapter 4, we point out that signals from objects
approaching us have higher frequencies, while signas from objects receding from us have lower
frequencies. But here we seem to be saying the exact opposite of that: the time between "Hi!" sgndls,
which isequivaent to afrequency, seemsto belessfor O and B thanitisfor A.

Infact, that is not the case. We have to alow for the movement of A between transmission of successve
sgnas. When A sends the second "Hi," nine seconds later than the first according to his measurements,
he has moved 15 seconds closer according to O. That is adistance 15x4/5=12 light-seconds (a
light-second, in analogy to alight-year, isthe distance light travelsin one second). Thusthetravel time of
the second "Hi" isdecreased by 12 seconds so far as O is concerned. Hence the time between "Hi's" as
measured by O isthree seconds. The signal frequency hasincreased.

The sameistruefor B. Thetime between transmission of "Hi's" is41 seconds as perceived by B, but in
that time the distance between A and B as measured by B has decreased by 40 light-seconds. Thetime
between successve "Hi's' istherefore just one second for B. The signd frequency sofar asB is
concerned has increased, morethan it did for O.

If the preceding few paragraphs seem difficult, don't worry about them. My whole point isthat the

results of relativity theory can be very counterintuitive when your intuition was acquired in Stuations
where everything moves much less than the speed of light. Themord, from agtoryteller's point of view, is
be careful when you deal with objects or people moving closeto light speed. An otherwise good book,
The Sparrow (Russell, 1996) was ruined for me by agrotesque error in relativistic time dilation effects.

It could have been corrected with asmple change of target star.

Just for the fun of it, let us ask what happensto our signals between A, B, and O if we have aworking
quantum tel eportation device, able to send signalsingantaneoudy. What will the recelved signals have as
their frequencies? No one can give adefinite answer to this, but alikely answer isthat quantum
teleportation istotally unaffected by relative velocities. If that's the case, everyone sends and receives
sgndsasthough they weredl in close proximity and at rest relative to each other. Asacorollary, for
quantum teleportation purposes the universe lacks any spatial dimension and can be treasted asasingle

point.

2.6 General relativity.For the generd theory of rativity, the main consequencesto remember are:

1) The presence of matter (or of energy, which the special theory asserts are two forms of one and the
same thing) causes space to curve. What we experience as gravity isadirect measure of the curvature of
space.

2) Objects move dong the shortest possible path in curved space. Thus, acomet that falsin toward the
Sun and then speeds out again following an dongated dlipticd trgjectory istraveling aminimum-distance
path in curved space. In the same way, light that passes amassive gravitationa object follows apath



ggnificantly bent from the straight line of norma geometry. Light that emanates from amassive object
will be lengthened in wavelength asit travels "uphill" out of the gravity field. Note that thisis not the "red
shift" associated with the recession of distant galaxies, which will be discussed in Chapter 4.

3) If the concentration of matter ishigh, it is possible for spacetimeitsaf to curve so much that a
knowledge of some regions becomes denied to the rest of the universe. Theinterior of ablack holeis
just such aregion. We are unaware of thisin everyday life, smply because the concentrations of matter
known to us are too low for the effectsto occur.

4) Since matter curves space, thetotal amount of matter in the universe has an effect on its overal
gructure. Thiswill become profoundly important in Chapter 4, when we consder thelarge-scde
Sructure and eventud fate of the universe,

To truly space-faring civilizations, the effects of specid and generd rdativity will be as much a part of
their livesas sun, wind, and rain areto us.

2.7 Beyond the atom. Quantum theory and the specia theory of relativity together provide the tool for
andysis of subatomic processes. But we have not defined the subatomic world to which it applies.

Before the work of Rutherford and J.J. Thomson, the atom was considered asimple, indivisible object.
Even after Rutherford's work, the only known subatomic particles wereel ectrons andprotons (the
nucleus of an atom was regarded as amixture of electrons and protons).

The situation changed in 1932, with the discovery of thepositron (apositively charged dectron) and the
neutron (aparticle smilar in massto the proton, but with no charge). At that point the atom cameto be
regarded as acloud of dectrons encircling amuch smaler structure, the nucleus. The nucleusis made up
of protons (equa in number to the e ectrons) and neutrons.

However, this ought to puzzle and worry us. Electrons and protons attract each other, because they are
oppositely charged; but protonsrepel each other. So how isit possible for the nucleus, an assembly of
protons and neutrons, to remain intact?

The answer is, through another force of nature, known asthestrong force. The strong forceis atractive,
but it operates only over very short distances (much lessthan the size of an atom). It holds the nucleus
together—most of the time. Sometimes another force, known as theweak force , causes anucleusto
emit an electron or a positron, and thereby become a different eement. To round out the catal og of
forces, we aso have the familiarel ectromagnetic force , the one that governs attraction or repulsion of
charged particles; and findly, we have thegravitational force , through which any two particles of
matter, no matter how small or large, attract each other. The gravitational force ought redly to be caled
the wesk force, Snceit ismany orders of magnitude less powerful than any of the others. It dominates
the large-scale structure of the universe only because it gpplies over long distances, to every single bit of
meatter.

We have listed four fundamental forces. Arethere others?

We know of no others, but that might only be an expression of our ignorance. From time to time,
experiments hint at the existence of a"fifth force." Upon closer investigation, the evidenceis explained
some other way, and the four forces remain. However, it isquite legitimate in sciencefiction to
hypothesi ze afifth force, and to give it suitable properties. If you do this, however, be careful. Thefifth
force must be so subtle, or occur in such extreme circumstances, that we would not have ssumbled over
it dready in our exploration of the universe. Y ou can dso, if you fed likeit, suggest modificationsto the



exigting four forces, again with suitable caution.

The attempt to explain the four known forcesin asingle framework, a Theory of Everything, assumes
that no more forces will be discovered. This strikes me as alittle presumptuous.

Returning to the discovery of fundamenta particles, after the neutron came theneutrino , aparticle with
neither charge nor mass (usualy; recently, some workers have discovered evidence suggesting asmdll

mass for the neutrino). The existence of the neutrino had been postulated by Wolfgang Pauli in 1931, in
order to retain the principle of the conservation of energy, but it was not actualy discovered until 1953,

Then—too quickly for the theoriststo fedd comfortable about it—came themuon (1938), pions
(predicted 1935, discovered 1947), theantiproton (1955), and a host of others,etas andlambdas and
sigmas andrhos andomegas .

Quantum theory seemed to provide atheoretica framework suitable for al of these, but in 1960 the
basc question—"Why are there so many animasin the "nuclear zoo'?'—remained unanswered. In the
early 1960s, Murray Gell-Mann and George Zwelg independently proposed the existence of anew
fundamentd particle, thequark , from which al the heavy subatomic particles were made.

The quark isapeculiar object indeed. Firs, its charge is not awhole multiple of the eectron or proton
charge, but one-third or two-thirds of such avaue. There are severd varieties of quarks. the "up” and
"down" quark, the "top" and "bottom™ quark, and the "strange" and "charmed” quarks, each may have
any of three"colors," red, green, or blue (the whimsical |abels are no more than that; they lack physica
sgnificance). Taken together, the quarks provide the basis for a theory known asguantum
chromodynamics , which isable to describe very accurately the forces that hold the atomic nucleus
together.

A theory to explain the behavior of lighter particles (electrons, positrons, and photons) was devel oped
earlier, mainly by Richard Feynman, Julian Schwinger, and Sinitiro Tomonaga. Freeman Dyson then
proved the consistency and equivaence of the seemingly very different theories. The complete synthesis
isknown asguantum el ectrodynamics . Between them, quantum e ectrodynamics and quantum
chromodynamics provide afull description of the subatomic world down to the scale & which we are
ableto measure.

However, the quark is arather peculiar particle to employ asthe basisfor atheory. A proton consists of
three quarks, two "up" and one"down"; aneutronisone"up" and two "down." Pions each contain only
two quarks. An omega particle consists of three strange quarks. Thisisal based purely on theory,
because curioudy enough, no one has ever seen aquark. Theory suggests that we never will. The quark
exigsonly in combination with other quarks . If you try to break a quark free, by hitting a proton or a
neutron with high-energy electrons or abeam of radiation, at first nothing appears. However, if you keep
increasing the energy of theinteraction, something finaly does happen. New particles appear—not the
quarks, but more protons, pions, and neutrons. Energy and mass are interchangeable; apply enough
energy, and particles appear. The quark, however, keepsits privacy.

| have often thought that a good bumper sticker for a particle physicist would be " Free the Quarks!™

The reluctance of the free quark to put in an appearance makesit very difficult for usto exploreitsown
compogtion. But we ask the question: What, if anything, is smaler than the quark?

Although recent experiments suggest that the quark does have a structure, no one today knowswhat it
is. We are offshore of the physics mainland, and are allowed to speculate infictional terms asfredly as
we choose.



Or dmogt. There are two other outposts that we need to be aware of in the world of the ultraasmall. The
proton and the neutron have a radius of about 0.8x10*meters. If we go to distances far smdler than
that, we reach the realm of thesuperstring .

A superstring isaloop of something not completely defined (energy? force?) that oscillates in a space of
ten dimensions. The gtring vibrations giverise to dl the known particles and forces. Each string is about
10*meterslong. Welivein aspace of four dimensions (three space and one time), and the extrasix
dimensions of superstring theory are "rolled up” in such away asto be unobservable. In practice, of
course, a superstring has never been observed. The necessary mathematics to describe what goesonis
aso profoundly difficult.

Why isthe concept useful? Mainly, because superstring theory includes gravity in anatura way, which
quantum el ectrodynamics and quantum chromodynamics do not. In fact, superstring theory not only
dlowsgravity to beincluded, it requiresit. We might be closing in on the"Theory of Everything" aready
mentioned, explaining the four known fundamenta interactions of matter in asingle set of equations.

Thereisalargeliterature on superstrings. If the concept continuesto prove useful, we will surdly find
ways to make the mathematics more ble. Remember, the calculus needed to develop Isaac
Newton's theories was consdered imposs bly difficult in the seventeenth century. Meanwhile, the science
fiction writer can be more comfortable with superstrings than many practicing scientists.

On the same small scale asthe superstring we have something known asthePlanck length . Thisisthe
place where vacuum energy fluctuations, inevitably predicted by quantum theory, radicaly affect the
nature of space. Rather than a smooth, continuous emptiness, the vacuum must now be perceived asa
boiling chaos of minute singularities. Tiny black holes congtantly form and dissolve, and space hasa
foam-like character where even the concept of distance may not have meaning. (We have mentioned
black holes but not redlly discussed them, though surely thereis no reader who has not heard of them.
They are so important apart of the sciencefiction writer's arsend that they deserve awhole section to
themselves. They can befound in Chapter 3.)

So far as scienceis concerned, the universe at the scale of the Planck length istrueterra incognita , not
to be found on any map. | know of no one who has explored its story potentid. Y ou, as storyteller, are
free to roam as you choose.

2.8 Strange physics: super conductivity.l was not sure where this ought to bein the book. Itisa
phenomenon which depends on quantum leve effects, but its results show up in the macroscopic world
of everyday events. The onething that | was sure of isthat thisistoo fascinating a subject to leave out,
something that came as an absolute and total surprise to scientists when it was discovered, and remained
atheoretica mystery for forty yearstheregfter. If superconductivity isnot afertile subject for writers,
nothing is

Superconductivity wasfirst observed in materias a extremely low temperatures, so that isthelogical
placeto begin.

Temperature, and particularly low temperature, isin historica termsrédatively new. Ten thousand years
ago, people dready knew how to make things hot. It was easy. Y ou put afire underneath them. But as
recently astwo hundred years ago, it was difficult to make things cold. There was no "cold generator”
that corresponded to fire as a heat generator. Low temperatures were something that came naturdly,
they were not man-made.

The Greeks and Romans knew that there were ways of lowering the temperature of materiass, athough
they did not use that word, by such things as the mixture of salt and ice. But they had no way of seeking



progressively lower temperatures. That had to wait for the early part of the nineteenth century, when
Humphrey Davy and othersfound that you could liquefy many gases merdly by compressing them. The
resulting liquid will be warm, because turning gasto liquid gives off the gass so-called "latent hest of
liquefaction.” If you now alow thisliquid to reach atherma baance with its surroundings, and then
reduce the pressure on it, the liquid boils; and in so doing, it drains heat from its surroundings—induding
itself. The same result can be obtained if you take aliquid at atmospheric pressure, and put it into a
partial vacuum. Some of the liquid boils, and what's |ft is colder. Thistechnique, of "boiling under
reduced pressure," was apractical and systematic way of pursuing lower temperatures. It first seemsto
have been used by a Scotsman, William Cullen, who cooled ethyl ether thisway in 1748, but it took
another three-quarters of a century before the method was applied to science (and to commerce; the
first refrigerator was patented by Jacob Perkinsin 1834).

Another way to cool was found by James Prescott Joule and William Thomson (later Lord Kelvin) in
1852. Named the Joule-Thomson effect, or the Joule-Kevin effect, it relies on the fact that agas
escaping from avaveinto achamber of lower pressure will, under the right conditions, suffer areduction
intemperature. If the gas entering the valveisfirst passed in atube through that lower-temperature
region, we have a cycle that will move the chamber to lower and lower temperatures.

Through the nineteenth century the Joule-Thomson effect and boiling under reduced pressure permitted
the exploration of lower and lower temperatures. The natural question was, how low could you go?

A few centuries ago, there seemed to be no answer to that question. There seemed no limit to how cold
something could get, just astoday thereisno practica limit to how hot something can become.

The problem of reaching low temperatures was clarified when scientists findly redized, after huge
intellectud efforts, that heat is nothing more than motion at the atomic and molecular scae. "Absolute
zero" could then beidentified as no motion, the temperature of an object when you "took out al the
heat." (Puristswill object to this statement Since even at absolute zero, quantum theory tellsusthat an
object till has azero point energy; the thermodynamic definition of absolute zero isdonein terms of
reversible isothermal processes.)

Absolute zero, it turns out, isreached at atemperature of -273.16 degrees Celsus. Temperatures
messured with respect to thisvalue are al positive, and are said to be inKelvins (written K). One Kelvin
isthe samesize as one degree Celsius, but it is measured with respect to areference point of absolute
zexo, rather than to the Celsius zero vaue of the freezing point of water. We will use the two scales
interchangeably, whichever isthe more convenient at thetime.

Isit obviousthat this absol ute zero temperature must be the same for al materia s? Suppose that you

had two materials which reached their zero heat Sate at different temperatures. Put them in contact with
each other. Then thermodynamics requiresthat heat should flow from the higher temperature body to the
other one, until they both reach the same temperature. Since there is by assumption no heat in either
material (eachisat its own absolute zero), no heat can flow; and when no heet flows between two
bodiesin contact, they must be at the same temperature. Thus absolute zero is the same temperature for
every materid.

Even before an absolute zero point of temperature wasidentified, people were trying to get down aslow
in temperature as they could, and also to liquefy gases. Sulfur dioxide (boiling point -10deg.C) wasthe
first to go, when Monge and Clouet liquefied it in 1799 by cooling in amixture of ice and sdt. De
Morveau produced liquid ammonia (boiling point -33deg.C) in 1799 using the same method, and in
1805 Northmore claimed to have produced liquid chlorine (boiling point -35deg.C) by smple
compression.



In 1834, Thilorier produced carbon dioxide snow (dry ice, melting point -78.5deg.C) for the first time
using gas expansion. Soon after that, Michael Faraday, who had earlier (1823) liquefied chlorine,
employed a carbon dioxide and ether mixture to reach the record low temperature of -110 degrees
Celsius (163 K). He was able to liquefy many gases, but not hydrogen, oxygen, or nitrogen.

In 1877, Louis Cailletet used gas compression to several hundred atmospheres, followed by expansion
through ajet, to produce liquid mists of methane (boiling point -164deg.C), carbon monoxide (boiling
point -192deg.C), and oxygen (boiling point -183deg.C). He did not, however, manageto collect a
volume of liquid from any of these substances.

Liquid oxygen was findly produced in quantity in 1883, by Wroblewski and Olszewski, who reached
the lowest temperature to date (-136deg.C). Two years later they were ableto go aslow as
-152deg.C, and liquefied both nitrogen and carbon monoxide. In that same year, Olszewski reached a
temperature of -225deg.C (48 K), which remained arecord for many years. He was able to produce a
small amount of liquid hydrogen for thefirgt time. In 1886, Joseph Dewar invented the Dewar flask
(which wethink of today as the thermos bottle) that allowed cold, liquefied materiasto be stored for
substantial periods of time at atmaospheric pressure. In 1898, Dewar liquefied hydrogen in quantity and
reached atemperature of 20 K. At that point, al known gases had been liquefied.

| have gone alittle heavy on the history here, to make the point that most scientific progressis not the
huge intellectual legp favored in bad movies. It is more often careful experiments and the dow accretion
of facts, until finally one theory can be produced which encompasses dl that isknown. If agtory isto be
plausible and involves amgjor scientific development, then some (invented) history that preceded the
development adds afeding of redlity.

However, we have one missing fact in the story so far. What about helium, which has not been
mentioned?

In the 1890s, helium was till a near-unknown quantity. The gas had been observed in the spectrum of
the Sun by Janssen and Lockyer, in 1868, but it had not been found on earth until the early 1890s. Its
properties were not known. It isonly with hindsight that we can find good reasons why the gas, when
avallable, proved unusudly hard to liquefy.

The periodic table had dready been formulated by Dmitri Mendeleyev, in about 1870. Forty years later,
Henry Mosdley showed that the table could be written in terms of an element'satomic number , which
corresponded to the number of protonsin the nucleus of that € ement.

Asother gaseswere liquefied, a pattern emerged. TABLE 2.1 (p. 57) shows the temperatureswhere a
number of gases change from the gaseous to the liquid state, under norma atmospheric pressure,
together with their atomic numbers and molecular weights.

What happens when we plot the boiling point of an eement againgt its atomic number in the periodic
table? For gases, there are clearly two different groups. Radon, xenon, krypton, argon, and neon remain
gasesto much lower temperatures than other materias of smilar atomic number. Thisiseven more
noticeable if we add anumber of other common gases, such as ammonia, acetylene, carbon dioxide,
methane, and sulfur dioxide, and look at the variation of their boiling points with their molecular weights.
They dl boil & much higher temperatures.

Now, radon, xenon, krypton, and the others of the low-boiling-point group are dl inert gases, often
known as noble gases, that do not readily participate in any chemical reactionsTABLE 2.1 (p. 57) dso
shows that the inert gases of lower atomic number and molecular weight liquefy at lower temperatures.
Helium, the second lightest element, isthe final member of the inert gas group, and the one with the



lowest atomic number. Helium should therefore have an unusualy low boiling point.
It does. All through the late 1890s and early 1900s, attemptsto liquefy it failed.

When the Dutch scientist Kamerlingh Onnes finally succeeded, in 1908, the reason for other peopl€'s
falure became dlear. Helium remainsliquid until -268.9 Cesus—16 degrees lower than liquid hydrogen,
and only 4.2 degrees above absolute zero. Asfor solid helium, not even Onnes most strenuous efforts
could produceit. When he boiled helium under reduced pressure, the liquid helium went to anew form—
but it was anew and strange liquid phase, now known as Helium |1, that exists only below 2.2 K. It
turns out that the solid phase of helium does not exist at atmospheric pressure, or at any pressure less
than 25 atmospheres. It wasfirst produced in 1926, by P.H. Keeson.

Theliquefaction of helium looked like the end of the Story; it wasin fact the beginning.

2.9 Super properties. Having produced liquid helium, Kamerlingh Onnes set about determining its
properties. History does not record what he expected to find, but it isfair to guessthat he was amazed.

Science might be defined as assuming something you don't know using what you know, and then
messuring to seeif it istrue or not. The biggest scientific advances often occur when what you measure
does not agree with what you predict. What Kamerlingh Onnes measured for liquid helium, and
particularly for Helium 11, was so bizarre that he must have wondered at first what was wrong with his
measuring eguipment.

One of thethingsthat he measured was viscosity. Viscosty isthe gooeyness of a substance, though
there are more scientific definitions. We usudly think of viscosity as applying to something like ail or
molasses, but non-gooey substances like water and acohol have well-defined viscosities.

Onnestried to determine avaue of viscosity for Heium 11 down around 1 K. Hefailed. It wastoo small
to measure. Asthe temperature goes below 2 K, the viscosity of Helium 11 goesrapidly towards zero. It
will flow with no measurable res stlance through narrow capillaries and closely-packed powders. Above
2.2 K, the other form of liquid helium, known as Helium |, does have a measurable viscosity, low but
highly temperature-dependent.

Heium Il aso conducts heat amazingly well. At about 1.9 K, where its conductivity iscloseto a
maximum, thisform of liquid helium conducts heat about eight hundred times aswell as copper at room
temperature—and copper is usualy considered an excellent conductor. Helium 11 isin fact by far the
best known conductor of heet.

More disturbing, perhaps, from the experimenter's point of view is Helium I1's odd rel uctance to be
confined. In an open vessd, the liquid cregpsin the form of athin film up the Sdes of the container, dides
out over the rim, and runs down to the lowest available level. This phenomenon can be readily explained,
interms of the very high surface tenson of Helium I1; but it remains astriking effect to observe.

Liquid hdiumisnot the end of the low-temperature story, and the quest for absolute zero isan active
and fascinating field that continues today. New methods of extracting energy from test substances are
gtill being developed, with the most effective ones employing atechnique known as adigbatic
demagnetization. Invented independently in 1926 by a German, Debye, and an American, Giauque, it
wasfirg used by Giauque and MacDougall in 1933, to reach atemperature of 0.25 K. A more
advanced verson of the same method was gpplied to nuclear adiabatic demagnetization in 1956 by
Simon and Kurti, and they achieved atemperature within a hundred thousandth of a degree of absolute
zero. With the use of this method, temperatures aslow as afew billionths of adegree have been attained.



However, the pursuit of absolute zero isnot our main objective, and to pursueit further would take us
too far afield. We are interested in another effect that Kamerlingh Onnesfound in 1911, when he
examined the eectrical properties of selected materiasimmersed in abath of liquid helium. He
discovered that certain pure metals exhibited what is known today assuperconductivity .

Below afew Kevins, the resistance to the passage of an dectricd current in these metals drops
suddenly to aleve too small to measure. Currentsthat are started in wire loops under these conditions
continue to flow, gpparently forever, with no sign of dissipation of energy. For pure materids, the cutoff
temperature between norma conducting and superconducting is quite sharp, occurring within a couple of
hundredths of a degree. Superconductivity today isafamiliar phenomenon. At thetime when it was
discovered, it was an absolutely astonishing finding—a physica impossibility, less plausiblethan
anti-gravity. Frictiond forces must dow al mation, including the motion represented by the flow of an
electrical current. Such acurrent could not therefore keep running, year after year, without dissipation.
That seemed like afundamenta law of nature.

Of course, thereisno such thing asalaw of nature. Thereis only the Universe, going about its business,
while humans scurry around trying to put everything into nest little intellectua boxes. It isamazing that the
tidying-up process called physicsworks aswell asit does, and perhaps even more astonishing that
mathemati cs seems important in every box. But the boxes have no redlity or permanence; a"law of
nature" isuseful until we discover cases whereit doesn't apply.

In 1911, the genera theoriesthat could explain superconductivity were still decadesin the future. Thefull
explanation did not arrive until 1957, forty-six years after theinitia discovery.

To understand superconductivity, and to explain its sseming impossibility, it is necessary to look &t the
nature of eectrica flow itsdf.

2.10 M eanwhile, electricity. While techniques were being devel oped to reach lower and lower
temperatures, the new field of eectricity and magnetism was being explored in pardld—sometimes by
the same experimenters. Just three years before the Scotsman, William Cullen, found how to cool ethyl
ether by boiling it under reduced pressure, von Kleist of Pomeraniaand van Musschenbroek in Holland
independently discovered away to store dectricity. Van Musschenbroek did hiswork at the University
of Leyden—the same university where, 166 yearslater, Kamerlingh Onneswould discover
superconductivity. The Leyden Jar, asthe storage vessal soon became known, was an early form of
electrical capacitor. It dlowed the flow of current through awire to take place under controlled and
repeatabl e circumstances.

Just what it was that congtituted the current through that wire would remain amystery for another
century and ahalf. But it was dready gpparent to Ben Franklin by 1750 that something materid was
flowing. The most important experimentstook place three-quarters of a century later. In 1820, just three
years before Michael Faraday liquefied chlorine, the Danish scientist Hans Christian Oersted and then
the Frenchman André Marie Ampere found that there was a relaion between dectricity and magnetism
—aflowing current would make amagnet move. In the early 1830s, Faraday then showed that the
relationship was areciproca one, by producing an dectric current from amoving magnet. However,
from our point of view an even more significant result had been established afew years before, whenin
1827 the German scientist Georg Simon Ohm discovered Ohm's Law: that the current in awireisgiven
by theratio of the voltage between the ends of the wire, divided by the wire's resstance.

Thisresult seemed too smpleto be true. When Ohm announced it, no one believed him. Hewas
discredited, resigned his position as a professor at Cologne University, and lived in poverty and



obscurity for severd years. Findly, he was vindicated, recognized, and fourteen years|ater began to
receive awards and medals for hiswork.

Ohm's Law isimportant to us because the res stance of a substance does not depend on the particular
vaues of the voltage or the current. Thusit becomes asimple matter to study the dependence of
resistance on temperature. It turns out that the resistance of a conducting materid is roughly proportiond
to its absolute temperature. Just asimportant, materials vary enormoudly in their conducting power. For
instance, copper dlows dectricity to passthrough it 10*times aswell as quartz or rubber. The obvious
guestion is, why? What makes a good conductor, and what makes agood insulator? And why should a
conductor pass ectricity more easily at lower temperatures?

The answers to these questions were developed little by little through the rest of the nineteenth century.
Firdt, heat was discovered to be no more than molecular and atomic motion. Thus changes of eectrica
resistance had somehow to be related to those same motions.

Second, in the 1860s, Maxwell, the greatest physicist of the century, developed Faraday and Ampére's
experimentd resultsinto a consistent and complete mathematica theory of eectricity and magnetism,
findly embodied in four famous differentia equations. All observed phenomenaof dectricity and
meagnetism must fit into the framework of that theory.

Third, scientists began to redize that meta's, and many other materiasthat conduct dectricity well, have
aregular structure a the molecular level. The atoms and molecules of these substances are arranged in a
regular three-dimensiond grid pattern, termed alattice, and held in position by interatomic eectrical
forces.

Finaly, in 1897, JJ. Thomson found the usive carrier of the eectrica current. He originaly termed it
the"corpuscle,” but it soon found its present name, the electron. All dectrical currents are carried by
electrons.

Again, lotsof history before we have the toolsin hand to understand the flow of eectricity through
conductors—but not yet, as we shall see, to explain superconductivity.

Electricity is caused by the movement of eectrons. Thus agood conductor must have plenty of eectrons
readily able to move, which aretermed free electrons. An insulator has few or no free eectrons, and the
electronsin such materids are dl bound to atoms.

If the atoms of amaterid maintain exact, regularly spaced positions, it isvery easy for free eectronsto
move past them, and hence for current to flow. In fact, electrons are not interfered with at al if the atoms
inthe materid stand in a perfectly regular array. However, if the atomsin the lattice can move randomly,
or if there are imperfectionsin the lattice, the eectrons are then impeded in their progress, and the
resstance of the material increases.

Thisisexactly what happens when the temperature goes up. Recaling that heat israndom motion, we
expect that atomsin hot materidswill jiggle about on their |attice Stes with the energy provided by

increased heat. The higher the temperature, the greater the movement, and the greater the obstacle to
free dectrons. Therefore the resistance of conducting materiasincreases with increasing temperature.

Thiswasdl well-known by the 1930s. Electrica conduction could be caculated very well by the new
quantum theory, thanks largely to the efforts of Arnold Sommerfeld, Felix Bloch, Rudolf Peierls, and
others. However, those same theories predicted a steady decline of eectrical resstance asthe
temperature went towards absol ute zero. Nothing predicted, or could explain, the precipitous drop to
zero resistance that was encountered in some materials at their critical temperature. Superconductivity
remained amystery for another quarter of acentury. To provide its explanation, it is necessary to delvea



little further into quantum theory itself.

2.11 Super conductivity and statistics. Until late 1986, superconductivity was a phenomenon never
encountered at temperatures above 23 K, and usuadly at just acouple of degreesKelvin. Even 23K is
below the boiling point of everything except hydrogen (20 K) and helium (4.2 K). Most
superconductors become so only at far lower temperatures (see TABLE 2.2). Working with themis
thus a tiresome business, since such low temperatures are expensive to achieve and hard to maintain. Let
usterm superconductivity below 20 K "classica superconductivity,” and for the moment confine our
attention to it. TABLE 2.2 shows the temperature at which selected materia's become superconducting
when no meagnetic field is present.

Notethat al these temperatures are below the temperature of liquid hydrogen (20 K), which meansthat
superconductivity cannot be induced by bathing the metd samplein aliquid hydrogen bath, athough
such an environment istoday readily produced. For many years, the search wasfor amaterid that
would sustain superconductivity above 20 K.

For another fifteen years after the 1911 discovery of superconductivity, there seemed little hope of
explaining it. However, in the mid-1920s a new tool, quantum theory, encouraged physiciststo believe
that they at last had atheoretical framework that would explain all phenomena of the subatomic world.
In the late 1920s and 1930s, hundreds of previoudy-intractable problemsyielded to a quantum
mechanica approach. And the importance of anew type of Statistica behavior became clear.

On the atomic and nuclear scale, particles and systems of particles can be placed into two well-defined
and separate groups. Electrons, protons, neutrons, positrons, muons, and neutrinos dl satisfy what is
known as Fermi-Dirac gtatistics, and they are collectively known as fermions. For our purposes, the
most important point about such particlesisthat their behavior is subject to the Pauli Excluson Principle,
which states that no two identical particles obeying Fermi-Dirac gatistics can have the same vauesfor
al physical variables (so, for example, two eectronsin an atom cannot have the same spin, the same
angular momentum, and the same energy level). The Pauli Exclusion Principle imposes very strong
congraints on the motion and energy levels of identica fermions, within atoms and molecules, or moving
inan atomic lattice.

The other kind of atisticsis known as Bose-Eingtein statistics, and it governs the behavior of photons,
aphaparticles (i.e. helium nuclei), and mesons (pions and some other subnuclear particles). These aredl
termed bosons. The Pauli Exclusion Principle does not apply to systems satisfying Bose-Eingtein
datistics, so bosons are permitted to have the same values of al physicd variables; in fact, sncethey
seek to occupy the lowest available energy leve, they will group around the same energy.

In human terms, fermions are loners, each with its own unique state; bosonslove acrowd, and they dl
tend to jam into the same state.

Single dectrons are, as sated, fermions. At normal temperatures, which are al well above afew
Kevins, dectronsin ametd are thus distributed over arange of energies and momenta, as required by
the Pauli Excluson Principle.

In 1950, H. Fréhlich suggested a strange possibility: that the fundamental mechanism responsible for
superconductivity was somehow the interaction of free eectrons with the atomic lattice. This sounds at
first aght highly improbable, sinceit isexactly thislattice that isresponsible for the resstance of metasat
norma temperatures. However, Frohlich had theoretical reasonsfor his suggestion, and in that same
year, 1950, there was experimenta evidence—unknown to Fréhlich—that also suggested the same
thing: superconductivity is caused by eectron-lattice interactions.



Thisdoes not, of course, explain superconductivity. The question is, what does the | attice do? What can
it possibly do, that would give rise to superconducting materials? Somehow the lattice must affect the
free dectronsin afundamenta way, but in away that is able to produce an effect only at low
temperatures.

The answer was provided by John Bardeen, Leon Cooper, and Robert Schrieffer, in 1957 (they got the
physics Nobe prize for thiswork in 1972). They showed that the atomic |l attice causes free eectronsto
pair off. Instead of single eectrons, moving independently of each other, the lattice encouragesthe
formation of eectron couplets, which can then each be trested as aunit. The coupling forceistiny, and if
thereis appreciable thermal energy availableit is enough to break the bonds between the eectron pairs.
Thus any effect of the pairing should be visble only at very low temperatures. Therole of thelatticein
thispairing is absolutely fundamenta, yet at the same time the | attice does not participate in the pairing—it
ismore asif thelattice isa catalyst, which permits the e ectron pairing to occur but isnot itself affected

by that pairing.

The pairing does not mean that the two e ectrons are close together in space. It isapairing of angular
momentum, in such away that the total angular momentum of apair iszero. The two partners may be
widely separated in space, with many other eectrons between them; but, like husbands and wives at a
crowded party, paired eectrons remain paired even when they are not close together.

Now for the fundamental point implied by the work of Cooper, Bardeen, and Schrieffer. Once two
electrons are paired, that pair behaves like aboson, not afermion. Any number of these electron pairs
can be in the same low-energy state. More than that, when a current isflowing (so al the eectron pairs
aremoving) it takes more energy to stop the flow than to continue it. To stop the flow, some boson
(electron pair) will have to moveto adifferent energy level; and aswe aready remarked, bosonsliketo
bein the same state.

To draw the chain of reasoning again: superconductivity isadirect result of the boson nature of eectron
pairs, electron pars arethe direct result of the mediating effect of the atomic lattice; and the energy
holding the pairstogether isvery small, so that they exist only at very low temperatures, when no heat
energy isaround to bresk up the pairing.

2.12 High-temper atur e super conductor s. We now have avery tidy explanation of classica
superconductivity, one that suggests we will never find anything that behaves as a superconductor at
more than afew degrees above absolute zero. Thus the discovery of materidsthat turninto
superconductors at much higher temperaturesis amost an embarrassment. Let's ook at them and see
what isgoing on.

The search for high-temperature superconductors began as soon as superconductivity itself was
discovered. Since there was no good theory before the 1950s to explain the phenomenon, there was

a so no reason to assume that amateria could not be found that exhibited superconductivity at room
temperature, or even aboveit. That, however, was not the near-term goal. The main hope of researchers
in the field was more modest, to find amateria with superconductivity well above the temperature of
liquid hydrogen. Scientists would certainly have loved to find something better yet, perhaps amateria
that remained superconducting above the temperature of liquid nitrogen (77 K). That would have
allowed superconductors to be readily used in many applications, from e ectromagnets to power
transmission. But as recently as December 1986, that |ooked like an impossible dream.

Thefirgt Sgnsof the breakthrough had come early that year. In January 1986, Alex Mller and Georg
Bednorz, at the IBM Research Divison in Zurich, Switzerland, produced superconductivity in aceramic
sample containing barium, copper, oxygen, and lanthanum (one of the rare-earth elements). The
temperature was 11 K, which was not earth-shaking, but much higher than anyone might have expected.



Mdller and Bednorz knew they were on to something good. They produced new ceramic samples, and
little by little worked the temperature for the onset of superconductivity up to 30 K. The old record,
established in 1973, had been 23 K. By November, Paul Chu and colleagues at the University of
Houston, and Tanaka and Kitazawa at the University of Tokyo had repeated the experiments, and also
found the materia superconducting at 30 K.

Once those results were announced, every experimenta team engaged in superconductor research
jumped onto the problem. In December, Robert Cava, Bruce van Dover, and Bertram Batlogg at Bell
L abs had produced superconductivity in a strontium-lanthanum-copper-oxide combination at 36 K.
Alsoin December, 1986, Chu and colleagues had positive results over 50 K.

In January 1987, there was another astonishing breakthrough. Chu and hisfellow workers substituted
yttrium, ameta with many rare-earth properties, for lanthanum in the ceramic pellets they were making.
The resulting samples went superconducting a 90 K. The researchers could hardly believe their result,
but within afew daysthey had pushed up to 93 K, and had arepeatable, replicable procedure.
Research groupsin Tokyo and in Beijing also reported results above 90 K in February.

Recall that liquid nitrogen boilsat 77 K. For thefirst time, superconductors had passed the "nitrogen
barrier." In abath of that liquid, a ceramic wire using yttrium, barium, copper, and oxygen was
superconducting.

The end of the road has till not been reached. There have been hints of superconductive behavior at
234 K. Thisisonly -40deg.C, just afew degrees below the temperature at which ammonia boils.

Fascinating, and the natural question is, can roomtemperature superconductors, the Holy Gralil of this
field, ever be produced?

Unfortunately, the question cannot be answered. Thereis no accepted model to explain what is going
on, and it would not be unfair to say that at the moment experiment is till ahead of theory.

The Bardeen, Cooper, and Schrieffer (BCS) theory of superconductivity leadsto avery wesk binding
force between eectron pairs. Thus according to this theory the phenomenon ought not to occur at 90 K,
dill lessat 240 K. At the sametime, the theory tells us thatany superconductivity, high-temperature or
otherwise, isamost certainly the result of free ectrons forming into pairs, and then behaving as bosons.
In classical superconductivity, a just afew degrees above absolute zero, the mediating influence that
operatesto form electron pairs can be shown to be the atomic lattice itself. That result, in quantitative
form, comes from the Cooper, Bardeen, and Schrieffer approach. The natural question to ask is, What
other factor could work to produce eectron pairs? To be useful, it must produce strong bonding of
electron pairs, otherwise they would be dissociated by the plentiful therma energy a higher
temperatures. And any electron pairs so produced must be free to move, in order to carry the electric
current.

Again, we are asking questions that take us beyond the frontiers of today's science. Any writer has
ample scope for speculation.

2.13 Making it work . Does this mean that we now have useful, workhorse superconductors above the
temperature of liquid nitrogen, ready for industria applications? It lookslikeit. But there are
complications.

Soon after Kamerlingh Onnes discovered superconductivity, he also discovered (in 1913) that
superconductivity was destroyed when he sent alarge current through the materia. Thisisa



consequence of the effect that Oersted and Ampere had noticed in 1820; namely, that an e ectric current
creates amagnetic fied. The temperature at which amateria goes superconducting islowered wheniitis
placed in amagnetic field. That iswhy the stipulation was madein TABLE 2.2 (p. 57) that those
temperatures gpply only when no magnetic field is present. A large current creates its own magnetic
fidd, soit may itsdlf destroy the superconducting property.

For a superconductor to be useful in power transmission, it must remain superconducting even though
the current through it islarge. Thus we want the critical temperature to be insenstive to the current
through the sample. One concern was that the new high-temperature superconductors might perform
poorly here, and the first samples made were in fact highly affected by imposed magnetic fields.
However, some of the new superconductors have been found to remain superconducting at current up
to 1,000 amperes per square millimeter, and thisis more than adequate for power transmission.

A second concernisapractical one: Can the new materias be worked with, to make wires and coils
that are not too brittle or too variable in quality? Again the answers are positive. The ceramics can be
formed into loops and wires, and they are not unduly brittle or fickle in behavior.

Theonly thing left isto learn where the new capability of high-temperature superconductorswill be most
useful. Some applications are dready clear.

Firg, wewill see smdler and faster computers, where the problem of carrying off heat caused by
dissipation of energy from eectricd currentsin smal componentsisabig problem. This application will
exig, evenif the highest temperature superconductors cannot tolerate high current dengties.

Second, as Faraday discovered, any tightly-wound coil of wire with acurrent running through it
becomes an e ectromagnet. Superconducting coils can produce very powerful magnets of thistype, ones
which will keep their magnetic properties without using any energy or needing any cooling. Today's
electromagnets that operate at room temperature are limited in their strength, because very large currents
through the coils so produce large heating effects.

Third, superconductors have another important property that we have not so far mentioned, namely,
they do not alow amagnetic field to be formed within them. In the language of dectromagnetic theory,
they areperfectly diamagnetic . Thisis known asthe Meissner Effect, and it was discovered in 1933. It
could have easily been found in 1913, but it was considered so unlikely apossibility that no onedid the
experiment to test superconductor diamagnetism for another twenty years.

As a consequence of the Meissner Effect, a superconductor that is near amagnet will form an eectric
current layer on its surface. That layer is such that the superconductor isthen stronglyrepelled by the
magnetic fied, rather than being attracted to it. This permits atechnique known asmagnetic levitation
to be used to lift and support heavy objects. Magnets, suspended above aline of superconductors, will
remain there without needing any energy to hold them up. Friction-free support systems are the result,
and they should be useful in everything from transportation to factory assembly lines. For many years,
people have talked of super-speed trains, suspended by magnetic fields and running at afraction of the
operating costs of today's locomotives. When superconductors could operate only when cooled to liquid
hydrogen temperatures and bel ow, such transportation ideas were hopelesdy expensive. With
high-temperature superconductors, they become economically attractive.

And of course, thereisthe transmission of electrica power. Today's transmission grids arefull of
transformers that boost the electrical sgnd to hundreds of thousands of volts for sending the power
through the lines, and then bring that high-voltage signa back to a hundred volts or so for household use.
However, the only reason for doing thisisto minimize energy losses. Line hegting islesswhen dectrical
power istransmitted at low current and high voltage, so the higher the voltage, the better. With



superconductors, however, there are no hesat dissipation losses at al. Today's elaborate system of
transformerswill be unnecessary. Theimplications of this are enormous: the possible replacement of the
entire dectrica transmisson systems of the world by aless expensive dternative, both to build and to
operate.

However, before anyone embarks on such an effort, they will want to be sure that the technology has
goneasfar asitislikey to go. It would be crazy to sart building a power-line system based on the
assumption that the superconductors need to be cooled to liquid nitrogen or liquid anmonia
temperatures, if next year seesthe discovery of amateria that remains superconducting at room
temperature and beyond.

Super-computers, heavy lift systems, magnetically cushioned super-trains, chegp electrical power
transmission; these are the obvious prospects. Are there other important usesthat have not yet been
documented?

Almogt certainly, there are. We smply have to think of them; and then, before scientists prove that our
ideas areimpossible, it would be nice to write and publish stories about them. It will not be enough, by
theway, to smply refer to room-temperature superconductors. That was done long ago, by me among
others ("A Certain Place In Higtory," Galaxy, 1977).

TABLE 21
The boiling points of gases.
Gas Bailing point Atmno | Mol wt
©) (K)

Radon -61.8 2114 86 222
Xenon -107.1f  166.1 54 131
Krypton -152.3 120.9 36 84
Argon -185.7, 87.5| 18 40
Chlorine 346 2386 17 71
Neon -246.1 27.1 10 20
Fluorine -188.1 85.1 9 33
Oxygen -183.0 90.2) g 32
Nitrogen -195.8 77.3 7 28
Hydrogen 2528 204 1 2

TABLE 2.2.

Temperaturesat which materials

become super conducting



(in the absence of a magnetic field).

Materid Temp (K)

Titanium 0.39
Zinc 0.93
Uranium 1.10
Aluminum 1.20
Tin 3.74
Mercury 4.16
Led 7.22
Niobium 8.90
Technetium 11.20

CHAPTER 3
PhysicsintheLarge

3.1 Star s.Everything between atoms and stars, roughly spesking, belongsto chemistry. Although you
and | are certainly subject to the laws of physics, we are chemica objects. Our metabolism and structure
are controlled by the laws of chemistry. The sameislargely true of planets. The shape of the Earthis
defined by gravity, but most of the activitieswithin it, or onits surface, or in its atmosphere, are decided
by the laws of chemigtry.

Thisisnot true of stars. To understand how astar like the Sun can shinefor billions of years, you need
physics

Themodern view of stars, as giant globes of hot gas, began in 1609, when Gdileo Gdilel turned his
home-made tel escope upwards. Rather than a perfect sphere whose nature defied explanation, Galileo
found that the Sun was arotating object with lots of surface detail like sunspots and solar flares.

Over the next couple of hundred years, the size and the temperature of the sun were determined. Itisa
ball of gas, about amillion miles across, with asurface at 6,000 degrees Celsius. What was not
understood at all, even ahundred years ago, was the way that the sun stays hot.

Before 1800, that was not aworry. The universe was believed to be only afew thousand yearsold
(Archbishop Ussher of Armagh, working through the genealogy of the Bible, in 1654 announced that the
time of creation was 4,004 B.C., on October 26th. No messing about with uncertainty for him.)

In the eighteenth century, the scriptura time-scale prevented anyone worrying much about the age of the
Sun. If it had started out very hot in 4000 B.C., it hadn't had time to cool down yet. If it were made
entirely of burning cod, it would have lasted long enough. A chemica explanation was adequate.

Around 1800, the geologists started to ruin things. In particular, James Hutton proposed histheory of



geologicd uniformitarianism (Hutton, 1795).

Uniformitarianiam, in spite of itsugly name, isabeautiful and smpleidea. According to Hutton, the
processes that built the world in the past are exactly those at work today: the uplift of mountains, the
tides, the westhering effects of rain and air and water flow, these shape the surface of the Earth. Thisis
in sharp ditinction to the idea that the world was created just asit is now, except for occasiona great
catastrophic changes like the Biblica Flood.

The great virtue of Hutton'stheory isthat it removes the need for assumptions. Anything that shaped the
past can be assessed by looking at its effectiveness today.

The great disadvantage of the theory, from the point of view of anyone pondering what keeps the Sun
hot, isthe amount of timeit takesfor al thisto happen. We can no longer accept auniverse only afew
thousand years old. Mountain ranges could not form, seabeds be raised, chalk depositslaid down, and
solid rocks erode to powder, in so short atime. Millions of years, at aminimum, are needed.

A Sun made of cod will not do. Nothing chemica will do. In the 1850s, Hermann von Helmholtz and
Lord Kelvin findly proposed asolution, drawn from physics, that could give geology moretime. They
suggested that the source of the Sun's heat wasgravitational contraction. If the materia of the Sun
were dowly faling inward on itsdlf, that would release energy. The amount of energy produced by the
Sun's contraction could be precisaly calculated.

Unfortunately, it was till not enough. While Lord Kelvin was proposing an age for the Sun of 20 million
years, the ungrateful geologists, and still more so the biologists, were asking considerably more. Charles
Dawin'sOrigin of Species came out in 1859, and evolution seemed to need much longer than mere tens
of millions of yearsto do itswork. The biologists wanted hundreds of millionsat aminimum; they
preferred afew billion.

No one could giveit to them during the whole of the nineteenth century. Lord Kelvin, who no matter
what he did could not come up with any age for the Sun greater than 100 million years and wasin favor
of anumber far less, became an archenemy of the evolutionists. An "odious spectre’ iswhat Darwin
caled him. But no one could refute his physical arguments. A scientific revolution was needed before an
explanation was available for amultibillion-year age of the Sun.

That revolution began, aswe saw, in the 1890s. The atom, previoudy thought indivisible, had an interior
structure and could be broken into smaller pieces. By the 1920sit was redlized that lightweight atoms
could dsocombine , to form heavier atoms. In particular, four atoms of hydrogen could fuse together to
form one atom of hdium; and if that happened, huge amounts of energy could be produced.

Perhapsthefirst person to redlize that nuclear fusion was the key to what makes the sun go on shining
was Eddington. Certainly he was one of thefirst personsto develop the idea systematicaly, and equaly
certainly he believed that he wasthe firgt to think of it. Thereisastory of Eddington sitting out one bamy
evening with agirlfriend. She said, "Aren't the stars pretty?' And he said, "Y es, and I'm the only person
in theworld who knows what makes them shine.”

It'sanice story, but it's none too likely. Eddington was alifelong bachelor, a Quaker, and aworkahalic,
too busy to have much time for idle philandering. Just as damning for the anecdote, Rudolf Kippenhahn,
in hisbook 100 Billion Suns (Kippenhahn, 1979), tells exactly the same story—about Fritz Houtermans.

Even Eddington could not say how hydrogen fused to form helium. That insgght came ten years|ater,
with the work of Hans Bethe and Carl von Weizsacker, who in 1938 discovered the "carbon cycle” for
nuclear fuson.



However, Eddington didn't have to know how. He had al the information that he needed, because he
knew how much energy would be released when four hydrogen nuclel changed to one helium nucleus.
That came from the mass of hydrogen, the mass of helium, and Eingtein's most famous formula, E=mc2.

Eddington worked out how much hydrogen would have to be converted to provide the Sun's known
energy output. The answer isaround 600 million tons asecond. That sounds like alarge amount, but the
Sunisahuge object. To keep the Sun shining as brightly asit shinestoday for five billion years would
require that less than eight percent of the Sun's hydrogen be converted to helium.

Why pick five billion years? Because other evidence suggests an age for the Earth of about 4.6 hillion
years. Nuclear fusonisdl we need in the Sun to provide the right time-scale for geology and biology on
Earth. More than that, the Sun can go on shining just as brightly for another five billion years, without
depleting its source of energy.

But how typicd agtar isthe Sun? It certainly occupies aunique placein our lives. All the evidence,
however, suggests that the Sun isarather normal star. There are stars scores of times as massve, and
garstens of timesas small. The Sun sits comfortably in the middle range, designated by astronomers as
aG2 type dwarf gar, in what is known as themain sequence because most of the stars we see can be
fitted into that sequence.

Thelife history of astar depends more than anything else on its mass. That story aso started with
Eddington, who in 1924 discovered themass-luminosity law . The more massive a star, the more
brightly it shines. Thislaw does not merely restate the obvious, that more massive sars are bigger and so
radiate more smply because they are of larger area. If that were true, because the mass of astar grows
with the cube of itsradius, and its surface area like the square of its radius, we might expect to find that
brightness goes roughly like mass to the two-thirds power (multiply the mass by eight, and expect the
brightnessto increase by afactor of four). In fact, the brightness goes up rather faster than thecube of
the mass (multiply the mass by eight, and the brightness increases by afactor of more than athousand ).

Theimplications of thisfor the evolution of astar are profound. Dwarf stars can go on steadily burning
for ahundred billion years. Massve stars squander their energy at a huge rate, running out of available
materidsfor fusoninjus millionsof years.

(A word of warning: Don't put into your stories astar that's a thousand times the mass of the Sun, or
one-thousandth. The upper limit on Sizeis set by stability, because a contracting bal of gas more than
about 90 solar masses will oscillate wildly, until parts of it are blown off into space; what's left will be 90
solar masses or less. At the lower end, below maybe one-twelfth of the Sun's mass, a star-like object
cannot generate enough internd pressureto initiate nuclear fusion and should not be called a"sar” at dl.)

Theinteresting question is, what happens to massive stars when their centra regions no longer have
hydrogen to convert to heium? Detailed modds, beginning with Fred Hoyle and William Fowler'swork
on stellar nucleosynthesisin the 1940s, have alowed that question to be answered.

Like acompulsive gambler running out of chips, stars coming to the end of their supply of hydrogen seek
other energy sources. At first they find it through other nuclear fusion processes. Helium in the centra
core"burns' (not chemical burning, but the burning of nuclear fuson) to form carbon, carbon burnsto
make oxygen and neon and magnesium. These processes cdl for higher and higher temperatures before
they are sgnificant. Carbon burning starts at about 600 million degrees (as usud, we are talking degrees
Celsus). Neon burning begins around abillion degrees. Such atemperatureis available only in the cores
of massive sars, o for astar less than nine solar masses that isthe end of the road. Many such stars
Settle down to old age as cooling lumps of dense matter. Stars above nine solar masses can keep going,
burning neon and then oxygen. Finaly, above 3 billion degrees, silicon, which is produced in a process



involving collisons of oxygen nucle, beginsto burn, and al the eements are produced up to and
including iron. By the time that we reach iron, the different eements form spherica shells about the sar's
center, with the heaviest (iron) in the middle, surrounded by shells of successively lighter eements until
we get to a hydrogen shell on the outside.

Now we cometo afact of great sgnificance.No elements heavier than iron can be produced

through this nuclear synthesis processin stars . Iron, element 26, isthe place on the table of elements
where nuclear binding energy is maximum. If you try to "burn” iron, fusing it to make heavier e ements,
youuse energy, rather than producing it. Notice that this has nothing to do with the mass of the sar. It is
decided only by nuclear forces.

The massive star that began as mainly hydrogen has reached the end of the road. The final processes
have proceeded faster and faster, and they are much less efficient at producing energy than the
hydrogen-to-helium reaction. Hydrogen burning takes millions of yearsfor agtar of, say, adozen solar
measses. But carbon burning isdl finished in afew thousand years, and thefina stage of silicon burning
lasts only aday or so.

What happens now? Does the star Sink into quiet old age, like most small stars? Or doesit find some
new role?

And one more question. We can explain through stellar nucleosynthesis the creation of every dement
lighter than iron. But more than 60 e ements heavier than iron are found on Earth. If they are not formed
by nuclear fuson within stars, where did they come from?

3.2 Stellar endings. We have agtar, of ten or more solar masses, running out of energy. The supply
provided by thefusion at its center, of silicon into iron, isamost done. Inthe middle of the star isa
sphereof iron "gas' about one and ahaf timesthe mass of the sun and at atemperature of afew billion
degrees. It actslike agas because dl the iron nuclei and the electrons are buzzing around fregly.
However, the core dengty ismillions of timesthat of the densest material found on Earth. Outsdethe
central sphere, like layers of an onion, Sit shells of silicon, oxygen and carbon, helium and neon and
hydrogen, and smaler quantities of al the other e ementslighter than iron.

When the source of fusion energy dries up, iron nuclei capture the free dectronsin theiron gas. Protons
and electrons combine. The energy that had kept the star inflated is sucked away. The core collapsesto
become aball of neutrons.

The near-ingtantaneous gravitational collapse unleashes a huge amount of energy, enough to blow al the
outer layers of the star clear away into space. What isleft behind isa"neutron sar" —a solid sphere of
neutrons, spinning on its axis many times a second, only afew miles across but with amass as much as
the Sun'smass.

When such an object was observed, asarapidly but regularly varying radio source, it seemed difficult to
imagine anything in nature that could explain the sgnd. Theteam at Cambridge who discovered thefirst
onein 1967 cdled it apulsar . They wondered, even if they were reluctant to say so in public, if they had
found signals from some dien civilization. When other pulsars were discovered and Thomas Gold
proposed that the radio sources were provided by rotating neutron stars, astronomers realized that such
apossibility had been pointed out long ago—in 1934, in aprophetic paper by Walter Baade and Fritz
Zwicky. The most astonishing thing about the paper was that the neutron itsalf had been discovered only
two yearsearlier, in 1932.

Could life ever exist on the surface of such abody, with itsimmense gravitationa and magnetic field, and



its extreme temperature and dizzying rotation?'Y ou might think not, but the novel Dragon's Egg
(Forward, 1980) explores that wild possibility, as doesFlux (Baxter, 1993).

And how muchisa"huge' amount of energy? When agar collgpses and blows up likethis, inwhat is
known as asupernova , it shinesfor atime as brightly asawhole gdaxy. Itsluminosity can temporarily
increase by afactor of one hundred billion. If that number doesn't tell you much, try it thisway: if a
candlein New Y ork wereto "go supernova,” you would be able to read anewspaper by itslight in
Washington, D.C.

The explosion of the supernova a so creates pressures and temperatures big enough to generate al the
elements heavier than iron that couldnot be formed by standard nucleosynthesisin stars. So findly, after
along, complex process of stellar evolution, we have found a place where substances as"ordinary™ as
tin and lead, or as"precious’ assilver, gold, and platinum, can be created.

For completeness, | will point out that there are actualy two types of supernova, and that both can
produce heavy elements. However, the second kind cannot happen to an isolated star. It occursonly in
binaries, pairs of gars, close enough together that material from one of them can be stolen gravitationaly
by the other.

The star that does the stealing must be asmall, dense star of the type known as awhite dwarf , whileits
partner isusudly alarger, diffuse, and swollen star known asared giant . As more and more matter is
gtolen from the more massive partner, the white dwarf star shrinksin size, rather than growing. When its
mass reaches 1.4 times the mass of the Sun (known asChandrasekhar's limit ) it collapses. The result
isahuge explosion, with aneutron star left behind as a possible remnant. The outgoing shock wave
creates heavy elements, and g ects them from the system along with the rest of the star's outer layers.

If you are thinking of using asupernovaas part of astory, note that according to current theory the
nearest binary star to us, Alpha Centauri A and B, isnot acandidate. | am not discouraging the idea of
using such asupernova, since |l havejust doneit mysdf (Aftermath, 1998). The flux of radiation and
high-energy particlesfrom an Alpha Centauri supernovacan do interesting thingsto Earth. But you'll
need to do someingenioustaking if you want the ideato seem plausible.

Supernovas are rather like nuclear power stations. What they produce isimportant to us—it isthe very
stuff of which our own bodies and many of our most valued products are made. We prefer, however,
not to have onein our own local neighborhood.

What isthefina fate of astar that explodes and becomes a neutron star? That depends on the mass of
the part that'sleft. One possibility isthat it remains aneutron star to the end of itslife. Another more
exotic posshility isthat it shrinks further and becomes ablack hole. That intriguing option we will
describe in the next section, after which we will expand the scale of our exploration.

3.3 Black holes. The story of black holes beginswith Albert Einstein and the theory of generd relativity.

In 1916, soon after the publication of thefield equationsin their fina form, Karl Schwarzschild produced
the first exact solution. Einstein was reportedly quite surprised, because of the complicated nature of the
field equations—a set of ten coupled nonlinear partid differentia equations. As Einstein wroteto Max
Born, twenty yearslater, "If only it were not so damnably difficult to find rigorous solutions.”

The " Schwarzschild solution” gave the gravitational field for an isolated mass, which later became known
asthe Schwarzschild black hole. At the time, it was congdered to be mathematically interesting, but of
no physica sgnificance. Soon after Schwarzschild'swork, Reissner and Nordstrom solved the genera



relativity equations for a spherica massthat aso carried a charge. It too was regarded with no specia
interest.

In 1939, Oppenheimer and Snyder studied the collapse of astar under gravitational forces—agtuation
which certainlydoes have physical significance, snceit isacommon stellar occurrence.

Two remarks from the summary of their paper are worth quoting: "Unless fission dueto rotation, the
radiation of mass, or the blowing off of mass by radiation, reduce the star's mass to the order of the sun,
this contraction will continue indefinitely.” In other words, not only can astar collapse, but if it isheavy
enough thereis no way that the collgpse and contraction can be stopped. And "the radius of the star
gpproaches asympitoticaly its gravitationd radius, light from the surface of the star is progressively
reddened, and can escape over aprogressively narrower range of angles.” Thisisthefirst modern
picture of ablack hole, abody with agravitationa field so strong that light cannot escape from it. We
say "modern picture" because John Michell in 1783, and Pierre Laplace in 1798, independently noted
that a sufficiently massive body would have an escape velocity from its surface that exceeded the speed
of light.

Theideaof a"gravitationd radius’ came straight from the Schwarzschild solution. It isthe distance from
the center where the reddening of light becomesinfinite, and it definesasphere. Any light coming from
inside that sphere can never be seen by an outside observer. Today the surface of the spherehasa
variety of names, dl defining the same thing: the surface of infinite red shift, the trapping surface, the
one-way membrane, and the event horizon. Since the gravitationa radiusfor the Sunisonly three
kilometers, if it were squeezed down to this size (which will never happen, fortunately, as aresult of
gravity) conditionsinsde the collapsed body would be difficult to imagine. The density of maiter would
be about twenty billion tons per cubic centimeter.

Y ou might suppose that the Oppenheimer and Snyder paper, with its apparently bizarre conclusions,
would have produced asensation. In fact, it aroused little notice. It too was looked on as amathematical
oddity, aresult that physicists did not need to take too serioudy. The resurgence of interest in the
solutions of the equations of generd relativity did not take place until after Eingtein's deeth in 1955, and it
was one of the leaders of that renai ssance, John Whedler, who in 1958 provided the ingpired name for
the Schwarzschild solution &t the gravitationd radius: theblack hole .

The object described by the Schwarzschild and Reissner/Nordstrom sol utions could have amass, and a
charge, and that was al. The next development camein 1963, and it was abig surpriseto everyonein
thefidd.

Roy Kerr had been exploring aparticular form of the Eingtein field equations. The andysiswas highly
mathematica and seemed to be wholly abstract—until Kerr found that he could produce an exact form
of solution. It included the Schwarzschild black hole as aspecid case, but there was more, another
quantity that Kerr was able to associate withspin . For thefirgt time, the possibility of aspinning black
hole had appeared. It could aso, as was shown a couple of yearslater by EzraNewman and
collaborators, have an associated charge.

From thispoint on, | am for convenience going to call the charged, spinning Kerr-Newman black holea
kernd . It hasanumber of fascinating properties useful to science fiction writers.

Fird, snceit carriesacharge, akernd can be moved from place to place using ectric and magnetic
fields. Second, the kernel has associated with it not the single characteristic surface of the Schwarzschild
solution (the sphere defined by the gravitationa radius), but two. In this case, the surface of infinite red
shift isdigtinct from the event horizon.



To visualize the surfaces, take ahamburger bun and hollow out the inside, enough to let you put around
hamburger entirely within it. For akernd, the outer surface of the bread (which isasort of dlipsoidin
shape) isthe surface of infinite red shift, the "gtatic limit" within which nothing can remain & rest, no
matter how hard and efficiently its rocket engine works. Inside the bun, the surface of the mest patty
forms a sphere, the "event horizon™ from which no light or particle can ever escape to the outsde. We
can never find out anything about what goes on within the mest patty's surface, so its composition and
nature, like that of many hamburgers, must remain acomplete mystery. For akernd, the bun and patty
surfaces touch only at the north and south poles of the axis of rotation (the top and bottom centers of the
bun). A redlly interesting region, however, lies between these two surfaces. It is caled theergosphere
and it hasamost unusua property, pointed out in 1969 by Roger Penrose (yes, the same Penrose asin
Chapter 2—heisahighly versatile and cregtive individua, who has made mgor contributionsto
relaivity theory and other fields).

Penrose showed that it is possible for aparticle to dive in toward the kerndl from outside, split in two
when it isinsde the ergosphere, and then have part of it gected to the exterior in such away that the
piece has moretotal energy than the particle that went in. If we do this, we haveextracted energy from
the black hole.

Note that this must be akernel, aspinning black hole, not a Schwarzschild black hole. The energy that
we have gained comes from the rotational energy of the hole itself.

If the kernd starts out with only alittle spin energy, we can use the energy-extraction processin reverse,
to provide more rotationa energy. We will refer to that as"spinning up” the kerndl. " Spin down” isthe
opposite process, the one that extracts energy.

One other property of akernd will prove useful later. Every kernd (but not a Schwarzschild black hole)
possesses a“'ring Sngularity.” It appears possible to remain far enough from the singularity to avoid
destruction by tiddl forces, but close enough to take advantage of peculiar aspects of space-time there.
Thisisdiscussed further in Chapter 9.

Sinceit can be proved that ablack hole has as properties only mass, charge, spin, and magnetic
moment, and the last oneis fixed completely by the other three, that ssemsto say dl that can be said
about kernds. Thisresult, that al black holes are completely defined by three congtants, is atheorem
that is often stated in the curious form, "A black hole has no hair."

That was the situation until 1974, when Stephen Hawking produced a result that shocked everyone. In
perhaps the biggest surprisein dl black hole history, he proved thatblack holes are not black .

This calsfor some explanation. Generd relativity and quantum theory were both developed in this
century, but they have never been combined in a satisfactory way. Physicists have known this and been
uneasy about it for along time. In attempting to move toward what John Whedler referred to as"the
fiery marriage of generd rddivity with quantum theory,” Hawking studied quantum mechanicd effectsin
the vicinity of ablack hole. He found that particles and radiation can (and must) be emitted from the hole.

The smdler (and therefore less massive) the hole, the faster the rate of radiation. Hawking was able to
relate the mass of the black hole to atemperature, and as one would expect, a"hotter” black hole pours
out radiation and particles faster than a"cold" one. For ablack hole the size of the Sun, the associated
temperatureisfar lower than the background temperature of the Universe (the 2.7 Kelvin background
radiation). Such ablack hole receives more energy than it emits, so it will steadily increase in mass.
However, thereisno rule of nature that says ablack hole hasto be big and massive. For ablack hole of
afew billion tons (the mass of asmall asteroid) the temperature is so high, at ten billion degrees, that the
black hole will rediate itself away to nothing in agigantic and rapid burst of radiation and particles.



Furthermore, a spinning black hole will preferentialy radiate particles that decreaseits spin, whilea
charged black hole will prefer to radiate charged particlesthat reduce its overall charge.

Theseresults are so strange that in 1972 and 1973 Hawking spent alot of time trying to find the mistake
in hisown caculations. Only when he had performed every check that he could think of was hefindly
forced to accept the conclusion: black holes are not black after al; and the smallest black holes are the
least black.

We have discussed the properties of kernd's, without asking the cruciad question: Do they exist?

For awhile, it was thought that very smdl black holes, weighing only ahundredth of amilligram, might
have been created in the Big Bang. The Hawking radiative process showed that any of thosg, if they
ever existed, would have gone long since. Big black holes, however, ssem not only possible, but
inevitable. If the core of acollapsing star is massive enough (more than about three times the mass of our
Sun), then after the star explodes to a supernova, Oppenheimer and Snyder's results apply. The remnant
dar isforced to collapse without limit, and no force in the universeis powerful enough to stopiit.

Black holes, if they exist at dl, ought therefore to be common throughout the universe, perhaps enough
to make a sizable contribution to the missing mass needed to close it (see Chapter 4). However, some
people object to the very idea of black hole existence. Associated with them isasingularity—aninfinity
—that no one has been able to explain away, and singularities are generaly regarded as evidence that a
theory has something wrong with it. Eingtein himsdlf was reported to consider black holesasa'"blemish
to be removed from histheory by a better mathematical formulation.”

Until that better mathematical formulation comes aong, black holes are an acceptable part of theoretical
physics; but what isthe experimental evidence for them?

We have aproblem. A black hole, unlessitissmall (the mass of, say, asmdll asteroid) will not radiate
messurable energy. Also, we know of no way that ablack hole less than about three solar masses can
form. Black holes are therefore, by definition, not directly visible. Their existence, like the existence of
quarks, depends not on observing them, but on the role they play in smplifying and explaining other
observations.

A black hol€'s presence must be detected by indirect effects. For example, matter falling into a black
holewill beripped apart and give off apowerful radiation sgnd; but so will matter that falsinto a
neutron star. Distinguishing between the two isa subtle and difficult problem. One of the early and best
candidates for asolar-sized black hole is the source known as Cygnus X-1.

Very large black holes probably lie at the heart of many galaxies, and are the mechanism that powers
quasars. It isaso possible to regard the whole universe as a black hole, within which we happen to live,
but these are conjectures, not established facts. In view of Eingtein's comment, maybe any other possible
explanation isto be preferred.

Despite lack of final proof of their existence, black holes form avauable wegpon in the writer'sarsend.
Infact, they are so accepted afeature of the sciencefiction field that they can be introduced without
further explanation, like an alien or afaster-than-light drive. Black holes, of various sizes and properties,
can be found in hundreds of stories.

| will mention just ahandful, so you will not be tempted to write aclassic story that already exigs. "The
Hole Man," by Larry Niven (Niven, 1973);Imperial Earth , by Arthur C. Clarke (Clarke, 1975);
Beyond the Blue Event Horizon , by Frederik Pohl (Pohl, 1980); andEarth , by David Brin (Brin,
1990). All of these employ the Schwarzschild black hole. 1 like better the spinning, rotating black hole.
With my preferred namefor them, akernel (forKer r-Newman black hole), they are used in al the



doriesinOne Man's Universe , and inProteus Unbound (Sheffield, 1983, 1989).

CHAPTER 4
PhysicsintheVery Large

4.1 Galaxies. The ancient astronomers, observing without benefit of telescopes, knew and named many
of the stars. They also noted the presence of ahazy glow that extends across alarge fraction of the sky,
and they cdled it theMilky Way. Finaly, those with the most acute vison had noted that the constellation
of Andromeda contained within it amuch smaller patch of haze,

The progress from observation of the sarsto the explanation of hazy patchesin the sky camein stages.
Gdileo garted the bal rolling in 1610, when he examined the Milky Way with his telescope and found
that he could see huge numbers of stars, far more than were visible with the unaided eye. He asserted
that the Milky Way was nothing more than stars, in vast numbers. William Herschel carried thisastage
farther, counting how many stars he could seein different parts of the Milky Way, and beginning to build
towards the modern picture of agreat disk of billions of separate stars, with the Sun well away (30,000
light-years) from the center.

At the same time, the number of hazy patchesin the sky visible with a telescope went up and up as
telescope power increased. Lots of them looked like the patch in Andromeda. A dedicated comet
hunter, Charles Messer, annoyed at constant confusion of hazy patches (uninteresting) with comets
(highly desirable) plotted out their locations so as not to be bothered by them. This resulted in theMessier
Catalog : thefirgt and inadvertent catalog of galaxies.

But what were those fuzzy glowsidentified by Messer?

The suspicion that the Andromeda and other galaxies might be composed of stars, asthe Milky Way is
made up of stars, was there from Galileo'stime. Individua stars cannot usualy be seen, but only because
of distance. The number of gaaxies, though, probably exceeds anything that Galileo would have found
credible. Today's estimateis that there are about a hundred billion gdaxiesin the visble universe—
roughly the same asthe number of individud starsin atypica galaxy. Gaaxies, fanter and fainter asther
distance increases, are seen as far as our telescopes can probe.

In most respects, the distant ones ook little different from the nearest ones. But thereis one crucia
difference. And it tells us something fundamenta about the whole universe.

4.2 The age of the univer se. Galaxies increase in numbers asthey decrease in gpparent brightness,
and it isnatura to assume that these two go together: if we double the distance of agaaxy, it appears
one-quarter as bright, but we expect to see four timesas many likeit if spaceisuniformly filled with
gdaxies,

What we would not expect to find, until it was suggested by Carl Wirtz in 1924 and confirmed by Edwin
Hubblein 1929, isthat more distant galaxies appearredder than nearer ones.

To be more specific, particular wavelengths of emitted light have been shifted towards longer
wavelengthsin the fainter (and therefore presumably more distant) galaxies. The question is, what could



cause such ashift?

The most plausible mechanism, to aphysicig, iscdled theDoppler Effect . According to the Doppler
Effect, light from areceding object will be shifted to longer (redder) wavdengths; light froman
approaching object will be shifted to shorter (bluer) wavelengths. Exactly the same thing worksfor
sound, which iswhy a speeding police car's siren seemsto drop in pitch asit passes by.

If we accept the Doppler effect as the cause of the reddened appearance of the galaxies, we areled (as
was Hubble) to animmediate conclusion: the whole universe must beexpanding , a aclose to constant
rate, because the red shift of the galaxies corresponds to their faintness, and therefore to their distance.

Note that this does not mean that the universe is expanding into some other space. Thereis no other
gpace. It isthe whole universe—everything there is—that has grown over timeto its present dimension.

From the recession of the galaxies we can draw another conclusion. If the expansion proceeded in the
past asit doestoday, there must have been atime when everything in the whole universe was drawn
together to asingle point. It islogica to cal the period since then,the age of the universe . The Hubble
galactic red shift dlows usto caculate that length of time. The universe seems to be between ten and
twenty billion yearsold.

We have here atruly remarkable result: observation of the faint agglomerations of stars known as
galaxieshasled us, very directly and cleanly, to the conclusion that welivein auniverse of finite and
determinable age. A century ago, no one would have believed such athing possible.

The recession of the gdaxies dso, in a specific sense, saysthat welivein auniverse of finite and
determinable size. For since, according to relativity theory, nothing can move faster than light, the "edge
of theuniversg" isthe distance at which the recesson velocity of the galaxy islight speed. Nothing can
cometo us from farther away than that. There could be anything out there, anything at al, and we would
never know it.

Answering one question inevitably leads to another: Can we say anything more about the other "edge” of
the universe, the time that definesiits beginning?

One approach isto use our telescopes to peer farther into space. When we do this, we are aso looking
farther back intime . If agaaxy five billion light-years away sent light in our direction, thet radiation has
been on the way for five billion years. Therefore, if we canlook far enough out, at galaxies eight or even
ten billion light-years, we will be observing the early history of the universe.

Thereis one big built-in assumption here: the observed red shift hasto be associated with avelocity of
recession, and therefore with distance. One mysterious class of objectswith large red shifts has led some
people to question that assumption. These are thequasars (a contraction of quasi-stellar radio source, or
quasi-stellar object).

Quasars are characterized by their large red shifts, which suggeststhey are very distant, and by their
brightness, which meansthey have avery high intringc luminogity at least comparable with agadaxy. And
they aresmall . We know this not because they fail to show adistinct disc, which isnot surprising at their
presumed distances, but because their variationsin light patterns take place over such short periods that
we know they cannot be more than afew light-hours across. That is no more than the size of our own
solar system.

Thebig question is, how can something so smdl be so bright?

The only mechanism that anyone has been able to suggest is of amassive black hole (ahundred million



timesthe mass of our sun, or more) into which other matter isfalling. This proves an extraordinarily
efficient way of creating lots of energy. Almost half the mass of the in-falling matter can be converted to
pure radiation. If one or two stars ayear wereto fall into amonster black hole, that would be enough to
power the quasar.

There are, however, reputable scientists who do not believe this explanation at al. According to them,
quasars are not at galactic distances. They are much closer, much smaler and less bright, and thered
shift of thelr light is due to some other cause.

What other cause? We will mention one possibility in Chapter 13. Meanwhile, we assume the validity of
the Big Bang modd.

4.3 Early days. "Oh, cal back yesterday," said Sdlisbury, in Shakespeare'sRichard |1 . "Bidtime
return.”

What wasthe universelike, ten or twenty billion years ago, when it was compressed into avery small
volume? Surprisingly, we can deduce agood ded about those early days. The picture is acoherent one,
consstent with today's ideas of the laws of physics. It aso, quite specifically, says something about the
formation of elements during those earliest times.

Like much of twentieth-century physics, the story beginswith Albert Eingtein. After he had developed
the genera theory of rdativity and gravitation, he and others used it in the second decade of this century
to study theoretica models of the universe. Eingtein could congtruct asimple enough universe, with
matter spread through the whole of space. What he could not do was make it Sit till. The equations
inssted that the model universe either had to expand, or it had to contract.

To make hismode universe stand till, Eingtein introduced in 1917 anew, and logicaly unnecessary,
"cosmological congtant” into the generd theory. With that, he could build astable, atic universe. He
later described the introduction of the cosmologica constant, and his refusal to accept the redlity of an
expanding or contracting universe, asthe biggest blunder of hislife. More on thisin Section 4.11.

When Hubbleswork showed the universe to be expanding, Einstein at once recognized itsimplications.
However, he himsalf did not undertake to movein the other direction, and ask about the time when the
contracted universe was far more compact than it istoday. That was done by a Belgian, Georges
Lemaitre. Early in the 1930s L emaitre went backwardsin time, to the period when the whole universe
wasa"primeva aom." In thisfirst and single atom, everything was squashed into a sphere only afew
times as big as the Sun, with no space between atoms, or even between nuclei. Later scientific thought
suggeststhat the primevd atom wasfar smaler yet. AsLemaitre saw it, thisunit must then have
exploded, fragmenting into the atoms and stars and galaxies and everything elsein the universe that we
know today. He might judtifiably have called it theBig Bang , but he didn't. That name was coined by
Fred Hoyle (the same man who did the fundamental work on nucleosynthesis) in 1950. It isentirely
gppropriate that Hoyle, whose career has been marked by colorful and imaginative thinking, should have
named the centra event of modern cosmology. And it isironic that Hoyle himsdf, aswewill seein
Chapter 13, deniestheredlity of the Big Bang.

Lemaitre did not ask about the composition of the primeva atom. It might be thought that the easiest
assumption isthat everything in the universe was dready there, much asit is now. But that cannot be
true, because as we go back in time, the universe had to be hotter aswell as more dense. Before a
certain point, atoms as we know them could not exist; they would be torn gpart by the intense radiation
that permesated the whole universe.



The person who did worry about the composition of the primeva atom was George Gamow. In the
1940s, he conjectured that the origina stuff of the universe was nothing more than densdly packed
neutrons. Certainly, it seemed reasonable to suppose that the universe at its outset had no net charge,
snceit seemsto have no net chargetoday. Also, aneutron left to itsalf will decay radioactively, to form
an eectron and a proton. One e ectron and one proton form an atom of hydrogen; and even today, the
universeis predominantly hydrogen atoms. So neutrons could account for mogt, if not dl, of today's
universe.

If the early universe was very hot and very dense and dl hydrogen, some of it ought to have fused and
become helium, carbon, and other el ements. The question,How much of each? , was one that Gamow
and his student, Ralph Alpher, set out to answer. They calculated that about a quarter of the matter in
the primeva universe should have turned to hdium, afigure condstent with the present composition of
the oldest sars.

What Gamow and Alpher could not do, and what no one e se could do after them, was make the
elements heavier than hdium. Infact, Gamow and colleagues proved that heavier dement synthesisdid
not take place. It could not happen very early, because in the earliest moments, el ementswould be torn
gpart by energetic radiation. At later times, the universe expanded and cooled too quickly to provide the
needed temperatures.

Heavier el ement formation hasto be doneinstars , during the process known as stellar nucleosynthess.
Thefailure of the Big Bang to produce e ements heavier than helium confirms something that we aready
know, namely, that the Sun is much younger than the universe. Sol, a maybe five billion yearsold, isa
second, third, or even fourth generation star. Some of the materials that make up Sun and Earth derive
from older starsthat ran far enough through their evolution to produce the heavier e ements by nuclear
fuson and in supernovas.

4.4 All theway back.We are now going to run time backward toward the Big Bang. (Note: this section
draws heavily from the book The First Three Minutes [Weinberg, 1977]. | strongly recommend the
origind.)

Where should we start the clock? Well, when the universe was smaller in size, it was aso hotter. In ahot
enough environment, atoms as we know them cannot hold together because high-energy radiation rips
them gpart asfast asthey form. A good time to begin our backward running of the clock isthetime
when atoms could form and persst as stable units. Although stars and galaxieswould not yet exigt, at
least the universe would be made up of familiar components: hydrogen and helium atoms.

Atomsformed, and held together, somewhere between half amillion and amillion years after the Big
Bang. Before that time, matter and radiation interacted continuoudy. Afterward, radiation could not tear
matter apart asfast asit wasformed. The two "de-coupled,” or nearly so, became quasi-independent,
and went their separate ways. Matter and radiation till interacted (and do o to thisday), but more
weakly. The temperature of the universe when this happened was about 3,000 degrees. Ever since then,
the expansion of the universe has lengthened the wavel ength of the background radiation, and thus
lowered itstemperature. The cosmic background radiation discovered by Penzias and Wilson, a 2.7
degrees above absol ute zero, is nothing more than the radiation at the time when it decoupled from
matter, now grown old.

Continuing backwards. before atoms could form, helium and hydrogen nuclel and free dectrons could
exist; but they could not combine to make atoms, because radiation broke them apart. The form of the
universewas, in effect, controlled by radiation energetic enough to prevent atom formation. This Stuation



held from about three minutes to one million years A.C. (After Crestion).

If we go back before three minutes A.C., radiation was even more dominant. It prevented the build-up
even of hdium nucle. Asnoted earlier, the fusion of hydrogen to helium requires hot temperatures, such
aswefind in the center of stars. But fusion cannot take placeif it istoo hot. For heium nucle to form,
three minutes after the Big Bang, the universe had to "cool" to about a billion degrees. All that existed
before thistime were dectrons (and their positively charged forms, positrons), neutrons, protons,
neutrinos, and radiation.

Until three minutes A.C., you might think that radiation controlled events. Not so. Aswe proceed
backwards and the temperature of the primordia firebal continuesto increase, we reach a point where
the temperature is so high (above ten billion degrees) that large numbers of eectron-positron pairsare
created from pure radiation. That happened from one second to 14 seconds A.C. After that, the number
of eectron-positron pairs decreased rapidly, because less were being generated than were annihilating
themsalves and returning to pure radiation. When the universe "cooled” to ten billion degrees, neutrinos
a so decoupled from other forms of matter.

We have along way to go, physicaly speaking, to the moment of creation. Aswe continue backwards,
temperatures rise and rise. At atenth of asecond A.C., the temperature of the universeis 30 billion
degrees. The universeisasoup of eectrons, protons, neutrons, neutrinos, and radiation. However, as
the kinetic energy of particle motion becomes greater and greeter, effects caused by differences of
particle mass are lessimportant. At 30 billion degrees, an eectron easily carries enough kinetic energy to
convert aproton into the dightly heavier neutron. In this period free neutrons are constantly decaying to
form protons and electrons, but energetic proton-electron collisions undo their work by remaking
neutrons.

The clock keeps running backward. The important time intervals become shorter and shorter. At one
ten-thousandth of asecond A.C., the temperature is one thousand billion degrees. The universeis so
small that the density of matter, everywhere, isas great asthat in the nucleus of an atom (about 100
million tons per cubic centimeter; afair-szed asteroid, at thisdengty, fitsin athimble). Theuniverseisa
sea of quarks, electrons, neutrinos, and energetic radiation.

We can go farther, at least in theory, to the time, 10*seconds A.C., when the universe went through a
super-rapid "inflationary phase," growing from the size of a proton to the size of a basketbal in about
5x102seconds. We can even go back to atime 10“seconds A.C. (termed thePlanck time ), when
according to aclass of theories known assuper symmetry theories, the force of gravity decoupled from
everything else, and remains decoupled to thisday.

The times mentioned so far are summarized in TABLE 4.1 (p. 98). Note that dl thesetimesare
measured from the moment of the Big Bang, so t=0 isthe instant that the universe cameinto being.

TABLE 4.1 displays one inconvenient feature. Everything seemsto be crowded together near the
beginning, and mgjor events become farther and farther apart in time as we come closer to the present.
Thisis even more gpparent when we note that the origin of the solar system, whileimportant to us, has
no cosmic sgnificance.

Let us seek achange of time scale that will make important events more evenly spaced on thetimeline.
We make achange of the time coordinate, defining anew time, T, by T=log(t/t, ), wheret,is chosen as
15 hillion years, the assumed current age of the universe.

That produces TABLE 4.2 (p. 98). All the entriesin it are negative, since we have been dealing so far
only with past times. However, the entries for important events, in cosmological terms, are much more



evenly spaced in T-time.

Wewill returnto TABLE 4.2 |ater. Note, however, that we cannot get al the way to the Big Bang in
T-time, Sncethat would correspond to a T vaue of minusinfinity. However, afalureto reach infinite
pressure and temperature is no bad thing. In T-time, the Big Bang happened infinitely long ago.

The time transformation that we made to T-time has no physica motivation. It gives us aconvenient time
scaefor spacing past events, in terms of afamiliar function, but there is no reason to think it will be
equaly convenient in describing the future.

A vaueof T=+60.7, which isasfar ahead of the present on the T-time scae asthe Planck timeis
behind us, correspondsto atime of 7.5x10™years from now.

Does the future of the universe admit such atime? We shall see.

At this point, however, | want to pause and ask, does it make any senseto go back so far? If wetry to
press"dl theway back" to zero time, we find ourselves faced with asingularity, atime when maiter
density and temperature tend to infinity. The gppearance of infinity in aphysica theory isone good way
of knowing that there is something wrong—not with the universe, but with the theory. The most likely
problem isthat physical laws derived under one set of conditions cannot be applied to grosdy different
conditions. However, it isaso possible that the theory itsdlf istoo naive.

In either case, we are dready far away from the scientific mainland, well into science fiction waters. We
are certainly beyond the realm of the physical lawsthat we can test today. We are at this stage no more
plausible than Archbishop Ussher, convinced that he had pinned down the time of crestion.

Moreto the point, does the early history of the universe make any difference toanything today?

Oddly enough, it does. The early history was crucid in deciding the whole structure of today's universe.
Let usseewhy.

4.5 The missing matter. The universeis expanding. Almost every cosmologist today agrees on that.
Will it go on expanding forever, or will it one day dow to ahdt, reverse direction, and fal back in on
itsdf ina"Big Crunch™? Or isthe universe perhaps poised on the infinitely narrow dividing line between
expangon and ultimate contraction, so that it will increase more and more dowly in size and finaly (but
after infinite time) stop its growth?

We a'so ought to mention still another possbility, that the universeoscillates , going through endless
phases of expansion followed by contraction. Thisidea, known askinematic relativity, was developed
by E.A. Milne (not, please, to be confused with A.A. Milne), but it has now falen from favor.

The thing that chooses among the three main possihilitiesisthe tota amount of massin the universe; or
rather, since we do not care what form the mass takes, and mass and energy are totally equivalent, the
future of the universeis decided by the total mass-energy content per unit volume.

If the mass-energy istoo big, the universewill end inthe Big Crunch. If it istoo small, the universe will fly
apart forever. Only in the Goldilocks Situation, where the mass-energy is"just right,” will the universe
ultimately reach a"flat" condition.

The amount of matter needed to stop the expansion of the universeis not large, by terrestria standards.
It callsfor only three hydrogen atoms per cubic meter.

|sthere that much available?



If we estimate the mass and energy from visible materid in stars and galaxies, we find avaue nowhere
near the"critica dengity” needed to make the universefindly flat. If we arbitrarily say thet the critica
mass-energy density hasto be unity to end the expansion after infinite time, we observe avaue of only
0.01.

Thereis evidence, though, from the rotation of galaxies, of more "dark matter” than visble matter. Itis
not clear what this dark matter is—black holes, very dim stars, clouds of neutrinos—but when we are
examining the future of the universe, we don't care. All we worry about isthe amount. And that amount,
from galactic dynamics, could be at |east ten times as much as the visible matter. Enough to bring the
density to 0.1, or possibly even 0.2. But no more than that.

One might say, dl right, that'sit. Thereis not enough matter in the universe to stop the expansion, by a
factor of about ten, so we have confirmed that we live in aforever-expanding universe.

Unfortunately, thet is not the answer that most cosmologists would redly liketo hear. The problem
comes because the most acceptable cosmological modestell usthat if the density isasmuch as0.1
today, then in the past it must have been much closer to unity. For example, a one second A.C., the
dengity would have had to be within one part in amillion billion of unity, in order for it to be 0.1 today. It
would be an amazing coincidence if, by accident, the actua density were so closeto the critical dengty.

Most cosmologists therefore say that, today's observations notwithstanding, the density of the universeis
exactly equa to the critical value. In this case, the universe will expand forever, but more and more
dowly.

The problem, of course, is then to account for the matter that we don't observe. Where could the
"missing matter" be that makes up the other nine-tenths of the universe?

There are several candidates. And now, | should point out, we are very much into sciencefiction
territory.

One suggestion isthat the universeisfilled with energetic ("hot") neutrinos, each with asmall but nonzero
meass (as mentioned earlier, the neutrino is usudly assumed to be masdess). Those neutrinos would be
left over from the very early days of the universe, so we are forced back to studying the period soon
after the Big Bang. However, there are other problems with the Hot Neutrino theory, becauseif they are
the source of the mass that stops the expansion of the universe, the galaxies, according to today's
models, should not have developed as early asthey did.

What about other candidates? Well, the class of theories dready aluded to and known as
supersymmetry theoriesrequire that as-yet undiscovered particles ought to exist.

There areaxions , which are particlesthat help to preserve certain symmetries (charge, parity, and
time-reversd) in eementary particle physics, and there arephotinos ,gravitinos , and others, based on
theoretical supersymmetries between particles and radiation. These candidates are dow-moving (and so
congdered "cold") but some of them have substantia masses. They too would have been around soon
after the Big Bang. These dow-moving particles clump more easily together, so the formation of galaxies
could take place earlier than with the hot neutrinos. We seem to have a better candidate for the missing
meatter—except that no one has yet observed the necessary particles. Neutrinos are at least known to
exid!

Supersymmetry, in the particular form known assuper string theory , offers one other possible source of
hidden mass. Thisoneiseasly the most speculative. Back at the time, 10“*seconds A.C., when gravity
decoupled from everything else, a second class of matter may have been created that interacts with
norma matter and radiation only through the gravitationa force. We can never observe such matter in



the usual sense, because our observationa methods, from ordinary telescopesto radio telescopesto
gammaray detectors, dl rely onelectromagnetic interaction with matter. The "shadow matter”

produced at thetime of gravitationa decoupling lacks any such interaction with the matter of the familiar
universe. We can determineits existence only by the gravitational effectsit produces, which, of course, is
exactly what we need to "close the universe.”" Unfortunately, the invocation of shadow matter takesus
back to such an early timethat if we are sure of anything, it isthat the universe then was unrecognizably
different from the way that it istoday.

| used shadow matter in astory (" The Hidden Matter of McAndrew," Sheffield, 1992). However, |
took care to be suitably vague about its properties.

4.6 Theend of the universe. "When | dipped into the Future far as human eye could see” said
Tennyson in the poem "Lockdey Hdl." Writing in 1842 he did pretty well, foreseeing air warfare and
universal world government. We can go along way beyond that.

Let'sstart with the "near-term” future. We can modd mathematicaly the evolution of our own sun. Inthe
near-term (meaning in this case the next few billion years) the results are unspectacular. Thesunisa
remarkably stable object. It will smply go on shining, becoming dowly brighter. Five billion yearsfrom
now it will betwiceits present diameter, and twice as bright. Eventually, however, it will begin to deplete
itsstock of hydrogen. At that point it will not shrink as one might expect, but begin to balloon larger and
larger. Eight billion yearsin the future, the sun will be two thousand times as bright, and it will have
grown S0 big (diameter, ahundred million miles) that its spherewill fill haf our sky. The oceans of Earth
will long since have evaporated, and the land surface will be hot enough to melt lead.

That far future Sun, vast, sationary and dim-glowing in the sky of an ancient Earth, was described by
H.G. Wellsin one of the most memorable scenesin sciencefiction (The Time Machine, 1895). The
details are wrong—nhisfuture Earth is cold, not hot—but the overdl effect isincredibly powerful. If you
have not read it recently, it well repays rereading.

In studying the long-term future of the sun, we have asan incidental dedlt with the future of the Earth. It
will beincinerated by the bloated sun, which by that time will be ared giant. The sun, asits energy
resources steadily diminish even further, will eventudly blow off its outer layers of gas and shrink to end
itslife, ten billion years from now, as adense white dwarf star not much bigger than today's Earth.

None of this should be a problem for humanity. Either we will be extinct, or long before five billion years
have passed we will have moved beyond the solar system. We can, if we choose, goto St around a
smaller gar. It will belessprodiga with its nuclear fuel, and we can enjoy itswarmth for maybe a
hundred billion years. By that time the needs of our descendants will be quite unknowable.

However, before that time something quaitatively different may have happened to the universe. Just
possibly, it will have ended. We know that the universeis open, closed, or flat, but no one knowswhich.
We must examine d| three dterndtives.

4.7 The Big Crunch. We begin with the case of the closed universe, which isin many waysthe least
aopeding. It hastoit adreadful fedling of finaity—though it isnot clear why ahuman being, witha
lifetime of acentury or S0, should be upset by events maybe fifty to a hundred billion yearsin the future.

The Big Crunch could happen as"soon™ as 50 billion years from now, depending on how much the
average mass-energy of the universe exceeds the critical amount. We know from observation that the



massenergy dengity isnot more than twice the critical dengity. In that limiting case we will see about 17.5
billion more years of expansion, followed by 32.5 billion years of collgpse. A smaller mass-energy
densty impliesalonger future.

Not surprisingly, T-timeisingppropriate to describe thisfuture. Thelogarithm function has asingularity at
t=0, but nowhere e'se. An gppropriate time for the closed universe contains not one singularity (T=
-infinity, the Big Bang), but two (T=-infinity, the Big Bang, and T=+infinity, the Big Crunch). Asthe
universe gpproachesits end, the events that followed the Big Bang must appear in inverse order. There
will come atime when atoms must disappear, when hdium splits back to hydrogen, when
electron/positron pairs appear, and so on.

A reasonable time transformation for the closed universeis T =log(t/(C-t)), where C isthe time,
measured from the Big Bang, of the Big Crunch.

TABLE 4.3 (p. 99) shows how this transformation handles sgnificant times of the past and future. In this
case, we have chosen T =0 asthe midpoint in the evolution of the universe, equaly far from its beginning
and itsend. For past times, the vaues are very smilar to those obtained with T-time. For future times
closeto the Big Crunch, T-timeand T -time areradicdly different. Asthe universeis collapsing toits
find Sngularity T.-timeisrushing on to infinity, but the hands of the T-time clock would hardly be moving.

T.isaplausible timeto describe the evolution of aclosed universe. Whent tendsto zero, T tendsto
minusinfinity, and whent tendsto C, T .tendsto plusinfinity. Thus both end points of the universe are
inaccessblein T -time. The transformation is symmetric about the "midpoint” of the universe, t=C/2. This
does not mean, asis sometimes said, that time will "run backwards' asthe Universe collgpses. Time
continuesto run forward in either t-time or T -time, from the beginning of the Universeto itsend. Note
adsothat T hasno red values, and hence no meaning, for times before the Big Bang or &fter the Big
Crunch.

Since the collapse appliesto the whole universe, there is no escape—unless one can find away to leave
this universe completely, or modify its Sructure. | dedlt with both those possibilitiesin the novel
Tomorrow and Tomorrow (Sheffied, 1997).

4.8 At the eschaton. | want to mention another aspect of the end of the universe, something that
appearsonly inthe case whereit is closed. Consider the following statement:

The existence of God depends on the amount of matter in the universe.

That is proposed, as a serious physical theory, by Frank Tipler. It was the subject of apaper (Tipler,
1989) and alater book (Tipler, 1994). Both concern the "eschaton.” That isthe find state of all things,
and it thereforeincludesthefina state of the universe.

Tipler arguesthat certain types of possible universes allow a physicist to deduce (hisown termisprove )
the ultimate existence of abeing with omnipresence, omniscience, and omnipotence. Thisbeing will have
accessto al theinformation that has ever existed, and will have the power to resurrect and re-create any
person or thing that has ever lived. Such abeing can reasonably be called God.

The universe that permitsthismust satisfy certain conditions:



1) Theuniverse must be such that life can continue for infinite subjectivetime.

2) Space-time, continued into the future, must have as a boundary a particular type of termination,
known as a c-boundary.

3) The necessary c-boundary must consst of asingle point of space-time.

Then, and only then, according to Tipler, God with omnipresence, omniscience, and omnipotence can be
shown to exi<.

Conditions 2) and 3) are satisfied only if the universeisclosed . It cannot be expanding forever, or even
asymptoticaly flat, otherwise the theory does not work. The choice, open or closed, depends aswe
aready noted on the mass-energy dendty of the universe.

The definition of "omnipotent” now becomes extremely interesting. Would omnipotenceinclude the
power to avoid thefind sngularity, by changing the universeitself to an open form?

| liketo think so, and inTomorrow and Tomorrow | took that liberty.

When the question of missing matter and the closed or open universe wasintroduced, it seemed
interesting but quite unrelated to the subject of religion. Tipler arguesthat the existence of God, including
the concepts of resurrection, eternal grace, and eternd life, depends crucialy on thecurrent mass-energy
densty of theuniverse.

We aready noted the surprising way in which the observation of those remote patches of haze, the
galaxies, showed that the universe began afinite time ago. That was astriking concluson: Smple
observations today defined thefar past of the universe,

Now we have atill stranger notion to contemplate. The search for exotic particles such as "hot"
neutrinos and "cold" photinos and axionswill tell us about the far future of the universe; and those same
measurements will have application not only to physics, but to theology.

4.9 Expansion forever . Suppose that the universe is open rather than closed. Then it will expand
forever.

Freeman Dyson wasthefirg to andyze this situation (Dyson, 1979). Firg, al ordinary stellar activity,
even of the latest-formed and smallest suns, will end. That will be somewhat lessthan amillion billion
(say, 10%) yearsin the future. After that it isquiet for awhile, because everything will betied up in stellar
leftovers, neutron stars and black holes and cold dwarf stars.

Then the protons in the universe begin to decay and vanish.

That requires aword of explanation. A generation ago, the proton was thought to be an eterndly stable
particle, quite unlike its cousin, the unstable free neutron. Then aclass of theories came dong that said
that protons too may be unstable, but with avastly long lifetime. If these theories are correct, the proton
hasafinitelifetime of a least 10®2years. In this case, asthe protons decay dl the starswill finally become
black holes.

The effect of proton decay is dow. It takes somewhere between 10*and 10®years before the stellar
remnants are dl black holes. Note that on thistime scale, everything that has happened in the universe so
far istotaly negligible, atick at the very beginning. Theratio of the present age of the universeto 10
yearsislike afew nanoseconds compared with the present age of the universe.



In terms of T-time, the stellar remnants collapse to form black holes between T=19.8 and T=25.8. The
T-trandformation il does pretty well in describing the open universe,

Long after the protons are al gone, the black holes go, too. Black holes evaporate, aswe saw in
Chapter 3. Today, the universeisfar too hot for ablack hole of stellar massto be able to lose mass by
radiation and particle production. In another 10%years or so that will not be true. The ambient
temperature of the expanding universe will have dropped and dropped, and the black holeswill
evaporate. Those smdler than the Sunin masswill go firgt, oneslarger than the Sun will go later; but
eventualy dl, stars, planets, moons, clouds of dust, everything, will turn to radiation.

In this scenario, the universe, some 10®years from now, will be an expanding ocean of radiation, with
scattered within it apossible sprinkling of widdy-separated eectron-positron pairs.

Theidea of proton decay is controversial, so we must consider the aternative. Suppose that the proton
isnot an ungtable particle. Then we have arather different (and far longer) future for the universe of
materia objects.

All the sarswill continue, very dowly, to change their composition to the eement with the most nuclear
binding energy: iron. They will be doing this after some 10*®years.

Findly (though it is not the end, because there is no end) after somewhere between 10 to the 10%and 10
to the 10™years, atime so long that | can find no andogy to offer afed for it, our solid iron neutron stars
will become black holes. Now our T-time scaledso failsus. A t-time of 10 to the 10%years
corresponds to T=10%, itsef anumber huge beyond visudization.

Isthisthe end of the road? No. The black holes themsalveswill disappear, quickly on thesetime scales.
Thewhole universe, asin the previous scenario, becomes little more than pure radiation. This
all-encompassing bath, feeble and far-diluted, is much too weak to permit the formation of new particles.
A few dectron-positron pairs, far apart in space, perss, but otherwiseradiationisdll.

TABLES 4.4, 4.5 and 4.6 (pp. 99-100) show the calendar for the futurein "norma" t-time, for the
closed and open universes with the unstable and stable proton. Time is measured from today, rather than
the beginning of the universe.

410 Lifein thefar future. Thereissomething alittle unsatisfactory about the discusson sofar. A
universe, closed or open, without anyone to observeit, fees dull and pointless.

What are the prospects for observers and conscious participants, human or otherwise? We will certainly
not equate "intelligence" with "humanity,” since over the time scaesthat we have encountered, theidea
that anything like uswill exist isremotely improbable.

Let usnotethat, on the cosmologica scale, life aswe know it on Earth has arespectable ancestry. Life
emerged quite early in this planet'slifetime, about three and ahdf billion years ago, so lifeis now about a
fourth asold asthe universe itsdlf.

Land life appeared much later, 430 million years ago for smple plants. Thefirst land animas came aong
afew tensof millions of yearslater. Mammals have existed for maybe 225 million years, and flowering
plants about a hundred million. Recognizable humans, with human intelligence, appeared amere three or
four million years ago. We are upstarts, in auniverse where ordinary turtles have been around,
essentialy unchanged in form and function, for acouple of hundred million years. Perhapsthat iswhy we
lack the cam certainty of thetortoise.



Humans have a short past, but we could have along future. We have aready taken care of the
"near-term” future. The Earth should remain habitable (unless we oursel ves do something awful toit) for
afew billion years. After that we can head for adwarf star, and be comfortable there for another thirty
to ahundred billion years. Dwarf stars shine dimly, but a planet or free-gpace colony in orbit afew
million milesaway from one will find more than enough energy to support athriving civilization; and of al
the starsin the universe, the inconspicuous, long-lived dwarf stars gppear to form the vast mgority.

Earth, of course, will be gone—unless perhaps our descendants, displaying atechnology asfar beyond
ours as we are beyond the Stone Age, decide to take the home planet along on their travelsfor
sentimental reasons.

If we are to consider longer time scales, beyond thirty billion years, we must distinguish between the
cases of an open and a closed universe.

In the universe of the Big Crunch it seems obviousthat life and intelligence cannot go on forever. The
future contains a definite time at which everything in existence will be compressed to asingle point of
infinite pressure and temperature. If we continue to measure time in the usua way, life can exist for a
finitetime only. However, we have dready noted that in T -time, even the Big Crunchisinfinitdy far
away. Although the transformation that we introduced seemed like amere mathematical artifice, it can be
shown that there is enough time (and available energy) between now and the Big Crunch to think an
infinite number of thoughts. From that point of view, if wework withsubjective time inwhich life
survives|ong enough to enjoy infinite numbers of thoughts, that will be like living "forever" according to
one reasonable definition. It isdl aquestion of redefining our time coordinates.

The open universe case has no problem with available time, but it does have a problem with available
energy. Inthefar future our energy sourceswill becomeincreasingly diluted and distant.

Dyson has aso analyzed this Situation (persona communication, Dyson, 1992). He has examined the
possibility of continued life and intelligence for the case of an asymptoticdly flat spacetime, wherethe
universe sits exactly on the boundary of the open and closed cases. | have not seen the details of his
anaysis, and to my knowledge they have not been published. Here, however, are his conclusions.

Firgt, hibernation will beincreasingly necessary. Thefraction of time during which athinking entity can
remain "conscious' must becomeless, liket*:. Also, the thinking rate must decrease, so that "subjective
time" will proceed more dowly, liket*2. To give an example of what thisimplies, onemillion billion years
from now you will be able to remain awake for only ten years out of each million. And during thoseten
years, you will only be able to do as much thinking as you can do now in one hour. There will be no
more "lightning flashes of wit." Ingtead it will dl be Andrew Marvel's"vaster than empires and more
dow." All thought must be"cool cdculation.”

The good newsisthat you have an indefinitely long time available, so that you can eventudly think an
infinitely large number of thoughts.

Curioudy enough, in an ultimatdly flat universe an infinite number of thoughts can be thought with the use
of only afinite amount of energy. That'sjust aswell, because in such auniverse free energy becomes|less
and less easy to come by astime goes on.

4.11 Complications from the cosmological constant.Recent observations (1999) suggest that the
universeisnot only open, but isexpandingfaster over time. If these observations hold up, they will
eliminate the Big Crunch possibility. They also force me, in alate addition to the text, to say alittle more



about something that | had hoped to avoid: the "cosmologica congtant.”

Since the presence of matter can only dow the expansion of the universe, what could possibly speed up
expanson?

Let'sgo back again to the early days of the theory of generd relativity, when Einstein noted that his
equations permitted the introduction of asingle extravariable, which he caled thecosmological constant
, generally denoted by ?. It was not that the equationsrequired the added term, they merely permitted it;
and certainly the equations appeared more e egant without 2. However, by including the cosmologica
constant, Einstein was able to produce a universe that neither expanded nor contracted.

Then in 1928, Hubble offered evidence that distant galaxies were receding and the whole universe was
expanding. At that point, dmost every physicist would have been more than happy to throw out the
cosmological constant, as unnecessary. Unfortunately, like afary-tae evil spirit, ? proved much easer to
raise than to banish. No one could prove that ? was necessarily equal to zero. It was known that ? must
be smal, since anon-zero ? produces a " pressure” in space-time, encouraging the expansion of the
universe regardless of the presence of matter. Thusthe rate of expansion of the universe sets an upper
limit on the possible vadue of 2.

Even 0, the cosmologica constant wasfelt to be somehow "unphysicd.” Kurt Godel, the famous
logician, added weight to that idea. He became interested in generd relativity when he was Eingtein's
colleague at the Princeton Ingtitute for Advanced Study, and in 1949 he produced a strange solution of
the Eingtein field equations with anon-zero ?. In Godd's sol ution the whole universe has an inherent
rotation, which the real universe according to al our measurements does not. Thiswas regarded as
evidence that anon-zero cosmologica congtant could lead to weird results and was therefore unlikely.

However, weirdnessfor the universeis certainly permitted. We have seen enough evidence of that on
the smdlest scale, in the quantum world. And now we have the possibility that remote galaxies, flying
apart from each other faster and faster under the pressure of anon-zero ?, offer evidence on the largest
scale that once again, in the words of J.B.S. Haldane, "the universeis not only queerer than we suppose,
it isqueerer than wecan suppose.”

TABLE 4.1

Event time, t
Gravity decouples 10*seconds
Inflation of universe 10*seconds
Nuclear matter dengty 0.0001 seconds
Neutrinos decouple 1 second
Electron/positron pairs vanish 30 seconds
Heiumnude form 3.75 minutes
Atomsform Imillionyears
Gdaxy formation begins 1hillionyears




Birth of solar system 10hillionyears
Today 15 hillionyears

TABLE 4.2

T=log(t/ty), wheret,is chosen as 15 billion years.

Event T

BigBang -infinity}
Gravity decouples -60.7|
Inflation of universe -52.7
Nuclear matter dengty -21.7|
Neutrinos decouple -17.7
Electron/pogtron pairsvanish -16.2
Heiumnude form -15.3
Atomsform -4.2
Gaaxy formation begins -1.2
Birth of solar system -0.2
Today 0

TABLE 4.3

T.=log(t/log(C-t))

Event T.

BigBang -infinity}
Gravity decouples -61.31]
Inflation of universe -52.31
Nuclear matter dengity -22.31]
Neutrinos decouple -18.31
Electron/poditron pairs vanish -16.83
Hdiumnude form -15.95
Atomsform -4.81]
Gaaxy formation begins -1.81]
Birth of solar system -0.74
Today -0.52
"Hdfway" point (32.5 billion yrs) 0




Helium dissociates +15.95
Electron/positron pairsform +16.83
Neutrinos couple +18.31]
Gravity couples +61.31]
End point (65 billion years) +Hfinity]

TABLE 44
Closed Universe.
Event t (billions of years)
Today 0
Sun becomes red giant 5
Halfway point, expanson ceases 17
Most dwarf stars cease to shine 30
Big Crunch 50
TABLE 45
Open Universe, Unstable Proton.
Event t (years)
Today 0
Sun becomes red giant 5hillion
Most dwarf stars cease to shine 30hillion
All stdlar activity ceases 10#
Stellar remnants become black holes 10®-10®
Black holes evaporate 10%
Rediation only 10%®

TABLE 4.6

Open Universe, Stable Proton.



Event t (years)
Today 0

Sun becomes red giant 5hillion

Mogt dwarf stars ceaseto shine 30hillion

All stellar activity ceases 104

Stars are iron neutron stars 10

Neutron stars form black holes >10to the 10%
Rediation only 10to the 10™

CHAPTERS
The Constraints of Chemistry

Thereis another way to distinguish physicsfrom chemistry. Physicsis needed in describing the world of
the very smdl (atoms and down) and the very large (stars and up). Chemistry works with everything in
between, from moleculesto planets. So athough physicsisvita to us (where would we be without
gravity and sunlight?), chemical processes|argely control our everyday lives.

An exception to thisrough rule has been created in the last century, as aresult of human activities.
Lasers, nuclear power, and dl eectronics from computers to television derive from the subatomic world
of physcs.

5.1 Isaac Asmov and the Timonium engine.Isaac ASmov was afamous sciencefiction writer, justly
proud of the breadth of his knowledge. He wrote books on everything that you can think of, inside and
outsde science.

In the nineteenth century, the following jingle was made up about Benjamin Jowett, afamoudy learned
Oxford Don:

"l am Master of thiscollege,
What | don't know, isn't knowledge."

About Asmov, we might offer thisvariation:

"l am sciencefiction'sguru,
What | don't know, don't say you do."

Thisdoesn't actualy rhyme, but it makes a point. Asmov knewlots . So when he, on apanel at a
science fiction convention in Baltimore, heard one of the other speakers refer to a spaceship whose
"engines were powered by timonium," and he noticed that al the audience laughed in aknowing way, he



was quite put out.

Only later did he learn that thiswas a purely local reference. Timonium sounds like the name of an
element, amilar to titanium or plutonium, but it isactualy asuburb of Bdtimore. There waslittle chance
that Asmov would know about it, and the other speaker relied on that fact.

Why, though, was ASmov so sure that timoniumwasn't an e ement, perhaps a newly-discovered one
between, say, titanium and chromium? Simply because there is dready an dement, vanadium, between
titanium and chromium; andther e cannot be any others . Titanium has atomic number 22, vanadium 23,
chromium 24. If you say in agtory that someone has found another element in there, isit much like
saying that you have discovered anew whole number between eight and nine.

In fact, dthough the norma ordering of the e ements correspondsto their atomic weights, their
numbering isjust the number of eectronsthat surround the nucleus. Hydrogen has one, helium hastwo,
lithium hasthree, beryllium has four, and so on. Nothing has, or can have, afractional number of
electrons.

Moreover, the electrons are not buzzing around the nucleus a random, they are structured into "electron
shells" each of which holds a specific number of dectrons. Chemical reactionsinvolve eectronsonly in
the outermost shells of an atom, and thisdecides dl their chemica properties. The shells have been given
names. Proceeding outward from the nucleus, we have K, L, M, N, O, P, and Q. Easy to remember,
but of no physica significance.

Theinnermost shell can hold only two el ectrons. Hydrogen has one e ectron, so it has aplace for one
more, or dternatively we might think that it has one eectron to spare. Hydrogen can take an eectron
from another atom, or it can shareits single e ectron with something € se. Helium, on the other hand, has
two dectrons. That makes afilled shell, and in consequence helium has no tendency to share el ectrons.
Helium does not react appreciably with anything. If you write astory in which arace of diensare
helium-breathers, you'd better have amighty unusua explanation.

Other dementswith closed shells are neon (complete shell of two plus complete shell of eight), argon,
(shell of two plus shell of eight plus shell of eight), krypton, xenon, and radon. Y ou may recognize these
asthe"noble gases’ or "inert gases.™ All resist combination with other eements. Radon, €ement number
86, decaysradioactively, but fairly dowly, over aperiod of days. Radioactive decay, snceit involvesthe
nucleus of the atom, isby our definition a subject for physicsrather than chemistry.

Atomswith one spaceleft in afilled shell dso combine very readily, particularly when that "hole' can be
matched up with an extra dectron in some other dement which has onetoo many for afilled shell.
Elementswith one eectron less than afilled shdll include hydrogen, fluorine, chlorine, bromine, iodine,
and adtdine. These dementsare dl strongly reactive, and collectively they are known as "halogens.”

Ha ogen means "sdt-producing,” for the good reason that these eements, in combination, al produce
variousforms of sdts. Thelast dement in the haogen list, astatine, eement number 85, isalso ungtable.
Inafew hoursit decays radioactively. However, the properties of astatine—whileit lastss—are very
amilar chemicaly to the properties of iodine.

Atomswith one eectron too many for afilled shell include the dements lithium, sodium, potassium,
rubidium, and cesum. Known collectively asthealkali metals , they combine readily with the halogens
(and many other eements) and form stable compounds. Note that we can choose to regard hydrogen as
ahalogen, an akai metd, or both.

The actua number of eectronsin each shell isdecided by quantum theory. However, long before
guantum theory had been dreamed up and before anyone knew of e ectrons, the e ements had been



formed into groupsin terms of their generad chemica properties. Thiswas done by Mendeleyev, who
about 1870 had developed a " periodic table" of the dements. It istill in use today, suitably extended by
elements discovered Snce Menddeyev'stime—discovered, in large part, because he had used the
periodic table to predict that they ought to be there.

We repedt, for emphasis. the chemica properties of an eement arecompletely decided by the number
of dectronsinitsouter shell only. Thereisno scope for adding new eementsin the cracks' of the
periodic table, and little scope for new chemical properties beyond those known today.

Can wefind away around that hindrance, and give the writer some room to maneuver?

We can. The so-called "naturd™ e ements begin with hydrogen, atomic number 1, and end with uranium,
atomic number 92. Uranium isitsef radioactive, so over along enough period (billions of years) it
decaysto form lighter eements. Heavier el ements than uranium are not impossible to make, but they are
ungtable. In a short time—for dements with high enough atomic numbers, smal fractions of asecond—
they decay and become some other, lighter eement.

If we could just make stable elementsheavier than uranium, or anything else known to our laboratories
today, awhole new field of chemistry would open up. These new "transuranic eements’ could have
who-knows-what interesting properties.

Now, as heavier and heavier el ements are created beyond uranium, their radioactive decay to other
elements normally takesless and lesstime. It seems hopelessto ook for new stable elements. However,
thereisoneray of hope. The neutrons and protons that make up the atomic nucleusform, like the
eectronsoutsdeit, "shells" When the number of neutronsin anucleus has certain values (known as
"magic numbers"), the corresponding e ement isunusudly stable. Similarly, extra sability isachieved
when the number of protonsin anucleus has"magic” vaues. If anucleus has the right number of protons
(usudly written Z)and the right number of neutrons (usudly written N), it isknown as"doubly magic,”
and is correspondingly doubly stable.

Magic numbers, computed from the shell theory of the nucleus (and generdly agreeing with experiment),
are 2, 8, 20, 28, 50, 82, 114, 126, and 184. Thetheoretical calculations provide the higher values, but
these are not seen in naturaly occurring eements which end at uranium with Z=92. In principle,
doubly-magic numberswould occur with any pair of these magic numbers, such asZ=20 and N=8. In
practice, in every heavy nucleus, the number of neutronsis greater than or equa to the number of
protons. Also, anucleusisungableif N exceeds Z (known asthe " neutron excess") by alarge factor.
Given these two rules, we might expect nucle of extrastability for Z=2, N=2; Z=8, N=8; Z=20, N=20;
Z=28, N=28; and so on.

What wefind in practiceisthat Z=2, N=2 is helium, and the nucleusis highly stable. Z=2, N=8 isnot
sable at dl, because the excess of neutrons over protonsistoo large. Z=8, N=8 isoxygen, and it isvery
stable. SoisZ=20, N=20 (calcium, stable), and Z=82, N=126 (lead, also stable).

We now see apossibility that doubly-magic, extra-stable €l ements might exist with Z=114 or Z=126,
and asuitably high neutron number, N, of 184. Experiments so far have not led to any such eements,
but the existence of an "idand of stability” somewhere between dement 114 and dlement 126 isa
suitable offshore location for sciencefictiond use.

Even more interesting is the possibility that humans might someday discover away tostabilize naturdly
radioactive materias againgt decay. We know of no way to do this at the moment, but we can argue that
it might be possible, with an analogy provided by Nature. A free neutron, left to itself, will usualy decay
inaquarter of an hour to yield aproton and an eectron. Bound within anucleus, however, the same



neutron acts as a stable particle. The helium nucleus, two protons and two neutrons, is one of the most
stable structures known. Perhaps, by embedding a super-heavy nucleus from theidand of stability within
some larger structure, we can prevent its decay for an indefinitely long period. The super-heavy
transuranic e ements might then share a property of the quark, that while we understand their properties,
we never actualy observe them.

5.2 Thelimitsof strength. The strength and flexibility of amateria, anything from chalk to cheese,
depend on the bonds between its atoms and molecules. Since interactions at the atomic level take place
only between the eectronsin the outer shell of atoms, the strength of those bondsis decided by them.

The dengity and mass of amaterid, on the other hand, is decided mainly by the atomic nucleus. For
every eectron in an atom there must be a proton in the nucleus, plus possible neutrons, and the neutron
and proton each outweigh the €lectron by afactor of amost two thousand.

We thus have an odd contrast:
Srength: determined by outer éectrons.
Weight: determined by nucleus.

Using these two facts, without any other information whatsoever, we can reach aconclusion. The
strongest materials, for agiven weight, arelikely to be those which have the most outer eectrons,
relative to the total number of eectrons, and the least number of neutrons (which are purdly wasted
weight) relative to the number of protons.

The dementswith the most eectronsin the outer shell relative to the total number of electronsare
hydrogen and heium. Aswe know aready, helium is a poor candidate for any form of strong bond.
Also, whereas the hydrogen nucleus has no neutrons, the helium nucleus has as many neutrons as
protons. We conclude, on theoretica grounds, that the strongest possible materia for its weight ought to
be some form of hydrogen. Of course, hydrogen isagas at everyday temperatures, but that should not
deter us.

TABLE 5.1 (p. 122) showsthe strength/weight ratio of different materials. It confirms our theoretica
conclusion. Hydrogen, in solid form, ought to be the strongest "naturd™ materid —once we have
produced it.

We have added to the table "below the ling" a couple of extraitemswith a decidedly sciencefictiona
flavor. Muonium islike hydrogen, but we have replaced the single eectron in the hydrogen atom with a
muon, 207 times as massive. The resulting atom will be 207 times smaller than hydrogen, and should
have correspondingly higher bonding strength.

Muonium, consdered as abuilding materid, is not without its problems. The muon has alifetime of only
amillionth of a second. In addition, because the muon spends agood part of itstime close to the proton
of the muonium atom, thereisafair probability of spontaneous proton-proton fusion.

Postronium takesthelogica fina step of getting rid of the wasted mass of the nucleus completely. It
replaces the proton of the hydrogen atom by a positron, an electron with a positive charge. Positronium,
like muonium, has been made in thelab, but it too isunstable. It comesin two varieties, depending on
spin dignments. Para-positronium decays in atenth of ananosecond. Ortho-positronium lastsa
thousand times aslong, afull ten-millionth of a second.



Asinthe case of our transuranic € ements, we rely upon future technology to find someway to stabilize
them.

5.3 Theproduction of energy. Burning and the srength of materias do not sound to have muchin
common, but they aredikein this: they both depend on the relationship of the outer electrons of atoms
to each other. We use the word "burning” to mean not only the combination of another eement with
oxygen, but to describe the combination of any e ements by chemica means. We dso include the very
rgpid burning that would normdly be called an explosion.

Wewould like to know the maximum possible energy that can be obtained by chemica combination of a
fixed totdl amount of any materids. Thisinformation will prove particularly important for space travel.

Oneway to find out the energy content of typical fuels using standard oxygen burning isto look up their
"caoric vaue." We can dso determine, for any particular materia, how much weight of oxygenis
needed per unit of fuel. Hence, looking ahead to the needs of Chapter 8, we can calculate how fast the
total burned material would travel if the heat produced were entirely converted to energy of motion.

The result does not give awide range of answersfor many of the best known fuels. Pure carbon (cod)
gives an associated velocity of 4.3 kilometers asecond. Ethyl acohol leads to the same value. Methane
and ethane have amogt identical values, at 4.7 kms/sec. The highest valueis achieved with hydrogen, a
5.6 kms/sec.

These values are more than can be achieved in practice, because dl the energy produced does not go
into kinetic energy. Otherwise, the combustion products would be a room temperature (assuming they
started there—liquid hydrogen and liquid oxygen, which together make an excellent rocket fuel, must be
stored at severa hundred degrees below zero). Also, from thermodynamic arguments, conversion of
hest energy to motion energy can never be one hundred percent efficient.

Why assume that oxygen must be one component in the fuel? Only because oxygenisin plentiful supply
in our atmosphere. However, it turns out that oxygen isagood choice for another reason: it combines
fiercely with other dements. It isdso relaivey light (atomic weight, 16). When we examine other
combinations of el ements, the only one better than a hydrogen-oxygen combination is hydrogen and
fluorine. Huorine, the next dement in the atomic table to oxygen, isaha ogen, which aswe have aready
noted meansit is strongly reactive. When we burn hydrogen and fluorine, and convert dl the energy to
motion, wefind avelocity of 5.64 kms/sec.

Thisisavery smal gain over hydrogen/oxygen, and there are other disadvantagesto using fluorine. The
result of the combustion of hydrogen and oxygen iswater, as user-friendly acompound as one can find.
The combination of hydrogen and fluorine, however, yidds hydrofluoric acid, amost unpleasant
substance. Among other things, it dissolves flesh. Release it into the atmosphere in arocket launch, and
you will have the Environmenta Protection Agency jumping al over you. The disadvantages of the
hydrogen-fluorine combination exceed its advantages. Hydrogen and oxygen provide the best fuel in
practice.

Arethere other optionsto improve performance? One possibility is suggested by something that we
noted in discussing the strength of materials. Chemical reactions, like chemical bonds, are decided by the
interaction of the eectrons that surround the nucleus of an atom. However, the weight of an atomiis
provided dmost completely by the nucleus. We must have protons, to make the atom electricaly neutra.
But if we want to accelerate amateria to high speed, the neutronsin the nucleus are just dead weight.

We would achieve ahigher find speed from combustion if we replaced norma oxygen by some lighter



form of it. Such an ideais not impossible, because many eements have something known asi sotopes .
Anisotope of an dement has the usua number of protons, but adifferent number of neutrons. For
example, hydrogen comes in threeisotopic forms: His"normd" hydrogen, the familiar ement with one
proton and one e ectron; H2has one proton, one neutron, and one eectron. It isastable form, with its
own name,deuterium . Findly, Hhas one proton, two neutrons, and one electron. It isdightly unstable,
decaying radioactively over aperiod of years.

However, thistakes usin the wrong direction. We are interested in isotopes with fewer neutrons than
usual, not more. Oxygen has atota of eight isotopes. The most common form of the atom, O%, haseght
protons, eight neutrons, and eight eectrons. The four heavier isotopes, O, O*, O*, and O?, dl have
more neutrons and are of no interest. Thereis, however, an isotope O, with only five neutrons. If we
usethisin place of norma oxygen, the maximum speed associated with hydrogen-oxygen combustion
increases from 5.6 kms/sec to 6.15 kms/sec. Unfortunately, O**decays radioactively in afraction of a
second; however, O*islonger-lived, and its use gives amaximum speed of 5.95 kmg/sec. Thesmilar
use of alighter isotope of fluorine, F¥, gives aspeed of 5.8 kms/sec.

It seemsfair to say that 6 kms/sec provides an absolute upper limit for an exhaust speed generated using
chemical fuels. Putting on our science fiction hats, can we see any possible way to do better than this?

Chemica combustion involvestwo atoms, originaly independent, that combine to share one or more of
their electrons. Also, as we have seen, neutrons take no part in this process. They just provide useless
weight. We would therefore expect theideal chemica fuel would be one in which no neutrons are
involved, and in which the energy contribution from the dectronsis aslarge as possible.

The best concealvable stuation should thusinvolve only hydrogen (H?, asingle proton with no neutron),
and obtain the largest possible energy release involving an electron. This occurs when afree eectron
approaches asingle proton, to form aneutra hydrogen atom. The energy releasefor thiscaseis
well-known. It istermed theionization potential for hydrogen, and it is measured in aparticular form of
unit known as anelectron volt . One electron volt (shortened to eV) isthe energy required to move an
electron adistance of one centimeter in an eectric field of one volt. That soundslike avery strange
choice of unit, but it proves highly convenient in the atomic and nuclear world, where most of the
numbers we have to ded with are nicely expressed in eectron volts. The masses of nuclear particles,
recognizing the equivaence of mass and energy, are normaly writtenin eV or MeV (million eectron
volts) rather than in kilograms or some other inconveniently large unit (an e ectron masses only 9.109310
Stkilograms).

Theionization potentia of hydrogen is13.6 eV. The mass of an dectronis0.511 MeV, and of aproton
938.26 MeV. Knowing these facts and nothing el se, we have enough to cal cul ate the maximum speed
obtained when neutra hydrogen forms from a proton and afree eectron. Write the kinetic energy of the
product as 1/2mv?, where m is the mass of eectron plus proton, and so equals 938.77 MeV. To convert
thisfrom the form of an energy to amass, we invoke E=mc?rom Chapter 2, and divide by ¢ The
energy provided by the eectronis 13.6 eV. Equating these two, we have 1/2x938.7731,000,000 (v/c)?
=13.6. Using c=300,000 kms/sec and solving for v, v=51.06 kms/sec.

Thisisthe absolute, ultimate maximum ve ocity we can ever hope to achieve using chemica means. Itis
aso surdly unattainable. To do better, or even aswell in practice, we must turn to the realm of physics
and the violent processes of the subatomic world.

Orders of magnitude more energy are avallable there. To give an example: the ionization potentid of
hydrogenis 13.6 eV, so thisis the energy released when afree e ectron and a free proton combine to
form ahydrogen atom. The nuclear equivaent, combining two protons and two neutronsto form a
helium nucleus, yidds 28 MeV —aver two million times as much.



5.4 Organic and inorganic: building an alien. Those grandparents of modern chemistry, the
achemigs of five hundred years ago, had anumber of things on their wish list. One, however, dominated
al the others. The dchemists sought thephilosopher's stone , able to convert base metalsto gold.

Claiming to be ableto transmute metals, and failing, had siff pendtiesin the fifteenth and sixteenth
centuries. Marco Bragadino was hanged by the Elector of Bavaria, William de Krohnemann by the
Margrave of Bayreuth, David Benther killed himsalf before he could be executed by Elector Augustus of
Saxony, and Marie Ziglerin, one of the few female achemists, was burned at the stake by Duke Julius of
Brunswick. Frederick of Wurzburg had aspecid gallows, gold painted, for the execution of those who
promised to make gold and failed.

Theinscription on agibbet where an dchemist was hanged read: "Once | knew how to fix mercury, and
now | am fixed mysdf."

Today, we know that the philosopher's stoneis a problem not of chemistry, but of physics. The
transmutation of dementswasfirst shown to be possiblein the early 1900s, by Lord Rutherford, when
he demonstrated how one e ement could change to another by radioactive decay, or through
bombardment with subatomic particles. For this achievement, the physicist Rutherford—ironicdly, and
to hisdisgus—was awarded the 1908 Nobel Prize. In chemistry.

Next on the dchemists list was theuniversal solvent , cgpable of dissolving any materid. That problem
has vanished with the advance of chemical understanding and knowledge of the structure of compounds.
Today, we have solventsfor anygiven materid.Aqua regia , known to the dchemists, isamixture of
one part concentrated nitric acid with three parts concentrated hydrochloric acid. It will dissolve most
things, including gold. Hydrofluoric acid isonly amoderately strong acid (unlike, say, hydrochloric acid)
but it will dissolve glass. However, even today we have no single, universal solvent.

The old question when considering the problem il exists: If you did make the solvent, what would you
keepitin?

Thethird item on the achemist'slist of desirable discoverieswastheelixir of life . Thiswould, when
drunk or perhaps bathed in, confer perpetua youth. The quest for it not only occupied the dchemigtsin
their smoky laboratories, but sent explorers wandering the globe. Juan Ponce de Leon wastold by
Indiansin Puerto Rico that he would find the Fountain of Y outh in America. He sailed west and
discovered not the fountain but Florida, aregion today noted lessfor perpetua youth than for perpetua
old age. Cosmetic surgery, aerobics, and vitamins notwithstanding, the dlixir eludes us till. But aswe will
seein the next chapter, we may be on the threshold of a breakthrough.

The three alchemica searches are often grouped together, but the third one is fundamentally different
from the other two. Thefirst pair belong totaly to the chemica world. The éixir of life crossesthe
borderline, to the place where chemisiry interacts with an organism—humans, in this case—to produce a
desired effect.

Five hundred years ago, people were certainly doing thisin other ways. That iswhat medicd drugsare
al about. However, there was astrong conviction that living organisms were not just an assembly of
chemicas. Plants and animals were thought to be basicalydifferent frominorganic forms. They
contained a"vita force' uniqueto living things.

It was easy to hold this view when dmost every substance found in the human body could not be made
in the alchemist's retorts. The doubts began to grow when chemists such as the Frenchman Chevreul
were unable to detect any differences between certain fats occurring in both plants and animals. The key



step was taken in 1828, when Friedrich Wohler was able to synthesize urea, a substance never before
found outsde aliving organism (actudly, thisis not quite true; ureahad been prepared in 1811 by John

Davy, but not recognized).

From that beginning, the chemists of the nineteenth and twentieth centuries one by one produced, from
raw materias having nothing to do with plants or animas, many of the sugars, proteins, fats, and vitamins
found in the bodies of animals and humans. With their success, it dowly became clear why vitalism had
seemed reasonable for so long. The molecules of smple compounds are made up of afew atoms;
carbon dioxide, for example, isone atom of carbon and two of oxygen. Copper sulfate is one atom of
copper, one of sulfur, and four of oxygen. By contrast, many of the molecules of our bodies contain
thousands of atoms. The difference between the molecules of living things and those of nonliving
materiadsislargdy one of scae.

More than that, biological compounds depend for their properties very much on the way they are
congtructed. Two big molecules can have exactly the same number of atoms of each element, but
because of their different connecting structure they have totally different properties (such molecules, like
in composition yet undikein structure, are calledisomers ). Wohler's success with ureawas due at least
inpart tothefact that it is, asbiologica molecules go, smple and small, containing only eight atoms. In
fact, ureais not so much abuilding block of aliving organism, as a convenient way of dedling with the
excretion of ammonia, an undesirable by-product of other reactions.

Chemists noticed one other thing. The big molecules of biochemistry al seem to containcarbon . Infact,
the presence of carbon is so strong an indicator of organic matter, the terms"organic” and "inorganic” in
chemigtry have nothing to do with the origin of ameaterial. Organic chemidiry is, quite Smply, the
chemigtry of materidsthat contain carbon. Inorganic chemigtry iseverything ese. Thedigtinctionisnot
quite foolproof. Few people would refer to the study of avery smple molecule, such as carbon dioxide
or methane (CH,), as organic chemistry. They reserve the term for the study of substantial molecules that
contain carbon. "Biogenic" isabetter term than "organic” to describe the chemigtry of living things, but
today the latter isused to refer to both biogenic and carbon chemistry.

Why is carbon so important? What is there about carbon that makesit so different, so ableto aid in the
congtruction of giant molecules? This question is particularly important if we want to devisedien
chemidgtries. Isit absolutely necessary that dien life-forms, no matter their star or planet of origin, be
based on carbon?

Let usreturn to the shell modd of the atom. Each shell around the nucleus can hold a specific number of
electrons, and chemicd reactionsinvolve only those eectronsin the outermost shell.

Theinnermost shell can hold two dectrons. The next will hold another eight, for atotd of ten. Atoms
with spacesin afilled shell maich up such eectron "holes’ with the extra eectrons of other substances
outsdeafilled shell.

Now note the curious Situation of carbon. It has Sx dectrons surrounding its nucleus. Thus, it hasfour
extraeectrons beyond the two of thefirgt filled shell. On the other hand, it isfour dectrons short of filling
asecond shell; thusit has both four extra electrons, and four "holes' to befilled by other electrons. This
"ambivalence" (achemicd joke literdly, two vaences or strengths) of carbon makesit capable of
elaborate and complex combinations with other eements. It isalso, aswe will seelater in this chapter,
capable of making el aborate and surprising combinations with itself.

Is carbon unique? Again we consder the shell model. The third shell can hold another eight eectrons.
Thus, an dement with four eectrons more than needed to fill the second shell, namely, fourteen, will be
four dectrons short of filling the third shell. Like carbon, it will have four extraeectrons, and at the same



timefour dectron holesto befilled.

Element fourteen issilicon . We have been led to it, by avery naturd and smplelogic, as a substance
with the same capacity as carbon to form complex molecules. It can serve asthe basisfor a
"dlico-organic” chemigtry, the Suff of diens.

Therewill of course be differences between carbon-based and silicon-based life forms. For example,
carbon dioxideisagas at room temperature. Silicon dioxideisasolid with severd different forms
(quartz, glass, and flint are the most familiar), and remains solid to high temperatures. These differences
are an interesting challenge to the writer. Just don't use the carborvsilicon analogy blindly. An dien who
breathes in oxygen and excretes silicon dioxide is not impossible, but does deserve some explanation.

5.5 Building a hor se. Thereis no red difference between the chemigtry of life and the chemidiry of the
inanimate world, other than complexity. "Vitdism™ isdead. This smplefact demolishestheideaof a
"food pill," found in rather old and rather bad sciencefiction.

Thefood pill isan aspirin-sized object that taken twice aday, with water, supplies al the body's needs.
Apart from the sheer unpleasantness of the idea (no more pizza, no more vea cordon bleu , no moreice
cream), it won't work. The body runsjust like any other engine, burning organic fuel to produce energy
and waste products. We have seen that there are definite limits to the energy produced by chemical
reactions. A couple of smal pillsaday isnot enough, no matter how efficiently they are used. To get by
on afood pill, the human body would first have to go nuclear.

Chemigtry and biochemistry are subject to identica physicd laws. If we like, we can regard biochemistry
as no more than abranch of al chemistry. Conversdly, we can use the chemistry of living organismsto
perform the functions of genera chemidtry.

To take one example, the marine organism known as atunicate has a curious ability to concentrate
vanadium from seawater. If we want vanadium, it makes sense to use this "biological concentrator”
(which dso providesits own fuel supply and makesits own copies). In sciencefiction, it isquite
permissible to presume that an organism can be devel oped to concentrate any materid at all—gold,
dlver, uranium, whatever the story demands. It is aso reasonable to assume that the principle employed
by the tunicate will eventualy be understood, so that we can make a"vanadium concentrator” aong the
samelines, but without the tunicate.

The anadogy between chemica and biologica systemsis not dways afruitful one. When | was pondering
the question of the most efficient chemical rocket fud, | noted that energy was dways wasted in heating
the exhaust. A hot exhaust jet does not deliver more thrust than the same mass expelled cold. Greater
efficiency would therefore be obtained if the exhaust could somehow be at room temperature,

That soundsimpossible, but we and al other animals have in our bodies large numbers of specidized
proteins known asenzymes . The purpose of an enzymeisto control chemicd reactions, making them
proceed a much lower temperatures than usud, or faster or dower.

Suppose we build an "enzymétic engine” in which the chemica fuels are combined to release as much
energy as usud, but the temperature remains low? We might then have a better rocket for launchesto
Space.

| soon redlized that the ideawould not work, because aswe point out in Chapter 8, the wholeideain
using rocketsfor alaunchisto burn the fue as fast as possible . Thereisno way to achieve afast burn,
yet avoid atemperature rise in the fuel's combustion products. Forget that, then. But what about an



enzymeatic engine for other purposes? Say, to power avehicle that moves on the ground. For such ause,
dow and steedy fuel consumption is preferable to asingle, giant, near-explosion. There would be other
advantages, too. The intense heat generated when we burn fuds such as gasolineisabig factor ina
vehicléswear and tear. The heat aso generates nitrogen oxides, which are aserious form of air pollution.

Let usimagine, then, amethod of ground transportation, powered by some kind of dow-burning
enzymatic engine that can operate at close to room temperature. Such a device would have numerous
uses, and be free of environmenta problems.

| was expounding on thisideawith some fervor when amore hardheaded friend of mine pointed out that
| seemed to be designing ahorse.

5.6 Fullerenes: a chemical surprise. Textbooks on inorganic chemistry for the past couple of
centuries have stated, without a hint of doubt, that carbon occursin two and only two elementary forms:
diamond, and graphite. In diamond, the carbon atoms form tetrahedra, triangular pyramids with one
carbon atom at each vertex and onein the center. Thisisastrong and stable configuration, so diamond
isfamoudy hard. In graphite, the carbon atoms form hexagons with an atom at each vertex, and the
hexagonsline up aslayers of flat sheets. Since the sheets are not strongly coupled with each other,
graphiteisfamoudy dippery and awell-known lubricant.

The discovery in 1985 of athird elementary form of carbon was a shock in two different ways. Firg, the
existence of the third form could have been predicted, or at least conjectured, snce the middle of the
eighteenth century. In fact, its existence was suggested in 1966, as a piece of near-whimsical

gpeculation, by acolumnist in theNew Scientist magazine. No one took any notice. Second, and almost
adisgrace to a sdf-respecting chemig, thethird formisnot at al hard to make. Infact, it had been
around, waiting to be discovered, in every layer of soot produced by ahot carbon fire. Every time you
light acandle, at least some of the soot will be this new and previoudy unknown form of carbon.

| said,this new form of carbon, but actudly thereisafamily of them. Thesmplest form, C,, isSxty
carbon atoms arranged in around hollow shape involving 12 pentagons and 20 hexagons. Technically,
thisformiscaled atruncated icosahedron, but the name is neither suggestive nor catchy. However, the
sructure looks exactly like atiny soccer ball.

Leonhard Euler, the great Swiss mathematician, studied the possble geometry of closed spheroidal
structures more than two hundred years ago, and proved that while they must have exactly 12
pentagons, the number of hexagons may vary. And vary they do. Continuing the sporting motif, the next
amplest form, C,,, isan oblong spheroid of 12 pentagons and 25 hexagons that closely resemblesa
rugby ball. And after that there are carbon molecules with 76, 84, 90, and 94 atoms, and still bigger
versonsthat form hollow closed tubes. All of these are known by the generic name of "fullerenes” or if
they are round, "buckyballs." The form with 60 atoms, C,, isthe smplest, most stable, and most
abundant form, with C,,in second place. Not surprisngly, C,was thefirst form to be discovered.

So how wasit discovered? Not, as one might think, by direct observation. The C,moleculeislessthan
amillionth of amillimeter across (about 7x10°meters), but it is big enough to be seen using ascanning
tunneling microscope. It wasn't, though. It was found by avery curious and apparently improbable route.
A British chemigt, Harold Kroto, was studying how carbon-rich stars might lead to the production of
long chains of carbon moleculesin open space. In the United States, at the Houston campus of Rice
University, American chemists Robert Curl and Richard Smaley had suitable lab equipment to smulate
the carbon-rich star environment and see what might be happening.



The team did indeed find evidence of avariety of carbon clusters, but as the carbon vapor was alowed
to condense, everything €l se seemed to fade away except for a 60-atom cluster, and, much less
abundant, a 70-atom cluster. It seemed that there must be avery stable form of carbon with just 60
atoms, and another, rather less stable, with 70 atoms.

At this point, the team faced a problem. Carbon is highly reactive. If the cluster had the form of aflat
sheet, like graphite, it ought to have free edges which would latch on to other carbon atoms, and so
grow rgpidly in Size. The only way around that would beif the structure could somehow closein on
itsdlf, and tie up dl theloose ends.

The research team was guided at that point not by the eighteenth-century mathematical researches of
Euler, but by the geodesic domeidea of Buckminster Fuller. That, too, isaclosed structure of pentagons
and hexagons. With faith that a closed 60-atom sphere like a geodesic dome wasthe only plausible
gructure for the cluster, the researchers went ahead and named it "buckmingterfullerene.” They did have
the grace to gpologize for such amouthful of aname, and it was quickly shortened to "fullerenes’ when it
was realized that there was not one but amultitude of molecules.

Thefirg fullerenes were produced in minute quantities. Research on them wastherefore difficult. Thenin
1990 a German team discovered a shockingly simple production method. By burning a graphiterod
electricaly, the resulting soot contained a substantia percentage of C,,. Combining thiswith the suiteble
use of abenzene solvent, an amost-pure mixture of fullereneswas formed. Now anyone who wants
fullerenesfor research can easly buy them. And they are doing so, in ever-increasing numbers. The
buckybal was named "Molecule of the Y ear" by Science magazinein 1991, and today the most
frequently cited chemistry papersall seem to be on the subject of fullerenes. The 1996 Nobel Prizein
chemistry went to Robert Curl, Richard Smalley, and Harold (now Sir Harold) Kroto.

Onenaturd quegtioniis, al right, so fullerenes exist, and they are of scientific interest. But what are they
good for , gpart from winning Nobel Prizes? Potentiadly, many things. Because they are hollow,
buckyballs can be used to trap other atomsinside them and to provide miniature "chemical test Sites.”
They are phenomendly robust and stable, and could be the basis for materids stronger than anything we
have today. They have been proposed as nanotechnology building blocks. They are dready being used
to improve the growth of diamond films. And they have interesting properties and potentia as
superconductors.

The best answer to the question, though, isthat it istoo soon to say. Like lasersin 1965, five years after
thefirst one was built, fullerenes seem to be asolution waiting for a problem. And like lasers, fullerenes
will dmost certainly become enormoudy va uable technologicd toolsin the next thirty years.

5.7 A burning home: the oxygen planet. Why is combustion normally referred to as combination with
oxygen? Why did we discuss diens breething oxygen, and exhaing carbon dioxide?

Only because we live on a planet in which free oxygen isamagor component of the atmosphere. We do
not think of thisas unusud, but we ought to. As pointed out earlier, oxygen combines readily—even
fiercdy—with other elements. A planet with an oxygen amosphereisunstable. If aworld starts out with
an atmosphere of pure oxygen, before long the norma processes of combustion will combine the oxygen
to other, more stable compounds.

Clearly, that has not happened to the Earth. The presence of life, and in particular of plant life that
performs photosynthes's, makes dl the difference. Using the energy from sunlight, aplant reversesthe
process of combustion. It takes carbon dioxide and water, producing from them hydrocarbons, and



releasing pure oxygen into the atmosphere. Thisisadynamic, sdf-adjusting process. If thereismore
carbon dioxidein theair, plant activity will increase, serving to remove carbon dioxide and increase
oxygen. Too little carbon dioxide, and plant growth decresses.

Because we grew up with this process, we tend not to redlize how extraordinary it is. But thefirst lifeon
Earth had to deal with an atmosphere containing no oxygen, but plenty of hydrogen. When thefirst
photosynthetic organism (amost certainly, some form of cyanobacteria) devel oped, ahuge but
unchronicled battle took place. To hydrogen-tolerant life, free oxygen isa caustic and poisonous gas. To
oxygen-tolerant life, free hydrogen isan explosive.

The oxygen-producers and oxygen-breathers won, to become oaks and marigolds and tigers and
humans. The hydrogen lovers remain as single-celled organisms, the anaerobic bacteria

Free oxygen is so much ahallmark of life, James Lovelock (Lovelock, 1979) inssts that the detection of
substantial amounts of oxygen in a planetary atmosphere would prove, beyond doubt, that life must be
present there. The converse, as shown by the early history of Earth, isnot true: absence of oxygen does
not mean absence of life. The science fiction writer isfree to suppose that life has devel oped on other
worldsin an atmosphere of hydrogen, or oxygen, or methane, or nitrogen, or carbon dioxide, or many
other gases. Combinations are permitted, as our own atmosphere shows. But if you take the route of an
exotic atmosphere, the chemica consequences must be worked out in detail. No atmosphere, please, of
mixed oxygen and hydrogen.

The master of the design of dien planets and biospheresisHa Clement. If you want to see how carefully
and lovingly it can be done, read hisMission of Gravity (1953—with hydrogen-breathing natives, no
less);Cycle of Fire (1957);Close to Critical (1964); andlceworld (1953). If you want to see
fascinating and exotic worlds that won't stand up to such close scrutiny, consult Larry Niven'sRingworld
(1970), or wander the wild variety of planetsto be found in his multiple volumes known collectively as
Taes of Known Space.

TABLES5.1
Materials, potential strengths

Element pairs* Mol wt Bond (Strengthto
weight
(kcal/mole)| strength ratio
Silicon/carbon 40 104 2.60
Carbon/carbon 24 145 6.04
Fluorine/hydrogen 20 136 6.80)
Boron/hydrogen 11 81 7.36
Carbon/oxygen 28 257 9.18
Hydrogen/hydrogen 2 104 52.0
Muonium/muonium 2220 1528 9,679




Pogitronium/positronium 1/919|| 104“ 95,576

* Not al these d ements exis as stable molecules.

CHAPTER 6
The Limits of Biology

6.1 Themiracle molecule. You will read in many placesthat if the twentieth century was from the
scientific point of view the century of physics, then the one after it will be the century of biology. That
should make the frontiers of biology of specid interest to a sciencefiction writer. The question theniis,
where do we begin?

Fifty years ago, awriter on thelimits of biology might have had trouble deciding where to start. The
biologica world offers such adazzling diversity of formsand crestures at every scae, everything from
bacteria and viruses to mushrooms and eephants. Today, thereis no such problem. We have to begin
with asingle molecule, an organic compound with along name but afamous abbreviation.

Deoxyribonucleic acid, universally shortened to DNA, was discovered in 1869 by the German chemist
Friedrich Miescher. It was (and is) found in the nuclel of the cdlls of most living things, but no one knew
its structure, what it did, or how important it was.

DNA isoneof aclassof chemicals known asnucleic acids . By the beginning of the twentieth century,
the components of the DNA molecule were known to be sugars, phosphates, and two types of two
chemica bases known aspurines andpyrimidines . The functions of the molecule were still obscure,
though in 1884 a zoologist, Hertwig, had written that it was the way that hereditary characteristics were
passed on from generation to generation.

Hewasright, but most people didn't accept what he said. So when, in 1943, Erwin Schrédinger gave
lecturesin Ireland on the mechanisms of heredity, he did not talk about DNA. He proposed, in his
lectures and in ashort and very readable bookWhat Is Life? (Schrodinger, 1944), that the basisfor
heredity must be some kind of code, in which specific sequences of chemicaswere written and
interpreted; however, he assumed that the "code-script,” as he called it, was contained in proteins, in the
form of an aperiodic crysd.

Schrodinger wasright, in that heredity, and al cell reproduction, depends on what we now term the
genetic code . But it took another decade before the nature of the code and the structure of the code
carrier were determined.

DNA, not proteins, carries the genetic code, for humans and for everything remotely like us. Natureis
prodigal with DNA. In most (but not al; mature red blood cellslack anucleus) of the 10*cdlls of our
bodies, we have the DNA to provide a complete description of the whole organism. Your DNA isinal
important respects the same asthe DNA in any other animd or plant, everything from awigteriato a
walrus. The same, that i, in all important respects but one: your DNA defines the unique you, the walrus
DNA definesthe complete walrus. In principle, given one cdll from my body afull copy of me could be



grown. Thisideaof "clones' has been widdly used infiction (Varley, 1977, 1979, 1980), with some of
thefiction posing asfact (Rorvik, 1978). Sheep and other mammal's have been cloned, but no one has
yet cloned a human. We can look for that in less than twenty years, regardless of laws passed by those
who disapprove of the concept on religious or ethica grounds.

The structure of the DNA molecule was determined by Crick and Watson in 1953. The story of their
discovery istold in frank detail by Watson in hisbook The Double Helix (Watson, 1968). Thetitleis
appropriate, because the molecule has the form of adouble helica spird. Strung out dong the spirdl, a
regular intervals, are molecul e after molecule of the four chemical bases. Their names areadenine,
cytosine, thymine , andguanine , and they are exactly paired. Wherever on one strand of the double
spira you find acytos ne nucleotide base, paired with it on the other strand you will find guanine; if there
is thymine on one strand, on the corresponding site of the other strand there will be adenine. If we were
to read off the sequence of nucleotide bases along asingle strand, we would find along string of |etters,
A-G-T-G-C-T-A-A-C-C-G-T-A- (we are using the obvious abbreviations). The corresponding sites
on the other strand would then, without a choice, read T-C-A-C-G-A-T-T-G-G-C-A-T-.

Long strands of DNA nucleotide bases, each base with an accompanying sugar and phosphate
molecule, make up thechromosomes found in the nucleus of every cell. Individua genes, with which the
science of geneticsis mainly concerned, are subunits within the chromosomes. The division of the DNA
into many separate chromosomes (humans have forty-six of them) seemsto be mainly a matter of
packing convenience. Efficient packing is necessary. There are about three billion separate nucleotide
basesin human DNA, tucked into acell nucleus only afew micrometers across. The chromosomes that
define your body and brain (though not its contents—writers of cloning stories beware) areinvisbleto
the naked eye.

Asan interesting sidebar to the development of life, not dl the DNA inacdl of your body will be found
inthe nucleus. Someislocated in other small units, known asmitochondria , that control cell energy
production. However, the DNA in mitochondriais notyour DNA. It belongs to the mitochondria
themselves, and it isused to control their own reproduction. It seemsthat the mitochondriawere
originaly independent organisms, but long, long ago they abandoned that independencein favor of a
symbiotic relationship with other creatures.

The means by which the DNA molecule reproducesitself is smple and degant: the double helixunwinds
. One branch of the spiral goesin one direction, the other in the opposite direction. As each site on the
helix isleft with an unpaired base, the correct pairing, cytosine/guanine or adening/thymine, takes place
automatically (the pairs of bases have anaturd chemica &ffinity). The correct baseis collected from a
pool of materiaswithin the cell. At the sametime, the necessary sugar and phosphates are added to the
spine of the hdlix. When the double hdlix hasfinished unwinding,two new double helices, each identical
to the origind one, have miraculoudy appeared. The DNA molecule has reproduced itsdlf.

This copying procedureisincredibly accurate, asssted by a"proofreading” enzyme called DNA
polymerase that can correct mistakes. Very rarely, however, therewill be aglitch, perhapsan A where
the copy ought to have a C, or ashort sequence duplicated or left out completdly. If thisoccursin the
reproductive cells of an organism, the copying error will pass on to the offspring. A changein DNA due
to imperfect copying, or accidental damage, gives rise to what we term amutation . Most mutations
have no apparent effect, and of those that do, most lead to changes for the worse. The offspring, if it
survivesat al, will be unableto perform aswell asthe parent. Occasondly, however, therewill bea
favorable mutation. The new version will be an improvement over the origind, and produce itsown
superior offspring. Thisisthe driving mechanism of evolution.

However, we—you and | and the potted begoniain the corner—are not composed entirely of DNA.



We have seen how the DNA molecule takes care of itsdlf, but what makesthe rest of us?

That callsfor some agent to interpret and use the code contained in the DNA molecule. It isatwo-stage
process. Firgt, another nucleic acid, RNA (ribonucleic acid), copiesthe information in the DNA
molecule onto itsdlf. It hasadightly different chemica compostion (uracil, abbreviated to U, takesthe
place of thymine), but essentidly it mimicsthe relevant DNA structure with matching bases. Note that,
because RNA can match any sequence of sitesin aDNA molecule, RNA can carry the same
information asDNA.

What RNA cannot do, because it lacks the double helix structure, ismake a copy of itself . Wewill
return to that later.

RNA copiesinformation from the DNA molecule. Then it goes off to aplacein theliving cdl where
small round objects known asribosomes are located. There, the RNA dictates the production of
substances known asamino acids . The amino acids are the smadl and smple dementsfrom which large
and complex protein molecules are made. Just as DNA and RNA have strings of nucleotide bases,
proteins have strings of amino acids. Each triplet of symbolsin the RNA bases (A, C, G, and U) leads
to the production of aunique amino acid. For example, the sequence U-A-C adways, without exception,
leads to the production of the amino acid tyrosine. The order of the sequenceisimportant; C-A-U leads
not to tyrosine, but to another amino acid, higtidine.

Although each triplet leads to a unique amino acid, the converseis not true. There are 64 possible
three-letter combinations, but they lead to only 20 amino acids. For example, both C-A-U and C-A-C
produce higtidine.

Now we have the find step: amino acids, created in the order dictated by the triplets (known ascodons )
inthe RNA, in turn produce the proteins.

Interestingly, not al the three billion nucleotide basesin human DNA are used to make proteins. Only
about ten percent of them do that. The other ninety percent, stretches of DNA that are known as
"introns," don't seem to do anything at dl. That may reflect current ignorance, and we will later learn
what this"junk DNA" actudly does. Smple organisms don't haveintrons—all their DNA isused to
define the making of proteins. So why do more complex organisms have them?

Fed free to make up your own reasons. No oneisin aposition to disagree with you.

We have rendered down a century of work to afew hundred words, but the central message, tated by
Francis Crick asthe"Central Dogma of molecular biology," issmple: DNA codes for the production of
proteins; the process never, ever, goes the other way .

Thereisanother way of looking at this, and one that may sound more familiar. DNA controls
reproduction, and aso the production of proteins and hence our bodies. Nothing that we do to our
bodies can ever go back and affect the DNA.. In other words, there can be no inheritance of acquired
characterigtics.

6.2 The mystery of sex.Before we move on to other mysteries of biology, we need to answer an
implied question. We can be regarded, as Richard Dawkins has e oquently pointed out inThe Selfish
Gene (Dawkins, 1976), as hothing more than large-sca e mechanisms designed to propagate our own
genetic materid. To most organisms, DNA isthe most precious thing in theworld, the only way to
assure that their line continues. Few people would argue, seeing the powerful imperative to propagate as
we seeit displayed throughout the living world, that the preservation and multiplication of genetic



meterid isthe Prime Directive of nature,

However, when we examine the subject of sex logicaly (amental exercise for which, as any newspaper
will show, humans show little gpparent aptitude) we find a paradox. Y our DNA is high-qudity stuff,
devel oped and fine-tuned over four billion years. It isyou, the essence of you, the only way for you to
continue an exisence in the future (et usleave aside for the moment the notion of your and my possibly
immorta prose).

So what do you do?'Y ou mate, with agenetic stranger. At that point your unique and wonderful DNA
becomes mixed, fifty-fifty, with other DNA about which you know very little. Even if you have known
your partner dl your life, it istill true to say that the two of you are strangers a the DNA level. Indeed,
the best bet from the point of view of your geneswould be to mate with aclose relative, where you
share ahigh proportion of common genetic materid.

Thisisnot, of course, what happens. Incest istaboo in most human societies and mating outside the
family seems generaly preferred everywhere,

What is going on? Why, taking agenes-eye view of things, is sexua reproduction such abig hit? Why
do al the most complex lifeforms on Earth employ, al or part of thetime, sex asatool for propagation?

| do not think that biology today offers complete answers to these question. Richard Dawkins at one
point seemsdl ready to tackleit inClimbing Mount Improbable (Dawkins, 1996). But then he veers
away, or at least postpones: "But the whole question of sex and why it isthere. . . isanother story and a
difficult oneto tell. Maybe one day I'll summon up the courageto tackleit in full and write awhole book
about the evolution of sex.”

| wish hewould. Meanwhile, hereisabrief analyss, some of it based on persona speculation. In
summary, the main ideaiis that the driving force for rapid change, and hence for exploiting a changing
environment, isselection , not mutation.

Let me repest and rephrase an earlier stlatement which | believeisnot controversid: changes that take
place in an organism over time, asaresult of random mutation, take places owly . Each mutation may be
harmful, beneficid, or neutra in terms of surviva of the organism's offoring. Beneficid mutations will
prosper (thereis something of atautology here, snce the definition of beneficial isthat organismswith
the mutation do well). However, sgnificant changes as aresult of mutation require many thousands of
generdions.

Also changing over timeisthe environment in which the organism lives. The environmenta changes may
be dow (tectonic forces that raise mountain ranges) or fast (earthquake and volcano), but in any case
their rates of change are largely independent of the rates of organism mutation. | say largdly, because
changesin chemigtry or radioactivity levels certainly affect mutation rates.

Consgder changesin environment which take place over time scalesthat are, in terms of mutation rates,
very fast. A volcanic eruption, like Mount Pinatubo in 1993, fills the upper atmosphere with dust and
coolsthe atmosphere by afew degrees. El Nifio, in 1998, causes anomalous hesating of the sees. A large
caving of the Antarctic ice shelf reduces sdinity over much of the southern oceans.

An organism which reproduces asexudly will adapt to such changesto the limits of itsvariability. We can
usetheterm "naturd selection” to describe this process, but it will not normally be mutation. An organism
cannot mutate fast enough to be useful, nor can it modify its own genetic materid. It passeson to the
next generation an identical copy of what it possesses.

Now consder sexua reproduction. The mixing of genetic material permitsagreat variety in offspring, in



both appearance and function. Thus adaptation of organisms, accompanied by rapid morphologica
changes, can be far faster than mutation would permit. Consider the "unnatural selection” processthat
hasled to forms of a single species as disparate in size and shape as the Chihuahua and the Great Dane,
during the rdatively short period of human domestication of animals. Morphological evolution can befast
, Wwhen something (humans or Nature) drivesit. It will be dow when thereis no driving force for change.
However, in ether case the available pool of DNA for the whole sexually-competible group of
organismsis unchanged, though grosdy variable a theindividua level. Thus a species can adapt and
thrive, using sexud reproduction, without waiting for the dow process of favorable mutation. Thisisa
huge evolutionary advantage.

We gtill have to address an important question: Isit possible for changesto take placein an organism,
sufficient that we can say we now have anew species, other than by the dow processes of mutation? I
not, then athough in the short run sexud reproduction has an advantage over asexua reproduction, in
the long term that advantage diminishes.

| argue that there is dso the following long-term gain in sexud reproduction. When amde and femde
produce offspring, they mix their DNA fifty-fifty. However, thisisnot arandom mixing. Certain very
specific segments of DNA, which we call genes, come from one parent, and thisis an dl-or-nothing
process. Thus, an offspring gets that whole segment from one parent, or from the other. It does not get
haf and half, or if it does get afractional gene, the result cannot survive. Since there are thousands of
segments (genes) we have agigantic number of possible offspring, with al sorts of gene mixes.

Now take one group of offspring away to adifferent environment. Natural selection takes place, and
some gene segments, rather than existing in the population equdly in their two possible forms, are
preferred because of environmenta pressuresin just one form. Offspring with that form thrive, others
fal. The organismsbegin to ook and act differently from the origind form, because their gene choices
are selected to suit the new environment. Finally, oneform of agene may exist in the new environment,
while the complementary form of the gene, selected againgt, does not. It has been removed completely
from the organismsin that environmen.

In the same way, in some other environment, other genes have a preferred form for organism surviva.
Their complementary form does not exist in that environmen.

If mutations did not occur and we put specimens of organisms from the two environments back into their
origind settings, they would mate and their offsoring would have al the origina forms of genes.

However, we cannot ignore mutation completely. It isarandom process, but it happens. A beneficial
mutation will spread rapidly through a population. We might say that we had anew species every time
such amutation occurred and spread, except that we will normally have no way of observing such a
change. Over time, however, there will be recognizable changes, and we then say that the organism has
evolved. We would see the evolution of a single species, whether or not the organism propagates
sexudly.

Now hereisthekey, if obvious, piece of the argument: mutations cannot occur in genes that are not
present in an organism. Different environments, for sexually reproducing organisms, will have different
mutations. At some point, the origind organismsthat were placed into two different environments will be
different not only morphologicaly in appearance and behavior (accomplished viasexua selection of
genes), but through the accumulation of different changesin their actua genetic make-up. The new
versons of geneswill not be compatible with the old complementary set of genes. We see speciation.
One species has become two. And that process, the creation of new permanent forms, iseasier and
faster with the aid of sexual reproduction. Sex is, in fact, agood thing.



At thispoint, | ought to say that not everyone agrees as towhy sex isagood thing. Steven Pinker, inHow
the Mind Works (1997) supports adifferent theory asto why sex was avauable invention for living
crestures. First, he points out that an organism cannot practice any policy that implies present sacrifice
for future benefit. "Playing on the come" will not work, since everything from squash to squids must
maximize the number of itsimmediate descendants. (Not only that, an organism does not sacrifice itsdlf,
even for the good of the species, unless there are sound reasons, based on the selfishness of genes, for
doing 0. This has caused workers, including Dawkins, considerable trouble, explaining how dtruism can
aso beaform of sdlf-interest.)

Pinker favors atheory proposed by John Tooby, which clamsthat sex was devel oped as away of
protecting organisms againgt disease. The argument goes asfollows. We areinvaded dl thetime by a
variety of tiny critters, who see us asa plentiful food supply. We have built up protections againgt them,
but they in turn have become very cunning a penetrating our defenses. When an organism employs
asexud reproduction, and some parasite organism finds away around the defense, the gameis over,
because the sametrick will penetrate the defenses of future generations with identica genetic make-up.
Sexual reproduction, however, scrambles the genes, and makes the offspring less susceptible to parasitic
invasion. Thus, sex provides apartid fresh sart with each generation.

| am less persuaded than Pinker by thisargument (dthough | strongly recommendHow the Mind Works
for ahundred other good reasons). It seemsto methat there is no inconsistency between optimizing for
the present generation, and sexua reproduction. In fact, the mixing of genesthat sex offersincreasesthe
tota variation in the next generation, without the dangers presented by mutation (which is normaly
unfavorable to an organism), and therefore improves the short-term odds.

Which theory isright? 1 don't know. Nor, | argue, does anyone else. However, thisis not an either/or
Stuation, where one theory must be right at the expense of another. Perhaps sexua reproduction allows
organismsto adapt more rapidly to new environmental niches, and also serves as a defense against
disease.

Isthere athird reason why sexual reproduction has been such an overwheming success? Fed freeto
conjecture. Alternate scientific theories are exactly the place where science fiction stories flourish. And if
you would liketo read aradicaly different suggestion asto why evolution seemsto proceed far more
rgpidly than smple mutation would suggest, tryPaths to Otherwhere (Hogan, 1996), where the subject
isdedlt with, amazingly, in terms of the many-worlds theory of Everett and Wheder (see Chapter 2).

6.3 Viruses, RNA, prions, and the origin of life. The sory of DNA seems astonishingly smpleand
complete. Let usask the usual questions. What don't we know, and what do we know what ain't so?

For one thing, we don't know how thiswhole process started.

Theinterdependence of the proteins and the DNA is a highly improbable connection. To make anew
cell, both are needed. If you lack either one, the process cannot work. It seems ridiculous to suggest that
both DNA and the necessary protein production factory could have devel oped independently of each
other, and work together without a hitch. It is as though you developed a car body while I, without
consulting you, developed an engine, neither of us having done anything like it before. We put them
together, and the whole automobile runs like adream.

It would be adream. That independent development of DNA and proteinsis obvioudy not what
happened. But what did?

To provide a possible explanation, we go to the world of viruses. At first that may seem to make the



problem worse. A virusisamystery organism (but agodsend, | sometimesfed, for the medical
profession. The doctor's pronouncement, "Y ou have avirus,”" is often the equivalent of, "I don't know
what iswrong with you, but | know | can't give you anything to cureit.”).

Viruses are minute, much smdler even than cells. Their small sizeis possible because they lack acell
sructure or aprotective cell wall, and they don't have their own ribosome protein factories. All they are
isatiny chunk of DNA, wrapped in acoat of protein. Some of them aso havelittletails.

It ispossible that viruses are degenerate forms, organisms that once possessed the full machinery for
self-reproduction but at some point abandoned it. Be that as it may, we must still explain how something
so smdl, on the very borderline between living and nonliving, can go about reproducing itsef when it has
none of the equipment we have described as necessary. If wefind the answer to that, maybe we will
solve the problem of the separate development of proteins and DNA.

A memorable report in a British newspaper of adivorce court proceeding afew years ago ended as
follows (with minor changes asto names): "Living at the time as a paying house-guest of Mr. and Mrs.
Smith was Mr. Jones, aman with an artificia leg. One day Mrs. Smith asked her husband, if awoman
had ababy by Mr. Jones, would the baby have an artificid leg? Mr. Smith then began to be suspicious.”

If, metaphorically speaking, the paying guest in your house happened to be avirus, then the chance of
your cellshaving an artificia leg would be very good indeed.

What happensisthis. Thevirus penetratesthewall of anormd, healthy cell, often with the aid of itslittle
tall of protein. Onceinsde, the virustakes over the cell's own copying equipment, using it to produce
hundreds or thousands of new viruses until the chemica supplies of the cell are used up. Then the cell
wall burdts, releasing the viruses, which go on to repest the process. The virus doesn't carry itsown
protein factory, because it doesn't need it. Viruses are, and must be, parasitic on cells.

Again, the story seems neat and complete, but not useful to resolve our mystery of how the whole
process began. Then, to add confusion, certain viruses were discovered that have no DNA at all.

What they haveisRNA.. Such viruses are known asretroviruses , and they are famous, or infamous,
because their number includes the Human Immunodeficiency Virus, HIV, associated with the disease
AIDS. (The naming of the HIV virus, and the battle over priority of discovery, isan astonishing story
that | won't go into here. Scienceisthe search for absolute truth, and scientists are objective,
digpassionate people. Right? Look out of the window, and you will seethe Easter Bunny.)

How can something without DNA reproduce? We have emphasized the importance of the DNA double
spird, which RNA lacks. A retrovirus hasto work hard indeed to produce the next generation. Firg, it
invades a cell. Next, it uses the one-to-one correspondence between its own RNA bases (A, C, G, U)
to make matching DNA (T, G, C, A). Then it employsthe cell's own DNA-reproducing mechanism to
make DNA copies. Findly, the virus employsthe rest of the call machinery to make matching RNA (its
own genetic materia) and hence more copies of itsef.

Here, then, isan interesting possibility. Since some organisms have no DNA, but do have RNA,
suppose that RNA camefirst , and DNA was alater development? We know that RNA can produce
proteins, and it doesn't need DNA for that. This central early role for RNA has strong advocates,
particularly since RNA has been found to containribozymes . Not to be confused with ribosomes,
ribozymes are enzymes able to snip and reorganize the sequence of nucleotide basesin the RNA itself.

The argument for RNA isinteresting, but not yet persuasive. We can make proteins, yes, but without the
DNA double helix for exact copying, RNA, with or without the protein factory, cannot produce the next
generation.



Where might we find amethod of reproduction that does not need DNA, but might lead to DNA and
RNA's eventua devel opment?

The answer, even twenty years ago, would have belonged to Chapter 13. Today, thanksin large part to
Stanley Prusiner's receipt of the 1997 Nobel Prize for Medicine, theideaisin the scientific mainstream.
However, it was pure scientific heresy when Prusiner, in the late 1970s, decided that what we "know" in
molecular biology is possibly not so.

What we know isthe Centra Dogma, according to which DNA, working viaRNA, produces proteins.
Proteins do not reproduce, nor can their actions affect the DNA. As an organism succeeds or failsin the
world, sowill its DNA be more or less present in the world.

Prusiner had been studying certain peculiar diseases with along incubation time. They includescrapie,,
mostly affecting sheep and goats,kuru , the "laughing death” disease of the natives of New Guines, that
became famous because cannibalism wasinvolved in its pread; Creutzfel dt-Jakob disease, arare and
fatal form of dementiaand loss of coordination in humans; and, most recently, the "mad cow disease” (
bovine spongiform encephal opathy) that required the killing by farmers of millions of cattlein Greet
Britain. These diseases have along latency period before the infected anima or human shows symptoms,
and the standard theory wasthat a"dow virus' was responsible for them.

If that were the case, the infecting agent for the diseases would have to contain DNA, o, if this
happened to be aretrovirus, RNA. However, the analysis of infecting material showed no evidence of
ether nucleic acid. Findly, in 1982, Prusiner proposed that the infectious agent for scrapie and related
diseases congsts exclusvely of protein. The termprion (pronounced pree-on), for " proteinaceous
infectious particles," was introduced. Soon afterwards, Prusiner and his co-workers discovered a
protein that seemed to be present always in the infectious agent for scrapie. They termed it PrP, for
"prion protein." Moreover, the same protein occurs naturdly, in animalsthat are not sck. Thereisatiny
chemica difference between the two forms of PrP, amounting to asingle amino acid. The bigger
difference, however, isnot chemical butconformational . In other words, PrP can exist in two different
molecular shapes.

This suggests amechanism by which infection can take place. Cal one form of the protein PrP, i for
infectious. Cdl the other PrP", nfor normal, sinceit isnormally present in the body. When PrPinvades
the body, it induces the PrP"molecul es that it encountersto change their shapeto its shape. It may aso
force the subgtitution of asingle amino acid. The changed forms become PrP'molecules, which can then
go on and modify more PrP". Eventudly, there are so many PrPmolecules that the body beginsto
display symptoms of the disease.

We have found, with prions, away of reproducing PrPwithout the use of DNA. All we needed wasa
supply of PrP".

We seem to have run far afield from our origina question, of how the process of reproduction started,
but we may in fact be close to answering one of the most basic questions of al: What wasthe origin of
life?

Given asupply of energy and basic inorganic components, it is not difficult to produce amino acids. That
was shown experimentaly by Stanley Miller, back in the early 1950s. Further, if we had aplentiful
supply of various kinds of amino acids, floating freein the early seas of Earth, they would naturally
combineto produce avariety of different proteins. And if one of those, an ur-protein that was some
ancient relative of PrP, could induce a conformational change and aminor chemica changein other
proteins, so that they became exact copies of itsalf, we would havereproduction . The spread of our
ur-protein would be limited by the extent of its "food supply"; i.e., the other proteinsin the ancient ocean.



However, evolution would be a work, creating modified, and sometimes improved, ur-protein.

It iseasy to suggest adirection of improvement. The ur-protein would be more successful if the range of
other proteinsthat it could adapt to its own form could be increased. One way to do thiswould be
through the assembly of the necessary protein from smpler, smaller units—idedly, from the basic amino
acidsthemsdves.

Thisisvery closeto the processes of eating, digestion, and reproduction so familiar to ustoday. RNA
and DNA couldevolve from ur-proteins, as more efficient methods of reproduction. The best process of
reproduction would naturally employ the smplest, and therefore the most widely available, components.

Isthiswhat actudly happened, in lifeés earliest history?

No one knows. In fact, no one has any mechanism to offer more plausible than the one offered here. As
fiction writers, we can go with a prion gpproach; or we can assume any other that leadsin arationa way
to today'sworld of living creatures.

6.4 Local, or universal? Life elsewhere.lt ispossblethat life did not begin on Earth, but was brought
here. That does not avoid the question of an origin—we are then forced to ask how that life cameinto
being—but it does remove a congtraint on the speed with which life had to develop. We know thét life
was present relatively early in Earth's hitory. The planet is about four and ahdf billion yearsold, and
there were living organisms here close to four billion years ago. Did they develop here, or were they
imported from outside?

That suggests another question: Did primitive Earth possess the warm, placid oceans often pictured in
consdering the origin of life (we have hinted at it aready asthe womb for our ur-protein); or wasthe
early world dl ssorm and violence?

Modern ideas of solar system formation and evolution favor the latter notion. The early system was
dominated by celestid collisons on the largest scale. Great chunks of matter, some as big asthe Moon,
hit Earth and the other planets of the inner system. Theimpact effects must have been prodigious. For
example, asmall asteroid one kilometer in radius would release into the Earth's biosphere four hundred
times as much energy as the biggest volcanic eruption of modern times (the 1815 explosion of Tambora
in Indonesig; the following year, 1816, was known as "the year without a summer” because cropsfailed
to ripen). The asteroid whose arriva is believed to have led to the extinction of the dinosaurs (see
Chapter 13) was agood ded bigger, perhaps ten kilometers across, and it delivered a blow with 50,000
timesthe energy of Tamboras eruption. Even so, it isminute in size compared with many of the bodies
roaming the solar system four hillion years ago. Our Moon, for example, has adiameter of about 3,500
kilometers.

Eathinitsearly dayswas subject to adeadly rain from heaven, each impact delivering the energy
equivalent to hundreds of thousands of full-scae nuclear wars. Aslong asthiswas going on, it would
surely beimpossiblefor life to develop.

Or would it? Not if the idea proposed by A.G. Cairns-Smith in several books, (Cairns-Smith, 1971,
1982, 1985) turns out to be true. He suggests that the site of life's origin was not some warm, amniotic
ocean, but that thefirgt living organismsformed inclays . Thislife was not based on DNA and RNA.
Those were later devel opments, taking over because they were more efficient or more stable. The
origind sdlf-replicating entitieswere inorganic crystds. Clays are a perfect site for such crystasto form,
because clay is"sticky," not only in the usua sense of the word, but as a place where chemica ions
reedily attach and remain. Life could begin and thrive in clays at atime when Earth was till too chaotic



and inhospitable for anything like today's organismsto survive.

The Cairns-Smith idea does two things. It offers another possibility for the beginnings of life on Earth;
and it makes us wonder, under what strange conditions might life arise and thrive? We know of
organisms three miles down in the ocean, living at pressures of two hundred atmospheres near vents of
superheated water, and dying if the temperature drops too far below boiling point. Many of these
creatures depend not on photosynthesis for their basic energy supply, but on sulfur-based
chemosynthesis.

Could anything sound more dien?

It could. For onething, al these organisms are just like us, in that they employ DNA or RNA in their
genetic codes. Recently, afull genome (the compl ete code sequence) was devel oped for a degp ocean
bacterium known asMethanococcus jannaschii . Its 1.66-million base bacterial genome was built up
fromthe A, C, G, and T nuclectides. Currently, a huge effort goes on to provide the complete mapping
of the human genome, with itsthree billion nuclectide base pairs.

We have noideaiif life must be thisway, right acrossthe universe. Isan intelligent mud possible, a
crystaline matrix layered like the silicon chips of our computers? Or on the massive planet of an
unnamed star in the Andromeda Galaxy, do the crestures wriggling across the seabed inevitably possess
amolecular pattern, G-C-T-A-A-G-, that we would recognize at once?

Arethere amillion different ways of writing the book of life, only one volume of which we have seen? Or
dothey dl have adouble helix? Why not atriple hdix? That would permit better mixing of genetic
materia during sexud reproduction, with one-third provided by each of the three parents.

A few years ago, these questions seemed unanswerable. The recent discovery of possible archaic lifein
ameteorite that originated on Mars has changed everything. The Mars Sampler spacecraft, visiting the
planet and examining the surface, is currently scheduled for 2005, but may be advanced to 2003. In Six
or seven years, we may know: are DNA and RNA local to Earth, or do they represent amore universa
solution?

6.5 Aging and immortality.Juan Ponce de Leon searched for years, but he did not find the dixir of life
and the secret of perpetua youth.

Perhaps he was looking in the wrong place. Just as the study of the faint astronomical objects known as
gdaxiesled usin Chapter 4 to the age of the universe, the sudy of the curious double helix within our
own cellsmay lead to the understanding of aging, and its ultimate reversal.

| bedieve that this understanding will come in adecade or less. Would-be storytellers should start now,
or betoo late.

Chromaosomes are made of long strands of DNA. At its very end, each chromosome has something
cdled atelomere . Thisisjust arepeated sequence of aparticular set of nucleotide bases. The sequence
isnot used for RNA or protein production, and for most organisms the repested set ismainly thymine
and guanine. Human telomeres, and those of al vertebrates, are T-T-A-G-G-G, repeated a couple of
thousand times; roundworms have T-T-A-G-G-C. At the most basic level, we are not much different
fromworms.

The telomeres serve awd |-defined and ussful purpose. They prevent chromosomes sticking to each
other or mixing with each other, and hence they aid in stable and accurate DNA replication. However,



the telomeres themsalves are not stable bodies. They repeatedly shorten and (in certain cases) lengthen.

For example, when acell dividesand DNA is copied, the copying does not extend right to the end of
the chromosome. A smdl piece of thetedlomereislost. Over time, if no compensating mechanism were
at work, the telomere would disappear. The chromosomes would then devel op the equivaent of split
ends, and vita genetic information would be logt.

This does not happen, because an enzyme calledtel omerase generates new copies of the telomere base
sequence and adds them to the ends of the chromosomes. The telomereswill then be always of
approximeately the same length.

The presence of telomerasein sSingle-cell organisms alows them to be effectively immorta.(Some
bacteria have no need of telomores and telomerase. Their DNA isarranged in the form of a continuous
ring, and it can therefore be completely copied.) They can divide an indefinitely large number of times,
with the vital DNA of their genetic code protected by the telomeres. However, many human cellsare
devoid of telomerase. As has been known since thework of Leonard Hayflick in the 1960s, human
body cells are able to reproduce only acertain number of times; after that they become, in Hayflick's
term, "senescent” and eventudly die. Moreover, cdlsfrom ahuman newborn can divide 80 to 90 times
when they are grown in asuitable cdll culture; but cellsfrom a 70-year-old will divide successfully only
20to 30times.

In the 1970s, an explanation was proposed. Without telomerase, the chromosomes lose part of the
telomere a each cdl divison. Eventudly, there are no protective telomeres|eft. Cell division ceases, and
the cell dies. Thisaso provides at least apartia explanation of human aging. If cellsare not able to keep
dividing, body functionswill beimpaired.

Thereisgtill amysery to be explained. Although norma human cdls die after alimited number of
divisons, the sameisnot true of cancer cdls. They will go on growing and dividing in culture, apparently
indefinitely. Not surprisingly, in view of what we have learned so far, cancer cells produce telomerase.
They do s0, even when they derive from body cell typesin which telomerase is absent.

We now see two exciting possibilities. On the one hand, if we could prevent the production of
telomerase we would inhibit the spread of cancer cdlls, while not affecting norma cells which aready
lack telomerase. On the other hand, if we could stimulate the production of telomerasein dl the cells of
our bodies, cdl divison would not result in the gradua destruction of the telomeres. Tissue repair would
take place in the 70-year-old at the same rate asin the newborn. The aging process would be halted,
and perhaps even reversed.

Thereisafine balance here, one which we do not yet know how to maintain. Too much telomerase, and
the cells run wild and become cancerous (though there is evidence, based on the short telomeres of
cancerous cdls, that telomerase is produced only after acdll beginsto multiply uncontrollably). Too little
telomerase, and the aging process setsin at the cdlular level. After awhile the effects are felt through the
whole organiam.

Thereis one other factor to note, and it suggests that we do not have the full story. During the
duplication of DNA associated with the reproduction of amulti-celled organism, as opposed to cell
divison within the organism, the telomeres are somehow kept intact. Thisis absolutely essentid,
otherwise ababy would be born senescent. But how is the body able to preserve the telomeresin one
type of copying, whilethey are degraded in another?

Thereis one smple explanation, though it may be a personally unpalatable one. Aging and death are
desirable from an evolutionary point of view. Only by reproducing do we open the door for the



biologica improvements that keep us competitive with the rest of Nature. Only by mortaity do we
provide the best assurance for the long-term survival of our DNA.

Thisruns counter to our desirefor persond survivd, but in the words of Richard Dawkins, "DNA
neither knows nor cares. DNA just is. And we dancetoitsmusic’ (River Out of Eden, Dawkins,
1995). That has apparently been truefor al of lifeslong history. But when wefully and finaly
understand telomeres and cdll division, perhaps we will have achance to dance to music of our own
choosing.

Telomeres, and their role in aging and the prevention of aging, have aready been used in sciencefiction.
See, for example, Bruce Sterling'sHoly Fire (1996) and my ownAfter math (1998).

6.6 Aging: a second look.We have proposed the erosion of the telomeres as amechanism for aging,
but it isunlikely to be the only factor. For onething, people usudly dielong before they reach the
"telomerelimit” at which chromosome copying isimpaired. Thisimplies reasonsfor aging that go beyond
what is happening at theleve of the sngle cdll. If we again invoke Philip Anderson's"Moreisdifferent”
argument, the large, complex assembly of the human body has properties that cannot be deduced by
analysis of its separate components. Consciousness, to take one example, does not seem to exist at the
cdlular leve. It emerges only when asufficiently large aggregeate of cdlls has been created.

Humans have uniquely large brains as afraction of total body mass. We do not know if we arethe only
creatures on Earth with consciousness of self, but we do know other, well-measured waysin which we
are unique. For instance, we have a peculiarly long life span for animals. The sturgeon (150 years) and
the tortoise (140 years) definitdy live longer, but among mammals only those land and sea giants, the
elephant (70) and the whde (80), come close to human maximum life expectancy. The difference
between humans and other animasis more gtriking if wework interms of number of heartbeats. With
that measure, we live longer than anything. Big brains seem to help, though we don't know how.

| am taking it for granted that we would dl liketo live longer, provided that we can do so in good hedlth.
Aging and desth may be necessary from an evolutionary point of view, but from apersona point of view
both are most undesirable. If we cannot escape desth, can we at |east postpone aging?

At the cdlular level, one class of frequently-named suspects as causes of both aging and cancer isfree
radicals. Vitamin C (discussed further in Chapter 13) and Vitamin E neutrdize freeradicas.

Whether or not the secret of human longevity involves the whole organism rather than being defined at
thesingle cdl level, we can certainly identify particular organic changes associated with aging. Two that
continue to arouse agreet ded of attention involve the thymus organ and the pined gland.

Thethymusissmall. Lessthan half an ounce a birth, it Sits above the heart and is about an ounce at
maximum size, close to puberty. After puberty the thymus beginsto shrink, and becomesinactive by age
forty. It isan important part of T-cell production and hence of the body's immune response system.

The pineadl gland issmdl also, about a centimeter across, and it Stsat the base of the brain. Itsmain
known function isthe production of melatonin. The pinedl gland beginsto diminish in activity very early in
life, with changes dready occurring by the timewe are seven or eight years old. Like the thymus, the
pinedl seemsto close down its activity completely by thefortieth year.

The medica professon ingssthat the use of drugsto substitute for the output of the thymus organ and
the pined gland, or to stimulate their renewed activity, or even to reduce the number of freeradicalsin
the body, isatota waste of time and money. The generd public, on the other hand, often seemsto



agree with the student who answered the question on an English test, "What isaword for an ignorant
pretender to medical knowledge?' with "A doctor."

At any rate, thereis current widespread interest in such nonprescription drugs as melatonin, Co-enzyme
Q, Vitamin C, Vitamin E, Vitamin B-6, Vitamin B-12, DHEA (de-hydro-epi-androsterone), and SAM
(S-adenosyl-methionine). In less than ten years we will have evidence asto whether these diet additives
have any beneficia effect on the aging process. Meanwhile, many people are not waiting. The drugs may
be no more than stopgap measures, retarding aging but certainly not hating or reversing it; but, thelogic
goes, that'sagood ded better than nothing.

One other whole-body function seemsto correlate with aging. The first Sgnsthat we are beginning to
age appear when our bodies stop growing. Moreover, animals such as carp, which grow continuoudly,
aso seemto liveindefinitely long. They die only when some disease or predator disposes of them.

Continuous growth hardly appears an answer for humans. | doubt if anyone wantsto be twelve feet tall
and fifteen hundred pounds, unable to move or even to stand up. But might there be some "growth
extract” that we could take from animals, to increase our own life expectancy?

I'm not optimigtic. In any case, the science fiction story using that idea was written long ago. In Aldous
Huxley's book After Many a Summer Dies the Svan (Huxley, 1939), an eccentric old oil magnate
adopts the unpleasant diet of "triturated carp viscera'—chopped-up carp guts. He livesto be over two
hundred years old, but at a price. Like Tithonus, who asked the gods only for immortality, he does not
die but continuesto age. As he does so he goes through a process of devolution, by the end of the story
becoming an ape.

I'm not sure any of uswant that. On the other hand, for another century or more of life. . . maybejust a
trid taste?

6.7 Tissue engineering.It isagreat annoyance when the "dumb beasts' of the anima world do things
that we supposedly super-smart humans cannot; not just things based on speciaization of body
Sructure, such asflying like an eagle, swimming like adolphin, or jJumping like aflea, but thingswhich by
al logic our bodies should be able to manage without modification.

Why can't we hibernate or estivate, dowing our metabolism in times when food or water is short? Surely
that was once avauable surviva mechaniam, evenif food for many of usisnow amost too easily
available. Still of importance today, why can't we grow anew finger or foot if we lose one, or connect a
spinal cord severed by injury? We grow new skin without any problem, so some regeneration capability
isclearly built into us. But amphibians can grow whole new limbs, which meansthey aso havethe
capacity to regenerate nerve cells.

If we cannot regrow alimb or an organ, you might think that we ought at least to be able to accept one
from some other human donor. The heart is nothing more than a pump, and one person's pancreasisin
al important details exactly like another's. Livers, spleens, testicles or ovaries, hearts, wombs, lungs and
kidneys are functiondly identical in you and in me. It seems reasonable that you should be able to take
oneof my kidneysif yoursarefailing.

Asthefirst surgeonsto attempt organ transplants quickly learned, it's not so easy. The operationis
relaively sraightforward, but unless the donor happensto be your identical twin thereisabig danger of
organ rgection. The body treats the new part not as an essentid and helpful component of itsdlf, but as
anintruder.



The problem lies not at the organ level, but at the cell level. Our bodies, as part of their defense
mechanisms against invading organisms, seek out and destroy anything that does not carry the correct
chemica markersthat denote"sglf.” The body functionsthat perform such recognition, and label
something as "friend” (ignore) or "foe" (destroy), are known collectively astheimmune system . Identica
twins have the same immune system, and transpl ants between such twins are not regjected. Lacking an
identica twin, your chances of a successful transplant are best if your organ donor isaclosereative,

Today, organ transplants are usualy accompanied by drugs that inhibit the action of the immune system.
That, of course, carriesits own risk. What happens when the bacteria of disease enter your body after a
transplant operation? Without your immune system to recognize and devour the intruders, bacteriawill
multiply fredy. Y ouwill die—nat from organ rgjection, but from some conventiond infection.

Trangplant patients live on the fine edge between two dangers. Too many immune system inhibitors, and
infection gets you; too few, and the new organ isrgjected by the body. When the immune system is
weakened, it isvita to recognize the signs of disease and use antibiotics and other drugsto fight it inits
earliest sages.

Isthere away out?

Thereis, but it isnot yet a standard part of the medical community'sarsendl. It is known astissue
engineering .

The basic ideais smple. Suppose that one of your body organsisfailing. To be specific, let us suppose
that it isyour kidney. Even adiseased kidney has hedlthy cells. If we could just take afew of those cdlls,
and encourage them to divide and multiply in the right way (including making structura components of
the kidney, such as veins and arteries), then we could grow awhole kidney outside your body. When
we performed the transplant, the new kidney would bein no danger of regjection. The immune system
would identify the replacement organ as " sdif."

Unfortunately we cannot grow akidneyin vitro , using some nutrient bath; and if wetry to grow acopy
of one of your kidneysin some other person or anima, the hogt'simmune system will send up thered
flag that denotes "enemy," and proceed to destroy the intruder cells before they can begin the task of
kidney congtruction. Again, we seem to be stymied.

However, occasionally an item appearsin the news about a"bubble child." Thisisaperson who has
been born without aworking immune system. The only way this unfortunate can survive is by complete
isolation from all people and diseases. It is a precarious existence, and the fact that such a person could
in principle accept any organ transplant without regection islittle consolation.

What nature occasionally does to humans, scientists have been ableto do with animals. Lines of mice
and rats have been bred that |ack immune systems. They will not rgject foreign tissue introduced into
their bodies. Suppose that we introduce under the skin of such an anima amold of porous,
biodegradable polymer, configured to match the shape and structure of akidney. We "seed" thismold
with cdllsfrom your own kidney. These cellswill be nourished by the blood of the host mouse or rat.
They will multiply, to produce awhole kidney asthe biodegradable " scaffolding” dissolves away. There
will findly be awhole kidney, ready for remova and use as areplacement for your own failing kidney.

That istheidea. The execution, to make any organ we choosg, isyearsin the future. At the moment
there has been success only with the growth of cartilage. The other organs mentioned represent afar
tougher problem.

Thereisaso the problem that amouse or rat is much too small to support the growth of ahuman liver
weighing three pounds or more. In addition, some people would certainly find such ause of animas



inhumane and unacceptable.

My own preferred solution to both problemsis smple. The oneliving organism in the world whose
immune system is guaranteed not to rgject my tissue is me. When tissue engineering is perfected, | will
grow copies of my own heart, lungs, and other necessary organs, on or in my own body, in advance of
need. When full-grown they will be removed from me and placed in cold storage until the time comesto
usethem.

Asafina note, let us recognize that for some diseases organ replacement will never be an option. Thisis
the case with anything affecting the brain. Alone of dl our organs, the brain contains our sense of identity.
Another approach can then sometimes be used. Fetd tissue has not yet developed its own characteristic
sgnature for immune system recognition. Thus, implanted fetd tissueislesslikely to suffer rgection by
the host body. Parkinson's disease is characterized by aloss of dopamine production. The implanting of
fetal dopamine-producing tissuein apatient's brain dleviates the worst symptoms of the disease.

The most effective such tissue ishuman fetal tissue. The treatment does not, of course, produce acure. It
aso leads, in an aggravated form, to ethica questions similar to those arising whenever animals or
humans become a part of human medica procedures.

A discussion of other ethicd questions and possible societa response to tissue engineering can be found
inanove by Nancy Kress Maximum Light (Kress, 1998).

CHAPTER 7
New Worldsfor Old

The solar system has provided awonderful, fertile field for speculation since the earliest days of science
fiction. Set your storiesthere, by al means; but unless you want those stories to be dismissed as fantasy
by the critical reader, makeit thenew solar system, asrevealed by recent observations.

Even fifty years ago, the writer had lots of freedom. Telescopic observations of the Sun, Moon, and
planets had told us afair amount, but that was overwhelmed by the things we didn't know—what does
the other Sde of the Moon, never seen from Earth, look like? What is beneath the perennia clouds of
Venus?

Today, those and many other mysteries have gone away. Planetary probes have had a close-up look at
every world except Pluto. Space-based tel escopes have given us not only images, but spectroscopic
dataabout al the planets.

Wewill confinethis chapter to the "edges' of the solar sysem—not in terms of location, but in terms of
knowledge. We will seek virgin territory for storytelling, where there is till hope for surprises.

7.1 Mercury.The planet closest to the Sunis Mercury. Before 1974, thiswas thought of asan airless
ball, moving around the Sun in arather elongated ellipse every 88 days. It was believed to present the
same faceto the Sun dl the time, so that one sde would befiercely hot, and the other chillingly cold.
Astronomers knew that Mercury had little or no atmosphere. A planet closer to the Sun than Earth
sometimes passes between us and the Sun. Sunlight will then be refracted by any substantial atmaosphere.
Thereisno sgn of that, so the surface of Mercury must be close to a perfect vacuum.



The big change in our knowledge of Mercury came with the Mariner 10 spacecraft, which in 1974-75
performed a series of flybys of the planet. It sent back pictures from three close encounters, and
produced thefirst big surprise: the surface of Mercury looks at first Sght exactly likethe Moon. Itis
cratered, barren, and airless. Mariner also discovered amagnetic field, about one percent of Earth's.
This, together with the planet's high density, suggests a substantia iron core maybe 1,500 kilometersin
diameter. (Mercury itsaf isonly 4,500 kms. in diameter.) At least part of that core should befluid,
alowing the existence of a permanent dynamo that generates the externd magnetic field.

Mercury's rotation period was another surprise. The old assumption, that tidal forceswould have locked
it in position to present the same face to the Sun al the time, turned out to be wrong. If that were the
case, the rotation period of Mercury would be the same asits year, 88 days. Mercury actualy goes
through one complete revolution on its axisin 58.6 Earth-days. It isno coincidence that 58.6 is
two-thirds of 88. A dynamica effect known as a"resonance lock™ keeps those two periodsin that exact
ratio. Asone odd result, aday on Mercury lasts exactly two of itsyears (because the planet turnsone
and a half times onitsaxisin thetime it takes to make onefull circuit around the Sun). Since the planet
does not present the same face to the Sun dl thetime, all sides get baked; the planet ishot al over,
except possibly at the very poles, rather than just on one side aswas previoudy thought.

Mercury has probably changed little in gppearance in the past three billion years. However, it has one
interesting difference from the Moon; its surface is more wrinkled, probably as aresult of more cooling
and contraction than the Moon has ever experienced. On the other hand, anything three billion years old
has aright to be wrinkled.

The"old" Mercury alowed some fascinating science fiction stories to be written about it. The modern
Mercury israther dull—or should we say, agood chalenge to the writer'simagination?

7.2 Venus. If Mercury wasfor along time something of amystery to astronomers, Venuswas a
positive embarrassment. Galileo, back in 1610, took alook at the Planet of Love with his homemade
telescope and noted that the surface seemed completely featureless. That, improvements in telescopes
and observing techniques notwithstanding, was the way that V enus obstinately remained for the next
three and a half centuries. Venus was known to be about the same size asthe Earth—a"sster planet,”

as people werefond of saying, coming closer to Earth than any other, and only afew hundred kilometers
smdler in radius (6,050, to Earth's 6,370). But if thiswere our Sster, we knew remarkably little about
her. The length of the Venus year was determined, but not the day; and the surface was acomplete and
total mystery, because of the al-pervading and eternd cloud layer.

Naturaly, that absence of facts did not stop people from speculating. One popular notion was of Venus
asayounger and more primitive form of Earth—probably hotter, and perhaps entirely covered with
oceans. The logic was smple: hotter, because nearer the Sun; and clouds meant water, so more clouds
than Earth meant more water. Venus might be asteamy, swampy planet, whereit rained and rained and
rained.

There were competing theories. Fred Hoyle, the astronomer whom we met in Chapter 2 and will meet
again in Chapter 13, speculated that Venusindeed had oceans; but according to his theory they would
be oceans of hydrocarbons (the ultimate answer to afoss| fuel crigs).

Hoyle'sideas sound wild, but at |east they were based on an extrapol ation of known physical laws.
Whereas Immanuel Velikovsky, in the early 1950s, came up with the wildest, least scientific—and most
popular—theory of al. Venus, he said, was once part of Jupiter . By some unspecified event it was
ripped out of the Jovian system and proceeded inward. There, after a complicated game of celestial



billiardswith Mars and the Earth, it settled down to become Venusin its present orbit. And al thistook
place not at the dawn of creation of the solar system, but recently, 3,500 years ago. Among other things,
the multiple passages of Venus past the Earth stopped our planet in itsrotation, caused a universal
deluge (the Food), parted the Red Sea, and caused numerous other annoyances.

Read Vdikovsky, by al means, for wild ideas—but don't believe him. We will mention just one problem
with the theory, that it violates the law of conservation of angular momentum, and leaveit at that.

In the past thirty years, space probes have dramatically changed our knowledge and understanding of
Venus. The present description runs asfollows:

* The period for Venus to make one complete revolution about its axisis 243 Earth days. Thisislonger
than the Venus year, of 225 Earth days. Also, since the planet rotates in the opposite sense fromits
direction around the Sun, its day—the time from noon to noon for a point of the planet—is 117 Earth

days.

Would-be world-builders please note: 1t isdifficult to visuaize the relation between the time a planet
takesto rotate on its axis (thesidereal period ), thelength of its day (from noon to noon), and the length
of itsyear. However, thereisasample formulathat relaes the three quantities. If R isthetimein Earth
daysfor the planet to rotate on its axis, D isthelength of itsday, and Y thelength of its year, then
1/D=1/R61/Y, where the plus sign is used when the planet rotates on its axis in theopposite sense from
itstravel around the Sun. For Venus, Y =225 Earth days, R=243 Earth days, so
D=1/(1/243+1/225)=117.

* The pdeydlow clouds of Venusare not water vapor. They are sulfuric acid, the result of combining
sulfur dioxides and water. These sulfuric acid clouds stop about 45 kilometers above the surface, and
below that everything isvery clear, with amost no dust. The whole atmosphereis about 95% carbon
dioxide. Thelighting leve at the surfaceisroughly like that of acloudy day on Earth, though there are
frequent ormsin the clouds, and lots of lightning.

* The pressure at the surface is about 90 Earth atmospheres. Such a pressure may seem to offer
impossible problems for the existence of life, but that's not the case. A sperm whale, diving in Earth's
oceans to deeper than akilometer, comfortably endures a pressure of more than a hundred atmospheres
—and returnsto the surface unharmed afew minutes later. We gill don't know how thewhaeisableto
do that.

* Venusishot . Inthisway the modern picture of Venusislikethe old one, but it is probably hotter than
anyone expected. The surface temperature is somewhere between 460 and 480 degrees Celsius, and
highly uniform over the whole surface. Since the axid tilt of Venusisonly about 6 degrees, thereare no
Seasons to speak of.

Venusis hot for the same reason that agreenhouse is hot. Solar radiation getsinto the atmosphere easily
enough, but longer wave ength (heat) radiation from the surface is then trapped by the thick carbon
dioxide atmosphere (or glass, in the case of the greenhouse) and cannot escape.

* Thankslargely to the Magellan spacecraft, we have ahigh-qudity radar map of amost thewhole
surface of the planet. (Note: We till lack such acomplete radar map of the surface of the Earth.) Venus



isabarren place of rocky uplifts and shallow, melted-down craters. It is nothing like the old stories; no
swamps, no intelligent amphibious life forms, no artifacts but afew burned-out spacecraft from the
Soviet Union and the United States. But there are mountain ranges, well-mapped by orbiting imaging
radars, and agrest rift valey, bigger than any other in the solar system.

Thereisan interesting difference between the generd surface structure of Earth and Venus. If we plot
the average dtitude of surfaces on Earth (including the seabed) we find that there are two peaksin the
distribution: they represent the ocean floor and the continental platforms, separated by about five
kilometers. Thistwo-story world is a consequence of plate tectonics, where moving plateslift the land
surfaces. When we make the same plot for Venus, adifferent picture emerges. We have asingle pesk,
at the most common average e evation. There are uplands, avast rift valley, and shallow basins, but they
al cluster around this one average vaue.

Why are plate tectonics not amgjor force on Venus? Here we are on speculative ground. Theorists
argue that the high surface temperature givesriseto athick, light crust, which istoo buoyant to be
subducted (forced under) even if plates collide. Others argue that Venusislike avery young Earth,
where we have yet to see the effects of plate tectonics. In perhaps abillion years Venuswill seetherise
of continents, and conditions may perhaps change to ones more congenid to life.

* Venus possesses No appreciable magnetic field. Thisis strange, sincethe planetisso like Earthinsize
and composition. However, the lack of field may be related to the planet's dow rotation, which would
greatly reduce the dynamo effects of aliquid iron core.

* There remains one generd question: Why isour sster planet so different from Earth in so many ways?
One possibility: The Earth has alarge moon; Venus has none. More and more, the presence of the
Moon seemsimportant, although | have yet to see an authoritative and persuasive discussion of the
reasons.

7.3 Earth. Wewill say little about our own planet. Not because thereis nothing to say, but because
thereis so much. Although thisis our home, we might till argue that our understanding of Earthas a
planet isinitsearly days.

Congder just afew examples. The theory of plate tectonics, already referred to, was geologica heresy
fifty years ago. Alfred Wegener proposed the theory in the early part of this century, but snce hewasa
meteorologist rather than a professiond geologist, he was either ignored or laughed away. Only when the
evidence of sea-floor spreading became undeniable did geologists begin to accept theideas of plate
tectonics, which today underpin amost al serious geomorphological work.

A second exampleisthetheory of primordia methane. This proposes that methane has been present in
theinterior since the formation of the planet, rather than being formed recently and close to the surface
by the breakdown of more complex molecules through hest, pressure, and biologica processes.

A third exampleisthe Gaiatheory proposed by James Loveock and championed by Lynn Margulis.
Wewill discussthisin Chapter 13, and note here only that it, today, isin the same State of "scientific
heresy" as Wegener'stheory in the 1920s.

We know remarkably little about our own Earth—and what we "know" changes with every generation.



7.4 The Moon. Other than Earth, this must be the most familiar and best-known planet or satellitein the
solar systemn. Humans have been looking up at the Moon and studying it for al of hitory. Itsinfluence on
Earth, and on each of usindividudly, isprofound. There are lunar tides running within our bodies, just as
they ebb and flow in the seas of Earth. We are very familiar with our own 24-hour circadian rhythms,
and how wefed at different times of day. But we are dso affected by the more subtle lunar rhythm,
imposing acycle on our bodiesin wayswe have till to understand.

Forty years ago, our ignorance of the Moon was quite striking. For example, the Moon always presents
gpproximately the same hemisphereto Earth (small oscillations, known aslibrations, alow usto seea
little more than half the Moon's surface). We had no information to tell uswhat lay on thefar sde of the
Moon. A good dedl of wild speculation could be tolerated. It was even possible to imagine adeep
depression on the back of the Moon, where there could be an atmosphere and possibly life.

That ideawent away in 1959, when a Russian spacecraft, Lunik 111, took and transmitted to Earth
pictures of thefar Sde of the Moon. It |ooked, disappointingly, rather like the side that we already knew.

However, there were still plenty of things to speculate about. For example, the craters. were they caused
by volcanoes, or were they meteor impacts? Forty years ago no one had any proof oneway or the
other. Theflat, dark "seas' on the Moon: they were certainly not water, but might they be deep dust
pooals, ready to swallow up any spacecraft unwise enough to attempt to land on one of them?

Today we have many of the answers. Firgt, we know that the surface of the Moon is old. The measured
ages of lunar rock samples brought back in the Apollo program arein the billions of years. Half of them
are older than any rocks ever found on Earth. Eventhe "new” craters, like Tycho, measure their agesin
hundreds of millions of years. The dust pools are not there. Astronauts who landed on the Moon
reported alayer of dust, but no sign of the deep, dangerous seas of an earlier generation's speculations.

The Moonisof great interest to scientists; but it seemsfair to say that to most peopleitisadull place.
There are no known substantial deposits of valuable minerds, no air, little water. The Clementine
Spacecraft, according to awidely reported Defense Department pressrelease, in 1993 "discovered” a
lake of icein acrater near the north pole of the Moon. However, the actua scientific paper inScience
concerning the radar sgnals was far more circumspect, and merely noted that Clementine's radar return
sgnd wasconsistent with the presence of water. A 1998 observation by the Lunar Prospector
gpacecraft made newspaper headlines with the announcement that a hundred billion tons of water had
been found on the Moon. The most impressve thing to meis howlittle water that is. It isasmall pond,
ten feet degp and seven miles across. On Earth it would hardly be noticed.

Human colonies on the Moon seem possible within ageneration, but they may exist mainly to send
materias back out into space, or to take advantage of the radio quiet zone on the lunar far sde (we
flood the near side, and most of space, with our incessant babble). The biggest advantage of the Moon
may turn out to beitslow escape velocity, only 2.4 kms/sec, alowing chegp shipment of materialsfrom
the Moon to Earth orhit.

| do not think that alunar base will satisfy our urge to develop the planets. The Moon istoo much an
offshoreidand of Earth. We have dready paddlied our dugout canoes there afew times, and we will be
going back. But it isnot our new continent, our "new-found-land.”

That new-found-land may be Mars.

7.5 Mars. The Red Planet has had some bad publicity over the years, in science fictional promisesthat
were not kept.



There were the canals of Mars, which Percival Lowell thought he could see very well and believed were
of artificia origin, but which other people had trouble seeing at al.

And of coursethere were the Martians, given very poor pressby H.G. WellsinThe War of the Worlds
(Wells, 1898). They were Sitting up there on Mars, with their "vast, cool, and unsympathetic' minds set
on taking over Earth.

Regardless of whether the Martians were good or bad, at the turn of the century amost everyone agreed
that therewaslife on Mars. Although Venusis Earth's sster planet, from many points of view Marsisa
more convincing Earth look-dike. It hasaday just afew minuteslonger than aday on Earth (24 hrs., 37
mins.). It hasan axid tilt dmost the same as Earth's, so the cycle of the seasons should be smilar. And it
has an observable atmosphere, athough one that a generation ago was of unknown composition and
density. There are noticeable seasond changesin both the planet's color and the size of the polar caps
with each Martian summer and winter.

Intelligence, maybe; life, asure thing. That seemed to be the common attitude toward Mars eighty years
ago.

And the modern Mars? No canals, but a cratered sand-worn surface that |ooks more like the Moon
than Earth. Months-long sand storms. No surface water, but lots of Sgns of ancient water run-off.
Stupendous mountains, twice as high as any on Earth; avast canyon (Vallis Marineris) that would eesily
swallow the Grand Canyon whole; and plenty of jagged surface rocks. That was the report that came
back from the Mariner, Mars (Soviet) and Viking spacecraft, and also from the Viking Lander. In 1976
the Lander aso looked for life with its onboard experiment package. The first results were outstandingly
positive, too good to be true—there seemed to be chemica indicators of life everywhere. Then the
investigators decided, yes, those results are too good to be true, and they're not true.

The most widely held view, prior to August 1996, wasthat Mars lacked life completely and probably
never had it. That Situation changed dramaticaly with the NASA announcement that andysisof a
meteorite found in Antarcticarevealed possible evidence of ancient sngle-celled life on Mars. The 1997
Pathfinder lander, and its roving companion Sojourner, were not designed to look for life, though they
did find more evidence of long-ago surface water.

The current Mars atmosphereis not promising to support the forms of life that we know best. The
pressure at the surface is only one percent of an Earth atmosphere, and it is mostly carbon dioxide and
nitrogen. Surface temperatures range from the freezing point of water, at low points on the equator at
high noon, to -100deg.C or colder. That isnot most peopl€'sideaof amild climate. On the other hand,
there are terrestria organisms that can stand those temperatures, and even thrive if they have accessto
water. And thereis water on Mars. It isfound in the polar caps, believed to be a mixture of water ice
and solid carbon dioxide ("dry ice"). Some andyses adso find evidence for deep liquid water, an idea
developed in detal in Kim Stanley Robinson's monumentd trilogy, Red Mars, Green Mars, Blue Mars
(Robinson, 1993, 1994, 1996). Before you consider writing about Mars colonization, read Robinson's
work.

In spite of everything, humans could live on Mars. The availableland areais roughly equd to the land
areaof Earth. The atmosphere is dense enough to be useful for aerobraking spacecraft, or flying an
arcraft. Thelow gravity, only 2/5 of Earth gravity, hepsalat. If there are no Martians now, someday
therewill be,

* % %

7.6 The moons of Mars.Mars hasits own moons, two of them. However, if attention to objectsin the
solar system were to be given in proportion to their size, Phobos and Deimos would be totaly ignored.



They aretiny objects, each only tens of kilometers across.

In Chapter 1 we mentioned Jonathan Swift's 1726 "predictions’ of the existence and major
characterigtics of these moons, long before there was any chance of discovering them. Thelittle moons
themsalves would not be discovered for another century and ahalf. They werefinaly seen by Asaph
Hall, in 1877. Later observations, between 1877 and 1882, gave estimates of their distancesfrom Mars
and their orbita periods.

Until forty years ago, distances from Mars and orbital periodswere dl that anyone knew of Phobos and
Deimos. In 1956, Geradd Kuiper estimated their diameters, giving figures of 12 kmsfor Phobos and 6
kmsfor Deimos. But the real quantum leap in our knowledge had to wait until 1977, one hundred years
exactly after Asaph Hall's discovery. In that year, the Viking 2 spacecraft took a close-up look at both
Moons.

Neither Phobos nor Deimosis anything like asphere. They are dlipsoids of roughly similar shape.
Phobosis 27 by 21 by 19 kilometers, and Deimos 15 by 12 by 11 kms. They are both tidally locked to
Mars, so that they dways have their longest axes pointed towards the planet. They have battered,
cratered surfaces, and Phobos has one huge crater, Stickney (named after Asaph Hall'swife, Angeline
Stickney, who encouraged him to keep looking for the moons when he was ready to give up). Stickney
is about ten kilometers across—nearly haf the sze of the moonlet. Both moons have aregolith, adusty
surface layer of fine-grained materia, and both are thought to be captured asteroids. Thereis some
suggestion that Phobos may have water locked within it, because some of its surface features suggest
steam has escaped there after past meteor impacts. Phobos |ooks more and more like atempting target
for anyone interested in conducting amanned Mars expedition, perhapsin the first decades of the
twenty-first century. With itslow gravity and location, it isan equally good target for sciencefiction
writers.

* % %

7.7 The asteroid belt. Thisisaso good frontier territory for speculation. "Agteroid” means "having the
form of agtar” and it isaterrible name for what are, in essence, small planets. "Planetoid” would be
much better. Unfortunately, we seem to be stuck with the word, and aso with "asteroid belt.” Thereisa
huge number of asteroids, ranging from the biggest, Ceres, at 974 kilometers diameter, through Pallas
(538 kms diameter), Vesta (526 kms), Juno (268 kms), and on down to boulders and pebbles. We till
know little about most of them, beyond their shapes, rotation periods, and light-reflectance curves. We
have had close-up photos of two (Gaspra and Ida, the latter a double asteroid of two bodies, Idaand
Dactyl, bound to each other by gravity), and we have Hubble Telescope images of Vestaand other
large asteroids.

Some agteroids have left the main belt, between Mars and Jupiter, and swing in on orbits much closer to
the Sun. Thisclass of so-cadledEarth-crossing asteroids includesits own subgroups: theApollo
agteroids have orbits crossing Earth's orbit; theAten asteroids are on average closer to the Sun than is
the Earth (their ssmimgjor axisislessthan Earth's); and theAmor asteroids cross the orbits of both Earth
and Mars. Finding such asteroids istoday an active business, because it takes lessfuel to get to them
from Earth than to most other placesin the solar syssem. Many contain vauable mineras. A smal,
metd-rich asteroid, maybe amile across, should provide as much nickd asal Earth'sknown
commercia deposits, and in quite a pure form. Don Kingsbury's " To Bring in the Stedl" (1978) tackled
the theme of mining one,

People have proposed other uses for Earth-crossing asteroids. Moved to Earth orbit (feasibleif the
necessary volatile materia for fuel can be found on the asteroid itself), such bodies could be used to
protect other satellites and ingtalations, or asathrest to ground-based facilities.



Thereisan old controversy surrounding the asteroids: Are they fragments of matter that never got
together to form a planet, or were they once a planet that for some reason catastrophically disintegrated?
Forty years ago, no one could offer firm evidence one way or the other. Today, most astronomers argue
that the planet never formed. Jupiter's powerful gravitationd field prevented the separate bodiesfrom
ever coaescing.

However, there have been other opinions. In 1972, the Canadian astronomer Ovenden examined the
rate of change of planetary orbits, and concluded that they are varying too rapidly for asolar system that
has supposedly been fixed in mgjor components for hundreds of millions of years. Ovenden looked a
the changes, and found they were cons stent with the disappearance from the system of an object of
planetary dimensionsin the fairly recent past. He concluded that abody of about 90 Earth masses (the
sze of Saturn) had vanished from the solar system about sixteen million years ago. Three years|ater,
Van Handern at the U.S. Naval Observatory analyzed the orbit of long-period comets. He found many
with periods of about sixteen million years, and they seemed to have left the solar syssem from a
particular region between the orbits of Mars and Jupiter.

Where do | stand on this question? Reluctantly, | conclude that the asteroids were never asingle body.
They date back to the origin of the solar system, and have probably existed in their present form ever
sance

On the other hand, in my novel Sght of Proteus (Sheffield, 1978), a planet between Mars and Jupiter
blew itself gpart and created the asteroid belt. If | could get away with it, why shouldn't you?Y ou can
do as| did, and cite Ovenden and Van Flandern.

7.8 Jupiter . It is convenient to break the discusson of the planets of the solar system into two parts:
anything closer to the Sun than the asteroid belt, and anything farther out. Thisdivisonisasologica.
Theinner system contains small, dense, rocky bodies, of which Earth isthe biggest and heaviest. The
outer planets are (except for Pluto, which is probably not atrue planet at al) large and diffuse gaseous
bodies, with little or no solid core.

Until the invention of the telescope, what we knew about the outer solar system could be summarized
very smply: it was Jupiter and Saturn, seen only as specks of light in the sky.

This, even though Jupiter is by far the biggest planet of the solar system, a bully whose gravitationd field
grossly perturbs every other body orbiting the Sun. With adiameter € even times Earth, and amass 320
timesashig, Jupiter contains more materia than al the rest of the planets put together. Its dendty was
estimated more than a century ago, at 1.3 gramg/cc. Thisisalow value compared to Earth, so
agtronomers knew that Jupiter must contain alarge fraction of light eements.

Jupiter was known to bein rapid rotation, spinning on its axis once every ten hours. This, together with
itsgreat Size, meansthat it bulges noticeably at the equator. The equatoria radiusis about 6 percent
bigger than the polar radius.

The Great Red Spot on Jupiter was observed in the seventeenth century (first noted by Robert Hooke,
in 1664). The feature has dimmed and brightened over the years, but it is known to have been there
continuoudly since at least 1831. It has been observed regularly snce 1878. The size varies quite abit.
At the beginning of this century it was about 45,000 kms by 25,000 kms, twice today's size. But evenin
its present shrunken state, the Great Red Spot could easily swallow up Earth.

Forty years ago the nature of the Great Red Spot was quite unknown. One theory, still acceptablein the
1940s, held that the Spot was a new satdllite of Jupiter in the process of formation, ready to split away



from its parent planet (shades of Vdikovsky). Other later ideas, from the 1960s, include afloating idand
of aparticular form of water-ice (aphase known aslce VIl), or an atmospheric cloud cap over a

deeper floating idand. The spot moves around on the surface of Jupiter, o it certainly hasto be afloating
something .

The other long-observed features of Jupiter were the striped bands that circle the planet pardld to the
lines of latitude. Their gppearance dso suggested clouds. Given Jupiter's low density, those clouds were
assumed to be very deep, but their composition was largely amatter of guesswork and something of a
mystery. Speculation based on the composition of the Sun suggested that Jupiter ought to be mainly
hydrogen and helium, but the direct observations of the 1960s showed only methane and ammonia

It has been known since the 1950s that Jupiter is an intense emitter of radio noise, but the mechanism for
its production was vague. It was known that somehow it seemed to correlate with the position of lo.

Asfor satellites, in 1960 around dozen of them were known. Theseincluded the four mgor ones
discovered by Galileo in that marvelous year of 1610 when hefirst applied his telescope to astronomy.
Now termed the Galilean satellites, they are, in increasing distance from the planet, 1o, Europa,
Ganymede, and Cdlisto. In 1892 afifth satdllite was found, insde the orbit of lo. It was named by its
discoverer, E.E. Barnard, smply "V," the Roman number for five. Later it became known as Amalthea.
The other satdllites, all more distant than Calisto, were numbered in the order of their discovery. Other
than size estimates and orbit parameters, not much was known about any of the moons of Jupiter in
1960. The larger ones showed afew light and dark spots, and none seemed to have an atmosphere. The
four outermost moons are much farther from Jupiter. They arein retrograde orhbits, i.e. they are moving
around Jupiter in the opposite direction from the planet's spin, and they were generally thought to be
captured asteroids.

Today's picture of the Jovian system, thanks largely to observations by the Pioneer, Voyager, and
Gdlileo spacecrft, isvadtly different from that of even thirty-five years ago. The satellites that were then
little more than points of light are now well-mapped worlds, each moon with its own unique features and
composition. The atmosphere of Jupiter itsalf has been looked at in great detail, and it isknown to
contain complex churning cloud patterns, with infinitely detailed vortices. The Great Red Spot has given
up its secrets: it isavast semipermanent storm system, a hurricane fueled by Jupiter'srapid rotation and
lasting for hundreds of years.

We dtill know less than we would like to about Jupiter'sinterior. The escape velocity from the planet is
about 60 kms/sec, and once you go thereit is hard to get away. The present picture of the planet's
interior is of adeep, dushy ocean of hydrogen under fabulous pressure. At three million Earth
atmospheres, saventeen thousand kilometers deep in Jupiter's atmosphere, hydrogen is believed to
changeto ametalic form. Deep below that is perhaps asmall centra core of rock and iron about the
gzeof the Earth.

We now have confirmation that Jupiter is composed largely of hydrogen and helium, with an observed
19 percent hdium in the upper aimosphere. And we have confirmation that Jupiter gives off more energy
than it receives, aresult that was il tentative twenty-five years ago. Since the planet isanet emitter of
energy, that energy must be produced somewhere in the deep interior. And there must be adequate
convection mechanismsto bring the heet to the outer layers. In fact, Jupiter isalmost agtar; abit bigger,
and it could support its own fusion reactions.

Jupiter has eectric and magnetic fieldsin keegping with its Sze. The powerful magnetic field capturesand
acceleratesthe "solar wind," the stream of energetic charged particles emitted by the Sun. Asthe nearest
large moon, 10, movesthrough that swarm of particlesit generates and sustains a"flux tube," atube of
current, five million amperes strong, that connects |0 and the atmosphere of Jupiter. Thisin turn



dimulatesintense eectrical activity in the Jovian cloud systems. The cloud tops seethe with super-bolts
of lightning, and they generate powerful radio emissons from the planet. The night side shimmerswith
auroras, also observed by the electronic eyes of the Voyager spacecraft in their 1979 inspection of the
planet.

The Voyager and Galileo spacecraft sent back quite extraordinary images of the major moons of Jupiter.
Amdthea, the smalest and nearest-in of the previoudy known Jupiter satellites, proved to be alumpy,
irregular elipsoid, about 265x170x155 kms. The longest axis always points towards Jupiter. Amaltheais
tidally locked to face the parent planet.

lo, the next one out, istidaly locked dso. o isaspectacular Sight. It looks like asmoking hot pizza, dl
oranges and reds and yellows. Asit sweepsitsway through that high-energy particle field surrounding
Jupiter, tidal forces from the parent planet and its companion satellites generate powerful seismic forces
withinit. loisamoon of volcanoes. Many active ones have been observed, spewing out sulfur from the
deep interior.

Europaismy own favorite of the Gailean satdlites, and much of my novel Cold as Ice is set there.
Europaisthe smalest of the four, with a mass about 2/3 of our own Moon. And it ssemsto beanice
world. Thereisasmooth, flat surface of water-ice, fractured by long linear cracks, ridges and fissures.
Underneath those thereis probably liquid water, kept from freezing by thetida heating forces from
Jupiter and the other Galilean satdllites. Europa has an estimated radius of 1,565 kms, and an estimated
dengity of 3 gramg/cc. It isbelieved to possess arocky silicon core, with an outer ice/water layer maybe
100 kilometersthick. There has been speculation, some of it mine, that the ice-locked waters of Europa
could support anaerobic life-forms. These would derive their energy from hydrothermal ocean-floor
vents, much like smilar life-formsin Earth's degp oceans.

Ganymede isthe biggest moon in the solar system, with an estimated radius of 2,650 kms. It hasalow
dengity, about 1.9 grams/cc, and is thought to be about 50 percent water. The brightness of Ganymede's
surface suggests that it may belargely water-ice. The surface isamixture of plains, craters, and
mountains, not unlike the Moon.

Cdligto, the outermost of the Galilean satellites, isall craters—the most heavily cratered body in the
Jovian system. It has aradius of about 2,200 kms, dightly smdler than Ganymede and Saturn's biggest
moon, Titan. It hasthe lowest density of any of Jupiter's moons, again suggesting that we will find lots of
water-ice there. The surface of Calisto seemsvery stable. It has probably not changed much in four
billion years, in contrast to |o's fuming surface, which changes daily.

Asfor the other satdllites of Jupiter, we still know little about them. However, the Voyager mission did
add oneto their number—a small one, less than 40 kms across. That moonlet orbits at the outer edge of
Jupiter'sring system.

All this, and ringstoo? Y es. Twenty years ago, Saturn was thought to be the only ringed planet. Now
we know that Jupiter, Uranus, and Neptune are dl ringed worlds. Jupiter hasathin ring, well insdethe
orbit of Amalthea. It has a sharply defined outer edge, and it Sits about 120,000 kms out from the center
of Jupiter.

TABLE 7.1 (p. 185) showsa"score card” of the moons of Jupiter.

7.9 Saturn. Saturn is about twice asfar as Jupiter from the Sun (and hence from us—as most solar
system distances go, we Sit very close to the Sun). Saturnisalittle smaler (58,000 kmsradius, to
Jupiter's 70,000); and sinceit isfarther from the Sun it isless strongly illuminated. For dl these reasons,



Saturn ismore difficult to observe from ground-based telescopes, and our knowledge of ageneration
ago reflected that fact. The most famous feature of Saturn isthe ring system. Thoseringswerefirst
observed, like so much elsein the solar system, by Gdlileo in 1610, but he was baffled by them and had
no ideawhat they might be. Huygens, working forty-five yearslater with a better telescope, wasthe first
person to deduce the nature of the rings. Nearly two hundred years after that, in 1857, Maxwell showed
on mathematica groundsthat the rings could not be solid. They have to be aswarm of some kind of
particles. However, the Size and composition of those particles were unknown even as recently as
twenty-five years ago, athough the popular theory wasthat they were smal chunks of ice. The rings of
Saturn wereimagined as snowballs, of varying szes.

It was known that there was not onering, but severd. In 1675 Cassini observed at least two rings,
separated by what we now call the Cassini division. A third ring, the Crape ring, was observed in 1838,
and again in 1850.

Asfor the planet itself, Saturn seemed asmaller, lighter version of Jupiter. Itsradiuswas closeto
Jupiter's, but its density was only 0.7 grams/cc (it is the least-dense large body in the solar system;
Saturn would float in water, if you could find a big enough bathtub. Presumably it would leave aring).

Saturn weighsin at 95 Earth masses, versus 320 for Jupiter. The surface shows the same banding as
Jupiter's, but with lessvisble detail. The equatoria bulge is even more pronounced, with apolar radius
of 54,000 kms and an equatoria radius of 60,000 kms. The planet's volumeis about 750 timesthat of
Earth, and the rotation period is 10 hours and 15 minutes (although that period is not the same at al
latitudes; Saturn rotates faster at the equator than near the poles). Saturn'saxisisinclined a 26.75
degreestoitsorhbit, so that unlike Jupiter it has substantia "seasons.”

By 1960, nine satdllites of Saturn had been discovered. In order, moving outward from the planet, these
are Mimas, Enceladus, Tethys, Dione, Rhea, Titan, Hyperion, lapetus, and Phoebe. Percival Lowell
thought he had seen atenth onein 1905, and he named it Themis, but he had no more luck here than he
did with the canals of Mars. No one else has ever seeniit.

Today, thanks again mainly to the VVoyager spacecraft, we know that the atmosphere of Saturnis mostly
hydrogen, with rather less helium than Jupiter (11 percent above the clouds, versus 19 percent for the
larger planet). Methane, ammonia, ethane, and acetylene have aso been observed in the atmosphere;
and like Jupiter, Saturn gives off more energy than it receives from the Sun, so there must be interna
sources of heat. The clouds of Saturn show anumber of long-lived features, including atmospheric
cyclonic patternslike the Great Red Spot on Jupiter. Saturn at the time of the 1981 Voyager 2
encounter had nothing of that size, though it did have one red spot about 6,000 kmslong in its southern
hemisphere. However, in September, 1990, anew "Great White Spot” was found on Saturn by the
ground-based observations of amateur astronomers. Images taken by the Hubble Space Telescope
reveded that thisfeature is ahuge cloud system, extending athird of the way around Saturn's equator.
Its cause and its degree of permanence are unknown.

Therings of Saturn are known to be infinitely more complex than anyone dreamed of twenty-five years
ago. There are not two or three rings but thousands of them, each one very narrow. And they are not
just smplerings. Sometimesthere areradia gapsin them, "spokes' that come and go within aperiod of
afew hours. Some of therings are interwoven, plaited together in ways that seem to defy the laws of
classcd cdestia mechanics. (They don't, but they do call for nontraditiona techniques of orbita
andysis) Other ringsare "herded” dong in their orbits by small shepherding satdllitesthat serveto
control the location of ring boundaries. The composition of the rings has been confirmed. They are
indeed mostly water-ice—bands of snowballs, hundreds of thousands of kilometers across.

The count of satellitesfor Saturn, not including the rings which are themsel ves composed of innumerable



amadl satdlites, has gone up subgtantially. Eighteen have been named. Not surprisingly, the new satdlites
do tend to be on the small side, athough one of them, Janus, circling Saturn at about 150,000 kms
distance, is comparable in size with Phoebe.

Of dl these moons, Titan has received the mogt attention. We know that it has a substantia atmosphere,
with a surface pressure of 1.6 Earth atmospheres. It is composed mainly of nitrogen, with agood
fraction of methane (as much as 10 percent down at the surface, and less higher up). The dark-red color
of Titan is due to aphotochemica smog of organic (i.e., carbon-containing) compounds, and ethane,
acetylene, hydrogen cyanide, and ethylene have al been detected. The surface temperature has been
measured as about -180deg.C. One plausible current conjecture isthat Titan has an ocean—Dbut an
ocean of ethane and methane, rather like liquefied naturd gas. All water on Titan will be well-frozen, but
water-ice may lie below that frigid sea. Just asthe old canals of Mars seem to have gppeared aslinear
features on Europa, the petroleum oceans of Venus may be here, on Titan.

The rest of the satellites are much smdler, devoid of al sgns of atmosphere, and their low densities
suggest that they contain agood deal of water-ice. All the known moons are cratered, and Mimas has
onegigantic crater on it, nearly 130 kms across. |apetus shows dark-red material on itsleading face,
suggesting that water-ice may have been eroded from that hemisphere by meteor impact as the moon
movesinitsorbit around Saturn. Another possible explanation isthat water-ice has been preferentidly
deposited on thetrailing hemisphere.

The"score card” for Saturnian satellitesisgivenin TABLE 7.2 (p. 186). The surface radius of Titan,
2,575 kms, makesit alittle bit smaler than Ganymede. It istill bigger than Cdlisto or any other moonin
the solar system.

7.10 Uranus. Until 1781, the solar system ended a Saturn. William Herschel's discovery of Uranus
changed that forever; now no oneis sure wherethe"edge" of the solar systemn should be placed.

Uranus, smdler than Saturn and amost twice asfar from the Sun, reveded few of its secretsto
ground-based telescopes. The"day" on Uranus was poorly determined even thirty years ago, estimated
asanything from 10.5 to 18 hours. The large uncertainty in that number semmed from an inability to see
any features on the Uranus surface by ground telescope observation.

Soon after the planet was discovered, it was learned (by observing the moons of Uranus) that the
rotation axisis highly tilted relative to the orbital plane. The planet progresses around the Sun "on its
sde" likearolling bal. Other than the size (about 25,000 kilometers estimated radius) and color
(greenish, suggesting an atmosphere of hydrogen and helium plus methane and ammonia) not much more
was known about the planet. Theimages of Uranus obtained by Voyager 2 in 1986 were something of a
disgppointment. The planet resembled ahazy billiard ball, with scattered high-lying clouds, probably of
methane. The rotation of those clouds, plus direct observation of arotating magnetic field (a source of
observations previoudy quite unavailable) yields aUranus day of 15.6 hours.

That rotating magnetic field is one of the most interesting facts about the planet. It isszable (0.25 gauss
at the planet's surface, compared with 0.31 gauss for Earth) and it is markedly off-axis compared to the
planet'srotation. For Earth, Jupiter, and Saturn, the magnetic field axis and the rotation axis point in
amost the same direction. For Uranus, they are inclined at 55 degreesto each other.

Analysis of atmospheric composition shows Uranus to be between 10 and 15 percent helium, much the
same as Jupiter. Heat bal ance cal culations confirm that Uranus lacks any internal source of hest.

Let usmove from the planet itself, to the objects that orbit around it.



Before 1977, Saturn was believed to be the only ringed planet. In that year rings around Uranus were
discovered by ground-based observation (stars disappeared and regppeared when the rings of Uranus
were passing in front of them). Voyager 2 showed that al the rings are narrow and extremely dark in
color; thusthey cannot be water-ice like Saturn'srings. The pattern of scattered light from the rings
suggeststhat thereislittle fine dust in them, which makes them quite unlike the rings of Saturn. That might
be due to the off-axis magnetic field. Small particleswith ahigh charge-to-massratio could be cleared
out of the rings by the regular magnetic field variation, so only the larger particleswould be left. Six of
therings appear dliptica, which was unexpected and suggests that they may have been created recently
(spesking in astronomical terms; i.e. no more than afew million years ago).

The search for moons around Uranus began as soon as the planet was discovered. The biggest two,
Titaniaand Oberon, were discovered by Herschel himsdf in 1787. And from 1851-52, William Lassdl|
found two more, Ariel and Umbriel. No one else saw those two for over twenty years, and many must
have wondered if they really existed; but Lassell was at |ast proved right. Thefifth and find one of the
"old" set of moons (those known before the V oyager flyby) was discovered in 1948 by Gerald Kuiper.
It was named Miranda.

Today, 15 moons of Uranus are known and named. The new ones are between 13 and 77 kilometersin
radius. We know little of their surface detail or compaosition. However, high-resolution images are
available of Miranda, Ariel, Umbrid, Titania, and Oberon.

The score card for the moons of Uranusisgivenin TABLE 7.3 (p. 187). Notethat dl the newly
discovered smal moons are closer to Uranus than the five previoudy known. The bigger moons show
more evidence of internal activity than anyone expected, though at -210deg.C they are even colder than
the pre-Voyager estimate of -190deg.C. They reveal what appear to be old impact craters, fault
sructures, and newer extruded materid in crater floors. The exception is Umbrid, which displaysa
bland, dark, featureless disk.

Voyager 2 came within 29,000 kms of Mirandas surface, the spacecraft's closest approach to anything
in the Uranus system. Theimages of that moon show an object with unexpectedly complex and
inexplicable surface geology. For afird-rate science fiction story set on Miranda, try G. David Nordley's
"Into the Miranda Rift" (Nordley, 1993).

7.11 Neptune. Unlike the other planets of the Solar System, which first gppeared to humans as bright
points of light in the night sky, Neptune was not discovered by observation. It appeared as an abstract
deduction of the human mind.

The planet showed its presencein thefirgt half of the nineteenth century asasmdl anomaly, adifference
between the cal culated and observed position of Uranusin its orbit. An Englishman, John Couch
Adams, and a Frenchman, Urbain Le Verrier, took that small discrepancy, solved (independently) a
difficult celestial mechanics problem of "inverse perturbations,” and correctly predicted the existence and
location of Neptune. When the planet was observed in 1846, to many people of thetimeit must have
seemed likeamagic trick. A paper-and-pencil calculation, unrelated to the real world, had somehow
told of the existence of anew planet. Thiswas mysterious, even mystica. When Gustav Holst composed
hisorchestra suite, The Planets , he labeled Neptune as " The Mystic" and wrote music to match.

Neptune has a mean distance from the Sun of 4.5 billion kilometers and a period (the Neptunian year) of
amogt 165 years. The great distance makes Earth-based observations extremely difficult. Light takes
four hoursto travel from Neptune to Earth. Out at Neptune, the Sun subtends only one minute of arcin
the sky, and the intengity of sunlight is one nine-hundredth of what we experience here.



The Voyager 2 encounter revealed Neptune's equatorial radiusto be 24,700 kms (since Neptune does
not have asolid surface, thisis taken as the radius where the pressure equals one Earth atmosphere).
Neptune has amass 17 timesthat of the Earth, and an average density of 1.64 grams/cc. The Neptunian
day wasrevised to 16.11 hours, based on the rotation of the planet's magnetic field. That magnetic field
issubstantia, and its axisis offset 47 degrees from the planet's axis of rotation. In addition, the center of
the magnetic field does not coincide with the planet's center of mass. Asaresult thefield at the surface
ranges from lessthan 0.1 gauss in the northern hemisphere to more than 1 gaussin the southern.

The appearance of the planet itsdlf is striking. Unlike bland Uranus, Neptune shows atmospheric detail
more like Jupiter and Saturn. Thereisa Great Dark Spot of midnight blue, calling to mind the Great Red
Spot of Jupiter, and around the spot are bright, cirrus-like clouds that move aong lines of latitude. This
atmaospheric activity may be aconsequence of anet heat outflow, for like Saturn and Jupiter but unlike
Uranus, Neptune gives off more energy than it receives from the Sun; in this case about 2.7 times as
much. The minimum observed temperature on Neptuneisafrigid 50 Kevin, up near thetop of the
amosphere.

Earth-based observations of Neptune, plus theoretical arguments, had suggested that its atmosphere
would be hydrogen and helium with some methane. That has been confirmed. The helium isabout 15
percent of the total, and smal amounts of both methane and acetylene were found.

In the mid-1980s evidence had been found of rings around Neptune based on ground observations; or
rather, there seemed to be evidence of partial rings. Theway to find ringsisto look for astar dimming
and then brightening again, just before the planet passesin front of it. If thereisaring, then the same
thing should happen again when the star regppears on the other side of the planet. Thisstellar
occultation method was used for Neptune, just as was donein the case of Uranus.

However, athough applying the technique to Neptune sometimes gave adimming of the star for acouple
of seconds, and a brightening before it vanished from sight behind the planet, there was no dimming
when it regppeared!

In any event, full rings were found during the Voyager 2 encounter. There are three complete rings, and
an outermost ring containing three bright, dusty arcswithin it. These ring arcs caused the peculiar
occultation results found in the earlier ground-based measurements.

Before VVoyager 2, Neptune had two known satellites. The larger, Triton, was found in 1846 by that
remarkable observer and discoverer of Uranuss Ariel and Umbriel, William Lassdll, just ten days after
the discovery of Neptuneitself. Tritonisbig, with aradius of 1,350 kms, and has about athird of our
Moon'smass. It travelsin aretrograde orbit, opposite to the direction of planetary rotation. It hasa
period of 5.9 days, inclined at 23 degrees to the Neptune equator.

Nereid, the second satellite, is much smaller. It was discovered by Gerald Kuiper in 1949, and it travels
inavery dliptica orbit, far out from the planet, with a period of 360 days. It and Triton are dmost
certainly captured bodies, caught in Neptune's gravitationa net.

The Voyager encounter added half a dozen to the count of Neptune's moons. | have a persond
fondnessfor Proteus, the biggest of these moons. Proteusis shaped like aknobby apple, and it may be
thelargest highly asymmetrica body in the solar system. Not much isknown about it. Proteus orbits
closeto Neptune, where its own reflected light is overpowered by the light of its primary.

Asfor Triton, itisbright, and it iscold . The surface temperature of 38 Kelvin isthelowest measured for
any body in the solar system. Nitrogen is solid at thistemperature, and so0 is methane. The atmosphereis
very thin, surface pressure between 10 and 20 millionths of an Earth atmosphere, and itismainly



nitrogen vapor with alittle methane.

Any disgppointment at Triton's cold, thin atmosphere is more than made up for by the satellite's
astonishing surface. It possesses active geysers, "'cryovolcanoes' that blow icy plumes of particlestens of
kilometers high. The surfaceisfantastically cracked and complex, much of it showing meteorite impact
craters crisscrossed by ridges of viscous materia in a pattern that the VVoyager team termed " cantal oupe
terrain.”

The score card for Neptunes moonsisgivenin TABLE 7.4 (p. 189).

7.12 Pluto and thelimits of the solar system. This planet has never been visited by any probe, soit
is<till wide open for sciencefictiona conjecture. Discovered by Clyde Tombaughin 1930, Plutois
described in most astronomy textbooks as "the most distant planet from the Sun." Actually, from 1979
to 1999, Neptune was the most distant known planet. For part of its eccentric orbit, Pluto moveswithin
the orbit of Neptune.

Pluto's best images have been gained by the Hubbl e telescope. The planet has a mean radius of 1,140
kilometers. Its average surface temperature is about 43 Kelvin. There is some evidence that the surface
is partly covered with methaneice, and it is conjectured thet, like Triton, which it resemblesin sze and
distance from the Sun, Pluto may have acoat of solid nitrogen.

Pluto, smaller than some satellites of Jupiter and Saturn, surprisingly has amoon of its own. Discovered
in 1978 from ground-based observations, it is named Charon. It isabout 590 kmsin radius. Since Pluto
itself isonly 1,140 kmsin radius, relative to the size of its planet Charon isthe largest moon in the solar
system. Pluto and Charon orbit each other in 6.4 days, and are 19,400 kilometers apart. The discovery
of Charon alowed agood estimate of the mass of Pluto itsdlf. That mass turns out to be small indeed,
about one five-hundredth of Earth's mass. Charon's massis till less, only one-seventh that of Pluto.

Might there be a"tenth planet,” out beyond Neptune and Pluto? The search for such an object has been
proposed, because one reason for seeking Pluto was a dight discrepancy between Neptune's observed
and computed positions. However, after Pluto was discovered its faintnessindicated that it could not be
massive enough to cause the observed differences. Hence the search for "Planet X."

No such single planet has been found, but more than thirty smal bodies—planetoids, minor planets,
large comets, or whatever we choose to call them—have recently been discovered beyond the orbit of
Neptune. They rangein size from ahundred to four hundred kilometersin diameter, and are believed to
be members of theEdgeworth-Kuiper Belt . Thisisoften called theKuiper Belt , but its existence was
first suggested by the Irish astronomer K.E. Edgeworth in 1943. The EK Bdlt isbdlieved to extend to at
least twice the distance of Neptune from the Sun, but detection of its more remote membersis extremely
difficult because of the distance and low illumination levelsthere. The EK Bdt isbdieved to bethe
source of many of the short-period comets that from time to time vigit the inner solar system.

Even with the Edgeworth-Kuiper Belt, we are not at the "edge” of the solar system. In 1950, the Dutch
astronomer Jan Oort suggested a source for the long-period comets. Oort proposed that there must be
avas "cometary reservoir,” somewherefar out in space.

Theroughly spherica Oort Cloud of comets drifts around the Sun, weakly bound by solar gravitationa
attraction. Sometimes a comet will be perturbed by another star, or perhaps by a close encounter with
another Cloud member. Thenitsorbit will change, and it may fal in toward the Sun and become visble
to us. Clearly, if comets arefairly common occurrences, there must be alot of them in the cloud.
Estimates put the number in the Oort Cloud as somewhere between ahundred billion and atrillion. Each



comet isthought to be aloose aggregate of water, gravel, and other volatile substances such asammonia
and hydrocarbons—the "dirty snowball" theory introduced by Fred Whipplein 1950. The Oort Cloud is
agreat setting for stories. | put my novel Proteus Unbound out there, and had lots of fun withiit.

The Oort Cloud is believed to extend asfar asfifteen trillion kilometers from the Sun. Fifteen trillion
kilometers takes us more than athird of the way to the nearest star. Arewefindly at the "edge” of the
solar system?

Well, thereis still Nemesis. Thishighly hypothetica "dark companion™ to the Sun is supposed to return
every 26 million years, to disturb the solar system and shower us with species-extinguishing comets that
fdl in from the Oort Cloud.

The existence of Nemesisis highly controversid, and | find the argumentsfor it unpersuasive. However,
few explanations are available for periodic large-scale species extinctions. At its most distant point from
the Sun, Nemesiswould be dmost three light-years away. At that distance, it would hardly be
gravitationally bound to our Sun at dl. Should it be discovered (it may be very faint, becauseif itsmass
issmal enough it will not sustain its own fusion reactions), then the size of the Solar System has
expanded in two hundred years from the orbit of Saturn, one and ahalf billion kilometers from the Sun,
to thethirty trillion kilometerslimit of Nemesissorhit.

If dl the natural bodies of the solar system are not enough as possible homes, there remainsthe
possibility of making more in open space. One gpproach to the congtruction of such space coloniesis
discussed in Chapter 8.

7.13 Planets around other stars. Although humans can livein space and will do soinincreasing
numbers, planets are likely to remain our preferred home. In our own solar system, Marsis the most
tempting new prospect. If Europas water ocean exists, then that moon of Jupiter will be an equaly
attractivegod.

But what about more distant planets, around other stars? Do they exis? And if so, arethey likely to be
auitable for the development of life?

Science fiction writers have always assumed that the answer to al these questions was a definite and
unambiguousYed In hdf the stories you will ever read, or moviesand TV shows you will ever wetch, itis
assumed that planets exist around other stars, that they are suitable for life, and that they nurture
intelligent life. Many of theintelligent life-forms are human-like to the point of ludicrousimplausibility.

Y et, up to 1996, there was no firm evidence at al that even one planet existed around any star other
than Sol.

Certain properties of any such planets could be inferred, even if none had been observed. For example,
no matter what shape a planet starts out &t the time of its formation, gravitational forceswill tend to make
it spherical over time. When a planet happens to be rotating fast, like Jupiter or Saturn, centrifugal forces
will giveit abulge at the equator. This oblateness, asit iscalled, is greater for Saturn than for any other
planet in the solar system, but our eyes still see the disk of Saturn as circular. Anything big enough to be
caled aplanet must be roughly spherica in shape.

For aspherica planet, the escape velocity at the surface (the speed of an object needed to escape from
the planet completely) depends on only two things: the mass and the radius. Although interna
composition—the way matter is digtributed insgde—will have asmall effect, the escape velocity, V, will
be closeto 2GM/r, where M isthe massin kilograms, r the radiusin meters, and G isthe universal
gravitationa congtant, equal anywherein the universeto 6.672x10*. Here V isgiven in meters/sec. For
example, in the case of Earth, M=5.979x10%, r=6,378,000 and we find V=11,180; i.e., 11.18 kms/sec.



Escape velocity isimportant, and not only becauseit tells us what speed arocket needs to get clear of
Earth's gravity. It isaso one of two key variables that decide whether or not aplanet can hold onto an
atmosphere. The other variable isthe planet's temperature. If aplanet istoo hot, or too smdl, some of
the molecules of atmospheric gaseswill dways be moving faster than escape velocity. Unlessthey have
ascattering collison with some other, dower, molecule, they will escape the planet completdy. And
unlessthey are replaced, from the interior or in some other way, the planet will at last lose its atmosphere.

A body as cool, big, and far from astar as Jupiter (escape vel ocity 60 kms/sec) or Saturn (escape
veocity 36 kms/sec) isfrom the Sun will hold onto its atmosphere indefinitely. A body as smdl and hot
as Mercury (escape velocity 4 kms/sec) or as small as Ceres (escape velocity 0.46 kms/sec) has no
chance. Any atmosphere will vanish over time.

The surface gravity of aplanet, g (or gee), aquantity with which we are more personaly familiar,
depends on exactly the same variables. We have g=GM/r?, where M, r, and G are the same as before.
For the case of Earth, we find g=9.80 m/sec?.

In the past few years, the existence of planets around other stars has changed from optimistic guessto
fairly confident redity. TABLE 7.5 (p. 190) givesalist of some of them, al admittedly based on
evidencethat is, if not week, at least indirect. Thelist is representative rather than complete, because the
number isgrowing fast. A new planet is added every month or two. We have not yet actualyseen a
planet around another star, even though every planet on thelist isbig, Jupiter'ssize or more.

That should not be taken to mean that most planetsin the universe are massve. It merely shows that our
detection methods can find only big planets. Possibly there are other, smdler planetsin every system
where a Jupiter-sized giant has been discovered.

Two planetsin TABLE 7.5 are more than five times the mass of Jupiter. They are so big that these
worlds are candidate "brown dwarf" stars, glowing dimly with their own hest. It isaso disconcerting to
see massive planets orbiting so close to their primary stars. In the case of 51 Pegas and 55 Cancri, we
have planets at least haf the size of Jupiter, and perhaps agood dedl bigger, orbiting only seven and
sxteen million kilometers out from their sun. A planet of that size and in that position in our own solar
system would have profound effects on Earth and the other inner planets.

If we cannot actudly see aplanet, how can we possibly know that they exist? There are two methods.
Fird, it isnot accurate to say that a planet orbits astar. The two bodies orbit around their common
center of mass. That means, if the planet's orbit lies at right angles to the direction of the star as seen
from Earth, the star's gpparent position in the sky will show avariation over the period of the planetary
year. That changewill betiny, but if the planet islarge, the movement of the star may be big enough to
measure.

The other, and so far more successful, method of detection aso relies on the fact that the star and planet
orbit around their common center of gravity, but in this case welook for a periodic shift in the
wavelength of the light that we receive. When the star is gpproaching us because the planet ismoving
away from us, the light will be shifted toward the blue. When the star is moving away from us because
the planet is gpproaching us, the star'slight will be shifted toward the red. Thetiny difference between
these two cases dlows us, from the wavelength changesin the star'slight, to infer the existence of a
planet in orbit around it.

Since both methods of detection depend for their success on the planet’'s mass being an appreciable
fraction of the star's mass, it is no surprise that we are able to detect only the existence of massive
planets, Jupiter-sized or bigger. The size distribution of planets around other stars remains an open
question. Will we ultimately find a continuum, everything from small, Mercury-szed planetson up to



planets able to sustain their own fusion reactions and thus to multiple star systems? Or are there mgjor
gapsin sizes, aswefind in our own solar system between the inner and outer planets?

Aredl stars candidates for planets that might support life? They are not, and we can narrow the search
process. Firgt, as noted in Chapter 3, massve stars burn their nuclear fuel much faster than small ones. A
gtar ten times the mass of the sun will consumeits substance severa thousand times asrapidly. Asa
result, instead of continuing to shine as Sol will, more or less unchanged for over five billion years, our
massive star will find itsfuel exhausted in just afew million years. Itsend, aswe saw in Chapter 4, is
cataclysmic. No planet could survive the explosion of its primary as a supernova.

The chancethat nativelife, dill lessintdligence, might be wiped out in such agtdlar conflagrationis
negligible. It would not have had time to develop. We do not know how long life took to establish itself
on Earth, but it was surely longer than afew million years. The solar system was a turbulent place four
and ahdf hillion years ago, and Earth did not have a surface suitable to support life for at least thefirst
few hundred million years. A planet orbiting amassive star would be gone beforeits crust had solidified.

Recdl our horrible example from Chapter 1. The home world of the diens orbited Rigel. But Rigel isa
super-giant star, with amass as much as 50 solar masses. It runsthrough its stable phase so fast that
dienintelligence would have no timeto develop. Add that to the list of story problemsthat need fixing.

We must dedl with one other obstacle to the formation of planets suitable for life. The Sunisadar, and
when we speak of, for example, Sirius or Rigdl, we tend to think of them as single stars also. However,
double and triple star systems are very common. Alpha Centauri, the nearest star to us, is actualy three
dars, labeed Alpha Centauri A, Alpha Centauri B, and Proxima Centauri ("proxima,” meaning "close,”
refersto the star's distance fromus , not from its companions; it isatenth of alight-year away fromthe A
and B components, and has an orbita period of at least haf amillion years). Since Proximais small and
dim, as seen from a planet circling Alpha Centauri A or B it would not be among their top thirty bright
dars.

In the same way, Sriusistwo stars, Srius A and Sirius B. The second is sometimes called the "dark
companion,” not becauseit isredly dark, but becauseit is small and condensed. Its existence was
deduced by Bessdl in 1844, from observations he had made of the perturbation of the brighter Sirius A.
However, no one saw the companion until Alvan Clark observed it in 1862. That only added to the
mystery, because athough cd culations showed that Sirius B had to be about as massive asthe Sun, it
shone only one four-hundredth as bright. Sirius B isawhite dwarf star, the first one discovered, and its
average density issevera tons per cubicinch. Findly, Rigel dso has acompanion—and the companion
itsdlf seemsto be abinary sar.

Therdevance of dl thisto planets suitable for life is defined by celestid mechanics. When we have astar
like our Sun, planetary orbits around it tend to be stable over long periods of time. The Earth hasvaried
littleinits distance from Sol, and hence in the amount of solar heating, during itswholelifetime. The
mathematica description of the motion of the Earth around the Sun is provided by the "two-body
problem,” solved by Isaac Newton in the late seventeenth century. Perturbation effects of other planets,
particularly Jupiter, were included by later workers such as Laplace, and confirmed the stability of the
Earth'sorbit.

When two or more stars are in one stellar system, however, the rlevant mathematical problem for the
motion of aplanet istermed the "N-body problem.” The formal exact solution has never been found, but
approximate solutions can be obtained in any particular case, usng computers. When thisis done, the
fate of aplanet in an N-body system of multiple starsisfound to be very different from the stable orbits
of our own solar system. Orbits are far more chaotic. Close encounters of aplanet with one or other of
the primary starswill take place, distances vary wildly over time, and in extreme cases a combination of



gravitationa forces can gect the planet totaly from the stellar system.

Even if the planet does not suffer such afate, it moves through various extreme Stuations, now closeto a
gar and baking in radiation, now far away in the freezing dark. Thisis, so far aswe know, not a
promising environment for the development of life.

There are two waysfor astoryteller to avoid these problems. Oneisto be so blissfully ignorant of basic
astronomy and astrophysicsthat you see no problem putting life and intelligence any place that you
choose, and you hope for equa ignorance on the part of the reader. If you have comethisfar with me,
you will know that | do not approve of such an approach.

The other way isto choose a star without companions, of astellar type close to our own Sun. Suitable
candidatesthat are dso our stellar neighborsinclude Epsilon Eridani, at 11 light-years, and Tau Ceti, at
12 light-years. No one knowsiif either star has planets, though Epsilon Eridani hasaring of dust particles
which is considered apromising sign. Y ou are free to give either of these sarsaworld with the size and
chemistry of Earth, and explain to the reader that thisisthe case.

Y ou will then not have the chore of building aplausible world, and you will be safe from criticism. But as
Ha Clement, justly famousfor designing and explaining exotic worlds, says, "Wherésthefuninthat?

TABLE 7.1. The Moons of Jupiter.

Physical

properties

Name M ass Radius [Density [Albedo

(10*°kg) [(kms)

Galilean

Satellites

lo 893 1,821 3.530 0.61

Europa 480 1,565 2.990 0.64

Ganymede 1,482 2,634 1.940 0.42

Cdligto 1,076 2,403 1.851 0.20

L esser Satellites

Metis 20610 0.05

Adrastea 10610 0.05

Amdthea 131x73x6 0.05
7

Thebe 50610 0.05

Leda 5

Himdia 85610

Lysthea 12

Elara 40610

Ananke 10

Came 15

Pasiphae 18

Sinope 14




Orbital
parameters
Name Semimajo |Period* |Inclinatio] Eccentrici
r axis n ty
(1000's |[(days) |(degrees)
kms)
Galilean
satellites
lo 422 1.769 0.040 0.041
Europa 671 3.552 0.470 0.0101
Ganymede 1,070 7.155 0.195 0.0015
Cdligo 1,883 16.689 [0.281 0.007
L esser Satellites
Metis 128 0.297 0 0.041
Adrastea 129 0.298 0 0
Amadthea 181 0.498 0.40 0.003
Thebe 222 0.675 0.8 0.0015
Leda 11,094  238.72 |27 0.163
Himdia 11,480 25056 |28 0.163
Lysthea 11,720 [259.22 |29 0.107
Elara 11,737  [[259.65 |28 0.207
Ananke 21,200 [631R 147 0.169
Came 22,600 [692R 163 0.207
Pasiphae 23,500 [735R 148 0.378
Sinope 23,700  [758R 153 0.275

* The symbol R after the period indicates that the moon isin retrograde motion;
i.e., it orbitsin the opposite direction to Jupiter'srotation on its axis.

TABLE 7.2The Moons of Saturn

Physical

properties

Name M ass Radius Density |[Albg
do

(10%kg) (km)

Mimas 0.38 198.8 1.140 0.5

Encdadus 0.73 249.1 1.120 1.0

Tethys 6.22 529.9 1.000 0.9




Dione 10.52 560 1.440 0.7
Rhea 23.10 764 1.240 0.7
Titan 1,345.50 2,575 1.881 0.21
Hyperion 185x140x1 0.19
13 -0.2
5
lapetus 159 718 1.020 0.05
-0.5
Phoebe 1 15x110x105 0.06
L esser Satellites
Pan 10 05
Atlas 18.5x17.2x 0.9
135
Prometheus 0.0014 74x50x34 0.270 0.6
Pandora 0.0013 55x44x31 [0.420 0.9
Epimetheus 0.0055 69x55x55 [0.630 0.8
Janus 0.0198 99.3x95.6x [0.650 0.8
75.6
Caypso 15x8x8 0.6
Tdesto 15x12.5x7. 05
5
Helene 16 0.7
Orbital
parameters
Name Semimajor ||Period* Inclinatio |Ecce
axis n ntric
ity
(1000's (days) (degrees)
kms)
Mimas 185.5 0.942 153 0.02
02
Encdladus 238.0 1.370 0.02 0.00
45
Tethys 294.7 1.888 1.09 0.00
00
Dione 3774 2.737 0.02 0.00
22
Rhea 527.0 4518 0.35 0.00
1
Titean 1,221.9 15.945 0.33 0.02
92
Hyperion 1,481.1 21.277 0.43 0.10
42
lapetus 3,561.3 79.330 7.52 0.02




Phoebe 12,952 55048R  [175.3 0.16
3

L esser Satellites

Pan 133.6 0.57
5

Atlas 137.6 0.602 0 0

Prometheus 1394 0.613 0.0 0.00
24

Pandora 141.7 0.629 0.0 0.00
42

Epimetheus 1514 0.695 0.34 0.00
9

Janus 151.5 0.695 0.14 0.00
7

Cdypso 294.7 1.888 0 0

Tdesto 294.7 1.888 0 0

Helene 3774 2.737 0.2 0.00
5

* The symbol R after the period indicates that the moon isin retrograde motion.
TABLE 7.3The Moonsof Uranus

Physical

properties

Name M ass Radius |Density [Albedo

(10°kg) | (km)
Miranda 0.659 240x234x2(11.200 0.27
33
Arid 13.53 581x578x5(1.670 0.34
78

Umbrid 11.72 584.7 1.400 0.18

Titania 35.27 788.9 1.710 0.27

Oberon 30.14 761.4 1.630 0.24

Name M ass Radius |Density |[Albedo

(10%kg) |(km)

L esser Satellites

Corddia 1 0.07

Ophdlia 16 0.07

Bianca 22 0.07




TABLE 7.4 The Moons of Neptune.

Cressda 33 0.07
Desdemona 29 0.07
Jliet 42 0.07
Portia 55 0.07
Rosdind 29 0.07
Bdinda 34 0.07
Puck 77 0.07
Orbital
parameters
Name Semimajo| Period Inclinatio | Eccent
r axis n ricity
(1000's |(days) (degrees)
kms)
Miranda 129.8 1.413 4.22 0.0027
Arid 191.2 2.520 0.31 0.0034
Umbrid 266.0 4.144 0.36 0.0050
Titania 435.8 8.706 0.10 0.0022
Oberon 582.6 13.463 0.10 0.0008
L esser Satellites
Cordelia 49.75 0.335 0.1 0.000
Ophelia 53.76 0.376 0.1 0.010
Bianca 59.17 0.435 0.2 0.001
Cressida 61.78 0.464 0.0 0.000
Desdemona 62.66 0.474 0.2 0.000
Jliet 64.36 0.493 0.1 0.001
Portia 66.10 0.513 0.1 0.000
Rosdind 69.93 0.558 0.3 0.000
Bdinda 75.26 0.624 0.0 0.000
Puck 86.00 0.762 0.3 0.000
Physical
properties
Name M ass Radius Density [Albedo




(10°kQ) (km)
Naiad 29 0.06
Thdassa 40 0.06
Despina 74 0.06
Gdatea 79 0.06
Larissa 104x89 0.06
Proteus 218x208x20 0.06
1
Triton 214.7 1,352.6 2.054 0.7
Nereid 170 0.2
Orbital
parameters
Name Semimajor |Period* Inclinati |Eccentr
axis on icity
(1000's (days) (degrees
kms) )
Naiad 48.23 0.29 4,74 0.00
Thdassa 50.08 0.31 0.21 0.00
Despina 52.53 0.33 0.07 0.00
Gdatea 61.95 0.43 0.05 0.00
Larissa 73.55 0.56 0.20 0.00
Proteus 117.65 112 0.55 0.00
Triton 354.76 5.88R 156.83
Nereid 55134 360.14 7.23 0.75

* The symbol R after the period indicates that the moon isin retrograde motion.



TABLE 75
Planets of other stars.

Distance of

planet Minimum Orhbit

Sar from star mass Period

(Earthto (Jupiter=1)| (days)

Sun=1)

51 Pegasi 0.05 0.5 4.3
47 Ursae Mgjoris 2.1 2.4 1,103
70Virginis variablg 6.6 117
55 Cancri 0.11 0.8 14.76
HD 114762 vaiablg 10.0 84
Tau Bootis 0.0047 3.7 3.3
X%g‘n e 0054 06 461
Lalande 21185 2.2 09 58(yr9
HD 210277 1.15 1.36]  1.2(yrs)

CHAPTER 8
Spaceflight

8.1 Theways to space. The whole universe beyond Earth Sits ready and waiting as our story setting.
Thereisonly one problem: How do we get there?

Wewill suggest anumber of waysto move to and around in space. After abrief summary of each, we
will push every oneto itslimit (and perhaps alittle beyond).

The dozens of different syslems for moving to and in space can be divided into three main types:

Category A, Rocket Spaceships. These achieve their motion viathe expulsion of materid that they carry
aong with them. Usudly, but not always, the energy to expd the reaction mass comes from that reaction
massitsdlf, by burning or through nuclear reactions. As an aternative, the energy to move reaction mass
at high speed comes from another energy source, either on the rocket or esewhere.

Category B, Rocketless Spaceships,which do not carry their own reaction mass. These ships must
derive their motive force from some externd agent.



Within each of thetwo mgor divisonswe will find considerable variation. Category A includes:
* Chemical rockets.

* Massdrivers.

* lon rockets.

* Nuclear reactor rockets.

* Pulsed fisson rockets.

* Pulsed fusion rockets.

* Antimatter rockets.

* Photon rockets.

Category B includes.

* Gravity swingbys.

* Solar salls.

* L aser beam propulsion.

* The Bussard ramjet.

Wewill dso mention atrio of hybrid systems:

* Laser-powered rockets.

* The Ram Augmented Interstellar Rocket (RAIR).
* The vacuum energy drive.

Findly, in aCategory C we examine specia devices ableto take people and cargo into orbit without
using rockets. Category C includes:

* Beandtaks.

* Dynamic beangtalks.
* Space fountains.

* Launch loops.

Aswe will see, some of these are suited only for in-space operations, while others are anatural choice
for launch operations.

8.2 Rocket spaceships.A chemical propulsionsystemisjust afancy term for generating propulsion by
ordinary burning (the burning takes place so rapidly and violently that we may prefer to think of it asa
controlled explosion). Thisisatried-and-tested sandby, and every ounce of materia launched into
space today has been done using chemical rockets; yet in some ways, the rocket 1ooks like the worst



choiceof dl.

To seewhy, imagine that you have developed awonderful new form of rocket that provides asignificant
thrust for many hours, or days, or even weeks, at the cost of very littlefuel (fuel used by arocketis
termed "reaction mass," since the rocket is propelled forward as areaction to the expelled fud traveling
backward).

In sciencefiction, and dso in actua spacetravel, an acceleration equa to that produced by gravity on
the surface of the Earth is caled onegee . Aswe saw in Chapter 7, thisis about 9.8 m/sec?.
Accelerations are then specified in multiples of this. For example, three gees, during the Shuttle€'s ascent
to orbit, meansthat the astronauts will experience an acceleration of 29.4 m/sec?, and no further
explanation needsto be given. We will use the same convention.

Suppose, then, that the thrust of our new rocket engine is enough to generate an acceleration of half a
gee. Aswe will see when we consider ways of moving around once we are in space, ahalf gee
acceleration provides easy access to the whole solar system—once we have managed to get away from
Earth.

We place our new rocket upright on the launch pad and switch on the engine. Reaction massis expelled
downward to provide an upward thrust. What happens next?

Absolutely nothing. When the totd upward thrust isless than the weight of the rocket, the whole thing
will smply st there. Earth's gravity provides an effective " downward thrust” equd to the rocket'stota
weight, and unless the upward thrust provided by the propellant's g ection exceeds that weight, the
rocket will not move oneinch. We can fire our engine for hours or weeks or years, but we will not
achieve any movement a al. (Even trained engineers can sometimes missthis basic point. In 1995 |
received aproposal from a Canadian engineer for alaunch system using an ion engine that could
produce an acceleration of only atiny fraction of agee.)

Thingsare dightly better when the thrust of the rocket's enginesisalittle bigger than the total weight.
Suppose that the thrust is 1.01 timesthe initid weight. The rocket will move upward, but agonizingly
dowly. At first, the accderation will only be one hundredth of agee. Therocket will accelerate faster as
it ascends, snceit no longer liftsthe weight of fud aready expelled. But it will still provide apuny
acceleration. Y ou can get to orbit that way, but it will take along time. And for dl that time, while you
move dowly upward, your rocket iswasting thrust. Almost al the fuel being expelled asreaction massis
smply going to counteract the downward acce eration provided by the Earth itself.

Now it is clear why astronauts are trained to accept high accderations. The faster that the rocket can
burnitsfud, the higher the thrust will be, the higher the useful thrust (more than gravity's pull) will be, and
thelessthe fuel wasted in reaching orbit. Once we arein orbit, fuel isno longer needed to fight Earth's
gravity. Hence the old maxim of spaceflight,once you are in orbit you are halfway to anywhere.

Notice the basic difference between flightto space , and flightin space . Any rocket engine that provides
less than one gee of acceleration cannot take us up to orbit. Once we are in space, however, and in
some orhit, thereisno lower limit below which an acceleration isuseful. Any acceleration, no matter
how small, can be used to transfer between any two orbits, though it may take awhile to accomplish the
move.

Y ou may object to one of the assumptions made in thisanalysis. Why place the rocket vertically?
Suppose instead that we placed the rocket horizontaly, on along, smooth railroad track. Then any
acceleration, no matter how small, will speed up the rocket, since horizontal motion does not fight
agang Earth's gravity. If we keep increasing in speed, eventualy wewill be moving so fast thet the



rocket would have to be held down on the track, otherwise centrifugal force would makeit rise. If we
could reach a speed of eight kilometers a second before releasing from the track, the rocket would be
going fast enough to take it up to orbit.

Thisisgood science and good engineering—but not for launch from Earth. The aamosphereisthe
spoailer, making the method impractical because of air resistance and heeting. For the Moon, however,
with its negligible atmosphere, the method will be perfectly fine. It was suggested long ago as agood
lunar launch technique.

First, however, we have to be on the Moon, or out in space. That takes us back to where we started.
We conclude as many have concluded: beginning the exploration of gpace from the surface of the Earth
may be our only option, but given a choice we would not start from here.

Unfortunately, weare here. Back to our launch problem, leaving from the surface of the Earth.

8.3 M easures of performance. We need some way to evaluate rocket propulsion systems, so that we
can say, " Of these types of rocket-propelled systems, Type A has greater potential than Type B."

With chemicad fuels such askerosene or liquid hydrogen, it is natura to look for guidance from the way
in which we compare fuels here on Earth. An easy genera measure happensto be available: the number
of kilocalories produced when we burn agram of the fuel. For instance, good cod will yield about 7
kilocalories agram, gasoline about 11.5 kilocalories agram. Based on that measure alone, we would
expect to prefer gasoline to coa as an energy source, and indeed, the coal-powered spaceship does not
featurelargely in sciencefiction.

However, for rocket propulsion the heat generated by burning the fuel is not quite the measure that we
want. Theright variableiisthespecific impulse of agiven type of fud, and it measuresthethrust that the
fuel can generate. Specificimpulse, usudly written as S, isthe length of time that one pound of fuel can
produce athrust of one pound weight. Sl is normally measured in seconds. Since weight depends on the
vaue of surface gravity, and since surface gravity depends where you are on Earth (it ismore at the
polesthan at the equator) this may seem like arather poor definition. It cameinto usein the 1920sand
1930s, when people doing practical experiments with rockets found it alot easier to measure the force
that arocket engine was devel oping on a stand than to measure the speed of the expelled gasesthat
formed the rocket's exhaust. That speed is a better measure, and it istermed theeffective jet velocity,
or EV. We say effective velocity rather than actua velocity, becauseif the reaction massis not expelled
in the desired direction (opposite to the spacecraft's motion) the EJV will be reduced. Thus EV
mesasures both the potential thrust of afuel, and aso the efficiency of engine design.

Wewill usemainly EV. However, Sl isstill awiddy-used measure for comparing different rocket fuels,
so it isworth knowing about. To convert from Sl values (in seconds) to EJV (in kilometers per second),
smply multiply by 0.0098.

Naturaly, neither S nor EJV isauseful measurein propulsion systemsthat do not employ reaction
mass. However, they are supremely important factorsin near-future practical spaceflight, because the
ratio of fina spacecraft mass (payload) to initid mass (payload plusfue) dependsexponentially on the
EWV.

Explicitly, therdaionship isMI/MP=ev=") ' where MI=initia total mass of spacecraft plusfud,
MP=find payload mass, and VV=find spacecraft velocity. Thisis often termed the Fundamenta Equation
of Rocketry. It istrue only at nonrelativistic speeds, SO some day we may have to change our definition
of "Fundamentd.”



To seetheimportance of this equation, suppose that amission has been designed in which theinitia
mass of payload plusfud is 10,000 timesthe fina payload. That isaprohibitively high value for most
missions, and the design isusdess. But if the EJV of the misson could somehow be doubled, theinitia
payload-plus-fuel mass would become only 100 (the square root of 10,000) timesthefina payload.
Andif it could somehow be doubled again, the payload would increase to one-tenth (the square root of
1/100) of theinitid total mass. The secret to high-performance missonsliesin high vaues of the EJV.

Very good. But what kind of vaues of the EJV might we expect in the best rocket system?

The chemica rocketsthat we can make with present technology, using aliquid hydrogen/liquid oxygen
(LOX) mix, produce an EJV rather more than 4 kilometers per second. LOX pluskeroseneisless
good, with an EJV of about 2.6. Potassium perchlorate plus a petroleum product (asolid fuel rocket)
hasan EJV of about 2. Liquid hydrogen with liquid fluorine—actricky mixture to handle, with unpleasant
combustion products—hasan EJV ashigh as4.5. That is probably the limit for today's chemical fue
rockets. To do better than this we would have to go to such exctic fuels as monomolecular hydrogen,
whichishighly unstable and dangerous.

Aswe noted in Chapter 5, the maximum performance for chemica fuels occurs when the energy
released is perfectly converted to kinetic energy. The theoretical values obtained there were 5.6 kms/sec
for the H-O*mix, and 5.95 kmg/sec for H-O*. If you write astory and your chemical-fudl rocket hasan
EJV of 50 (i.e. an Sl of 5,100), you'll have to provide a pretty good explanation of how you did it;
otherwise, you arewriting not science fiction but pure fantasy.

Luckily for the writer, the chemical rocket is not the only one available; it merely happensto be the only
type used so far for launches. That promisesto be true for sometimein the future. Even NASA's "new"
development, the single-stage-to-orbit reusable rocket, will be achemica rocket.

8.4 Massdrivers. Themassdriver consgstsof along hdlica spird of wirewith ahollow center (a
solenoid ). Pulsed magnetic fields are used to propel each payload aong the solenoid, accderating it
until it reachesthe end of the solenoid and flies off & high speed.

Mass drivers are usually thought of as launch devices, throwing payloads to space using el ectromagnetic
forces. However, suppose that we invert our thinking. A massdriver in free space will itsdf be given an
equa push by the material that isexpelled (Newton's Third Law: Action and reaction are equal and
opposite). If we regard the expelled materia as reaction mass, then the long solenoid itsdlf is part of the
spacecraft, and it will be driven dong in space with the rest of the payload.

Practicd tests suggest that gecting aseries of small objects using the mass driver can give an EJV to the
mass driver itself of up to 8 kms/second. Thisisamost double the EJV that can be achieved with
chemical rockets; however, note that the energy to power the mass driver must be provided externally,
for instance as dectricity generated using nuclear or solar power. The mass of such power-generation
equipment will diminish the mass driver's performance as a propulsion system. Mass drivers do not offer
asolution to the problem of reaching orbit from the surface of the Earth. In addition, solar power isfine,
closeto the Sun, but it would be amgor problem out at the edge of the solar system. Available solar
energy falsoff astheinverse square of the distance from the Sun. We will encounter the same problem
|ater, with other systems.

The good newsis that working mass drivers have been built. They are not just theoretical idess.



8.5 1on rocketsare smilar in asenseto mass drivers, in that the reaction massis accel erated
electromagnetically, and then expdled. In this case, however, the reaction mass conssts of charged
atoms or molecules, and the acceleration is provided by an eectric field. The techniqueisthe same as
that used in the linear accelerators employed in particle physicswork here on Earth. Very large linear
accelerators, milesin length, have dready been built; for example, the Stanford Linear Accelerator
(SLAC) has an accdleration chamber two mileslong.

SLAC ispowered using conventiona eectric supplies. For usein space, the power supply for ion
rockets can be solar or nuclear (or externally provided; see the discussion of laser power later in this
chapter). Aswas the case with mass drivers, provision of that power supply must diminish system
performance.

Prototype ion rockets have been flown in space. They offer adrive that can be operated for long
periods of time, and thusthey are atractive for long missons. Practica tests suggest that they can
produce an EJV of up to 70 kms/second, far higher than the EJV of either chemical rockets or mass
drivers. However, because the onboard equipment to produce theion beamis bulky, these are
low-thrust devices providing accelerations of afew micro-gees. In order to achievefina velocities of
many kilometers per second, ion rockets must be operated for long periods of time. They are not launch
devices.

8.6 Nuclear reactor rocketsuse anuclear reactor to heat the reaction mass, which isthen funneled to
expd itsdf at high temperatures and a high velocities.

Systems with a solid core to the reactor achieve working temperatures up to about 2,500deg.C, and an
EJV of up to 9.5 kms/second. Experimenta versions were built in the early 1970's. Work on the most
developed form, known as NERV A, was abandoned in 1973, because of concern about spaceborne
nuclear reactors. A solid core reactor rocket with hydrogen as reaction mass has an EJV more than
double the best chemica fuel rocket, but the nuclear power plant itself has substantial mass. This reduces
the acceleration to less than atenth of what can be achieved with chemical fuels.

A liquid core reactor potentialy offers higher performance, with aworking temperature of up to
5,000deg.C and an EJV of up to 25 kms/second. Gaseous core reactors can do even better, operating
up to 20,000deg.C and producing an EJV of 65 kms/second. However, such nuclear reactor rockets
have never been produced, so any statements on capability are subject to question and practical proof.

| believe we could go to orbit with aliquid core nuclear-powered rocket, safely and more efficiently than
with achemical rocket. However, | think it will be some time before we are dlowed to. The suspicion of
nuclear launch—or, indeed, al things nuclear—istoo strong.

8.7 Pulsed fission rocketsform thefirgt of the "advanced systems' that we will consider; advanced, in
the sense that we have never built one, and doing so might lead to al sorts of technologica headaches;
and aso advanced in the sense that such rockets, if built, could take us al over the solar system—and
out of it.

Theideafor the pulsed fisson rocket may sound both primitive and darming. A series of atomic bombs
(first design) or hydrogen bombs (later designs) are exploded behind the spacecraft, which is protected
by amassve "pusher plate." This plate serves both to absorb the momentum provided by the explosions,
and aso to shied the payload from the radioactive blasts.



The pulsed fission rocket was proposed by Stanidaw Ulam in 1955. The ides, later known as Project
Orion, appeared practica and could have been built. However, the effort was abandoned in 1965, a
casudty of the 1963 Nuclear Test Ban Treaty. Project Orion caled for full-scale atomic explosions, and
the treaty made it impossible to test theidea. The EJV isexcellent, up to 100 kms/second, but the mass
of the pusher plate may limit practica accelerationsto afew centimeters/sec?(less than a hundredth of a
gee). Thisisno good for alaunch system, but it will achieve respectable velocities over long periods. An
acceleration of 1 cm/sec?(just over athousandth of a gee) for one year produces an end speed of 310
kms/second. Note that, even at this speed, Neptune is still more than six monthstravel time away.

8.8 Pulsed fusion. The pulsed fission rocket of Project Orion has two big disadvantages. First, the
nuclear explosions are full-scae nuclear blasts, each one equivaent in energy release to thousands or
even millions of tons of conventiona explosives. Second, the massve "pusher plate” isuseful asa
protection against the blasts and as an absorber of momentum, but it grestly decreases the acceleration
of the ship and the system efficiency.

The pulsedfusion rocket potentially overcomes both these problems. Each fuson exploson canbea
smal one, involving only agram or so of matter. Thefusion processisinitiated by ahigh-intensty laser
or arelativigtic eectron beam focused on small spheres of nuclear fuel. The resulting inward-traveling
shock wave creates temperatures and pressures at which fusion can occur. If the right nuclear fuelsare
used, dl the fusion products can be charged particles. Their subsequent movement can therefore be
controlled with electromagnetic fields, so that they do not impinge on the payload or the walls of the
drive chamber.

An andysis of apulsed fusion rocket mission was performed in the late 1970s by the British
Interplanetary Society. Known as Project Daedalus, it was adesign for aone-way trip to Barnard's
Star, 5.9 light-years from the Sun. Small spheres of deuterium (D) and helium-3 (He®) were used as
fusonfuds. (Deuteriumis"heavy" hydrogen,, H?, with aneutron aswell asaproton in the nucleus;
hdium-3,, He?, is"light" helium, missing aneutroninitsnucleus))

The D-He’reaction yields as fusion products a helium nucleus and a proton, both of which carry eectric
charges and can thus be manipulated by magnetic fieds. The estimated EJV for Project Daedduswas
10,000 kms/second, leading to afifty-year travel timefor the 5.9 light-year journey. The mass at launch
from solar orbit was 50,000 tons, the final mass was 1,000 tons, and the termina velocity for the
gpacecraft was one-eighth of the speed of light.

The design was atechnical tour deforce, but the complications and caveats are sgnificant. First,
controlled pellet fusion of the type envisaged has never been demonstrated. The D-He*fuson reactionin
thefud pellets proceeds rapidly only at extreme temperatures, and while other fusion reactions, such as
deuterium-tritium, take place at asixth of thistemperature, they produce uncharged neutrons asfusion
products and the direction of travel of these uncharged particles cannot easily be controlled.

Third, and perhaps the biggest problem of al, the nuclear fuels needed are not available. Deuterium is
plentiful enough, a one part in 6,000 in ordinary hydrogen. But He'is very rare on Earth. Thetotd U.S.
supply isonly afew thousand liters. The Daeddus design callsfor 30,000 tons of the stuff, far more than
could be found anywhere on Earth. The only place in the solar system where He’existsin enormous
quantitiesisin the atmospheres of the gas-giant planets, Jupiter and Saturn and Uranus and Neptune.

Project Daedal us proposed the use of a complicated twenty-year mining operation in the atmosphere of
Jupiter, to be conducted by automated factories floating in the Jovian atmosphere. The construction of
the spacecraft itself would be carried out near Jupiter. | took over their method in my novel Cold aslce,



but | assumed that the moons of Jupiter had aready been colonized by humans. Access—and
management oversght—was easer, and in fact the necessary helium mining formed only aminor ement
of the book.

8.9 Antimatter rockets. To every particle in nature there corresponds an antiparticle. Matter
constructed from these antiparticles is termed antimatter, or mirrormatter. For example, antihydrogen
congsts of apositron moving about an antiproton, whereas norma hydrogen is an electron moving about
aproton.

When matter and antimatter mest, they annihilate each other. They therefore represent avast source of
potentia energy.

If electrons and positrons meet, the result is high-energy gammarays, and no particles. If protons and
anti protons mest, the result is an average of three charged pions and two uncharged pions, with the
charged pions carrying 60 percent of the totd energy. Neutral pions decay to form high-energy gamma
raysin lessthan athousand trillionth of a second. Charged pionslast alot longer, relatively spesking,
decaying to the e ementary particle known asamuon in 26 nanoseconds. Muons decay in their turn to
electrons and neutrinos, lasting on average 2.2 microseconds before they do so.

These are short times, but relativity helps here. The charged pions created in this process are traveling
fadt, at over ninety percent of the speed of light, and thus the effect of rdativistic timedilationisto
increase their lifetime from 26 nanoseconds to 70 nanoseconds. Thisis more than long enough to control
the movement of the charged pions with magnetic fidlds. Similarly, the rapidly-moving muonsthat appear
as decay products last on average 6.2 microseconds rather than 2.2 microseconds, before they inturn
decay. They too can be controlled through the use of magnetic fields.

Antimatter isahighly concentrated method of storing energy. Thetota energy produced by amilligram
of antimatter when it meets and annihilates amilligram of ordinary matter is equd to that of twenty tons
of liquid hydrogen/LOX fuel. It isthereforeided for use on interstellar missions, where energy per unit
weight isof paramount importancein fuels.

The most economica way of using such apotent fuel isnot to takeit "neet," but to dilute the antimatter
with alarge amount of ordinary matter. Matter/antimatter annihilation then servesto heet up ordinary
meatter, which is expelled asreaction mass. In this case, both the high-energy gammarays and the pions
serveto heat the reaction mass; and by choosing the antimatter/matter ratio, many different missons can
be served with asingle engine design. A highly dilute matter/antimatter engine dso has excdlent potentia
for interplanetary missons.

Given dl these useful properties of antimatter, why are we waiting? Well, one question remains. How do
we get our hands on some of this suff?

That leads usto one of the magjor mysteries of physics and cosmology. Thereis as much reason for
antimatter to exist asfor ordinary matter to exist. Logicdly, the universe should contain equa amounts of
each. In practice, however, antimatter isvery rarely found in nature. Positrons and antiprotons occur
occasiondly in coamic rays, but if we discount the highly unlikely possibility that some of the remote
gaaxiesaredl antimatter, then the universeis ordinary matter to an overwhelming extent.

One product of the recent inflationary models of the early universeis a possible explanation of the reason
why thereis so little antimatter. This, however, isof little use to us. We need antimatternow , and in
substantial quantities, if we are to use matter-antimatter annihilation to take usto the stars.

Since antimatter is not available in nature, we will have to make our own. And thisispossible. One
by-product of the big particle accelerators at Fermilab in Illinois, at IHEP in Novosibirsk in the Soviet



Union, and at CERN in Switzerland, isa supply of antiprotons and positrons. The antiprotons can be
captured, dowed down, and stored in magnetic storage rings. Anti-hydrogen can be produced, by
alowing the antiprotons to capture positrons. Antimatter can be stored in electromagnetic ion traps, and
safely trangported in such containers.

We are not talking about large quantities of antimatter with today's production methods. Storage rings
have held up to atrillion antiprotons, but that is still avery smal mass (about atrillionth of agram). And
antimatter takes alot of energy to produce. The energy we will get from the antimatter will not be more
than 1/10,000th of the energy that we put into making it. However, the concentrated energy of the end
product makesthisaunique fuel for propulsion.

The EJV of amatter/antimatter engine depends on the matter-to-antimeatter ratio, and it can be selected
to match the needs of particular missons. However, for interstellar travel we can safely assume that we
want the biggest value of the EJV that we can get. Thiswill occur when we usea 1:1 ratio of matter to
antimatter, and direct the charged pions (and their decay products, the muons) with magnetic control of
their find emission direction. Since the charged pions contain 60 percent of the proton-antiproton
annihilation energy, and since the uncharged pions and the gammarayswill be emitted in al directions
equally, wefind the maximum EJV to be 180,000 kms/second. With such an EJV, and aratio of initia
massto find mass of 3.1, thetermind velocity of the mission will be dmost two-thirds of the speed of
light. Wearein aream of velocities where rdativistic effects have abig effect on shipboard travel times.

8.10 Photon rockets. Thistakes the matter-antimatter rocket to its ultimate form. It representsthe fina
word in rocket spaceships that employ known physics.

If we could completely annihilate matter, so that it ppeared as pure radiation (and was heading in the
right direction, asacollimated beam), the EJV would be the speed of light, about 300,000 kilometers
per second.

Thisisthe highest EJV possible. It implies perfect magnetic control and redirection of al charged pions,
plusthe control of al uncharged pionsand gammaraysand of al decay products such as eectronsand
neutrinos. Every particle produced in matter-antimatter annihilation ultimately decaysto radiation, or to

electrons and positrons that can then annihilate each other to give pureradiation. All thisradiation must

be emitted in adirection exactly opposite to the spacecraft's motion.

If the best chemical rocket with afuel-to-payload ratio of 10,000:1 could be replaced with a photon
rocket, the mission would be 99.99 percent payload; the fuel would be anegligible part of the total
mass. Having said that, we must also say that we have no idea how to make a photon rocket. It could
exig, according to today's physics; but it is quite beyond today's technology.

8.11 Spacetrave without reaction mass. The centra problem of the rocket spacecraft is easy to
identify. For low to moderate EJV's (which we will define asless than 100 kms/second—avaue that
would make any of today's rocket engineers ecstatic) most of the reaction mass does not go to
accelerate the payload. It goesto accelerate the rest of the fuel. Thisis particularly truein the early
stages of the mission, when the rocket may be accelerating a thousand tons of fud to deliver ten tons of
payload. All systems carrying their reaction mass dong with them suffer this enormousintrinsc
disadvantage. It seems plausible, then, that systems which do not employ reaction mass at al may bethe
key to successful spacetravel. We now consider:

* Gravity swingbys.



* Solar salls.

* Laser beam propulsion.

* The Bussard ramjet.

Also, we will touch on three hybrid systems:

* Laser-powered rockets.

* The Ram Augmented Interstellar Rocket (RAIR).

* The vacuum energy drive.

8.12 Gravity swingbys. Thereis oneform of velocity increase that needs neither onboard rockets nor
an externd propulsion source. In fact, it can hardly be caled a propulsion system in the usua sense of
theword. If aspacecraft flies close to aplanet it can, under the right circumstances, obtain avelocity
boost from the planet's gravitationd field. Thistechniqueisused routingly in interplanetary missions. It
was used to get the Galileo spacecraft to Jupiter, and to permit Pioneer 10 and 11 and Voyager 1 and 2
to escape the solar system. Jupiter, with amass 318 timesthat of Earth, can give avelocity kick of up to
30 kms/second to a passing spacecraft. So far as the spaceship is concerned, there will be no fegling of
onboard acceleration as the speed increases. An observer on the ship experiencesfreefall, even while
acceerating relative to the Sun.

If onboard fud is available to produce aveocity change, another type of swingby can do even better.
Thisinvolves a close approach to the Sun, rather than to one of the planets. Thetrick isto swoop in
closeto the solar surface and gpply dl available thrust near perihelion, the point of closest approach.

Suppose that your ship hasasmall velocity far from the Sun. Allow it to drop toward the Sun, so that it
comes close enough dmost to graze the solar surface. When it isat its closest, use your onboard fuel to
give a10 kms/second kick in speed; then your ship will move away and leave the solar system
completely, with atermina velocity far from the Sun of 110 kms/second.

The question that inevitably arises with such aboogt at perihelion is, where did that "extra" energy come
from?1f the velocity boost had been given without swooping in close to the Sun, the ship would have left
the solar system at 10 kms/second. Simply by arranging that the same boost be given near the Sun, the
ship leaves at 110 kms/second. And yet the Sun seemsto have done no work. The solar energy has not
decreased at al. It soundsimpossible, something for nothing.

The answer to this puzzleisasmple one, but it leaves many peopleworried. It is based on the fact that
kinetic energy changes as the square of velocity, and the argument runs as follows: The Sun increasesthe
speed of the spacecraft during its run towards the solar surface, so that our ship, at rest far from Sol, will
be moving at 600 kms/second as it sweeps past the solar photosphere. The kinetic energy of abody
with velocity V isV2/2 per unit mass, so for an object moving at 600 kms/second, a 10 kms/second
velocity boost increases the kinetic energy per unit mass by (610%-6007%)/2=6,050 units. If the same
velocity boost had been used to change the speed from 0 to 10 kms/second, the change in kinetic
energy per unit masswould have been only 50 units. Thus by applying our speed boost at the right
moment, when the velocity is already high, we increase the energy change by afactor of 6,050/50=121,
whichisequivaent to afactor of 11 (the square root of 121) in find speed. Our 10 kms/second boost
has been transformed to a 110 kms/second boost.



All that the Sun has done to the spaceship isto change the speed relative to the Sun at which the velocity
boost is applied. The fact that kinetic energy goes as the square of velocity does the rest.

If thisgtill s;emsto be getting something for nothing, inaway itis. Certainly, no pendty ispaid for the
increased vel ocity—except for the possible danger of sweeping in so close to the Sun's surface. And the
closer that one can cometo the center of gravitationa attraction when applying a velocity boogt, the
more gratifying the result.

Let us push the limits. One cannot go close to the Sun's center without hitting the solar surface, but an
approach to within 20 kilometers of the center of aneutron star of solar mass would convert a 10
kms/second velocity boost provided at the right moment to afina departure speed from the neutron star
of over 1,500 kms/second. Animpressive gain, though thetidal forces derived from agravitationa field
of over 10,000,000 gees might leave the ship's passengers alittle the worse for wear.

Suppose one were to perform the swingby with a speed much greeter than that obtained by falling from
rest? Would the gain in velocity be greater? Unfortunately, it works the other way round. Thegainin
gpeed ismaximum if you fal in with zero velocity from along way away. In the case of Sal, the biggest
boost you can obtain from your 10 kms/second velocity kick is an extra 100 kms/second. That's not fast
enough to take usto Alpha Centauri in ahurry. A speed of 110 kms/second implies atravel time of
11,800 years.

8.13 Solar sails. If gravity swingbys of the Sun or Jupiter can't take usto the starsfast enough, can
anything else? The Sun is a continuous source of a possible propulsive force, namely, solar radiation
pressure. Why not build alarge sail to accelerate a spacecraft by smple photon and emitted particle
pressure?

We know from our own experience that sunlight pressureisa smal force—we don't haveto "leaninto
the sun” to stay upright. Thusasail of large areawill be needed, and since the pressure has to accelerate
the sail aswell asthe payload, we must use asail of very low mass per unit area.

Thethinnest, lightest sail that we can probably make today is ahexagona mesh with amass of about 0.1
gramg/square meter. Assuming that the payload masses much less than the sail itself, aship would
accelerate away from Earth orbit to interstellar regions at 0.01 gees.

This acceleration diminishes farther from the Sun, since radiation pressure per unit areafdls off asthe
inverse square of the distance. Even so, asolar sail starting at 0.01 gees at Earth orbit will be out past
Neptune in oneyear, 5 billion kilometers away from the Sun and traveling at 170 kms/second. Trave
timeto Alpha Centauri would be 7,500 years. Light pressure from the target star could be used to dow
the sail inthe second haf of theflight.

8.14 L aser beam propulsion. If the acceleration of asolar sail did not decrease with distance from the
Sun, the sail we considered in the last section would have traveled ten times asfar in one year, and
would be moving at 3,100 kms/second. This prompts the question, can we provide a constant force on
asal, and hence a congtant acceleration, by somehow creeting atightly focused beam of radiation that
does not fal off with distance?

Such afocused beam is provided by alaser, and this idea has been explored extensively by Robert
Forward in both fact and fiction (see, for example, hisFlight of the Dragonfly, akaRocheworld ;
Forward, 1990). In hisdesign, alaser beam is generated using the energy of alarge solar power satellite



near the orbit of Mercury. Thisis sent to atransmitter lens, hanging stationary out between Saturn and
Uranus. Thislensisof Fresnd ring type, 1,000 kilometers across, with amass of 560,000 tons. It can
send alaser beam 44 light-years without significant beam spreading, and acircular lightsail with amass
of 80,000 tons and a payload of 3,000 tons can be accelerated at that distance at 0.3 gees. That is
enough to movethe sal at haf the speed of light in 1.6 years.

Forward dso offers an ingenious way of sopping the sail at its detination. The circular sail is
congtructed in discrete rings, like an archery target. Asthewhole sail approaches its destination, one
inner circle, 320 kilometers across and equd in areato one-tenth of the origind sail, is separated from
the outer ring. Reflected laser light from the outer ring servesto dow and halt theinner portion at the
destination star, while the outer ring flies on padt, still accelerating. When exploration of the target stellar
system is complete, an inner part of the inner ring, 100 kilometers across and equd in areato one-tenth
of thewholeinner ring, is separated from the rest. This"bull's-eye" is now acce erated back towards the
Sun, using reflected laser beam pressure from the outer part of the origina inner ring. Thetravel timeto
Alpha Centauri, including dowing-down and stopping when we arrive, is 8.6 years (Earth time) and 7
years (shipboard time). Note that we have reached speeds where relativitic effects make a significant
differenceto perceived trave times.

Could we build such aship, assuming an dl-out worldwide effort?

Not yet. The physicsisfine, but the engineering would defeat us. The power requirement of thelaser is
thousands of times greater than the total eectrica production of al the nations on Earth. The space
construction capability is aso generations ahead of what can reasonably be projected for the next haf
century. We are not likely to go to the stars thisway. Something better will surely come along before we
areready todoit. | fed thisway about some other idess, discussed later in this chapter.

8.15 The Bussard Ramjet. Thisisaconcept introduced by Robert Bussard in 1960. It was employed
in one of sciencefiction's classic tales of degp space and time, Poul Anderson'sTau Zero (Anderson,
1970).

In the Bussard ramjet, a"scoop” in front of the spaceship funnelsinterstellar matter into along hollow
cylinder that comprises afusion reactor. The materid collected by the scoop undergoes nuclear fuson,
and the reaction products are emitted at high temperature and velocity from the end of the cylinder
opposite to the scoop, to propel the spacecraft. The higher the ship's speed, the greater the rate of
supply of fuel, and thus the greater the ship's acceleration. It isawonderfully attractive idea, Sinceiit
alows usto use reaction masswithout carrying it with us. Thereisinterstellar matter everywhere, evenin
the "emptiest” reaches of open space.

Now let uslook at the "engineering details."

Fird, it will be necessary to fuse the fudl on thefly, rather than forcing it to accelerate until its speed
matches the speed of the ship. Otherwise, the drag of the collected fuel will dow the ship's progress.
Such a continuous fusion process callsfor avery unusua reactor, long enough and operating at
pressures and temperatures high enough to permit fusion while the collected interstellar matter is
streaming through the chamber.

Second, interstellar matter is about two-thirds hydrogen, one-third helium, and negligible proportions of
other e ements. Thefusion of heiumisacomplex processthat calsfor three heium nuclel to interact and
form acarbon nucleus. Thusthe principa fusion reaction of the Bussard ramjet will be proton-proton
fusion. Such fusion is hindered by the charge of each proton, which repd s them away from each other.



Thus pressures and temperaturesin the fusion chamber must be extremdy high to overcome that mutual
repulsion.

Third, thereisonly about one atom of interstellar matter in every cubic meter of space. Thus, the scoop
will have to be many thousands of kilometers acrossif hydrogen isto be supplied in enough quantity to
keep afusion reaction going. It isimpractica to construct a material scoop of such asize, so wewill be
looking at someform of magnetic fields.

Unfortunately, the hydrogen of interstellar spaceis mainly neutra hydrogen, i.e., aproton with an
electron moving around it. Since we need a charged materia in order to be ableto collect it
electromagneticaly, some method must first be found to ionize the hydrogen. This can be done using
lasers, beaming radiation at a carefully sdected wavel ength ahead of the ramjet. It isnot clear that alaser
can be built that requires less energy than is provided by the fusion process. It isaso not clear that
materials exist strong enough to permit construction of amagnetic scoop with the necessary field

drengths.

The Bussard ramjet isabeautiful concept. Useit in stories by all means. However, | am skeptica that a
working modd will be built any time within the next couple of centuries, or perhaps ever.

8.16 Hybrids.For completeness, we will aso mention three other systems. One has an onboard energy
source and uses externa reaction mass, the other two have onboard reaction mass and use externa
energy.

8.17 L aser-power ed rockets. These rockets carry reaction mass, but that mass does not produce the
energy for its own heating and acceleration. Instead, the energy is provided by a power laser, which can
be a considerable distance from the target spaceship.

This concept was originally proposed by Arthur Kantrowitz as atechnique for spacecraft launch. Itis
attractive for interplanetary missons, athough for laser power to be available at interstellar distancesit is
necessary to build amassive in-space power laser system.

The requirement for onboard storage of reaction massis aso huge. Even when dl of this has been done,
the EJV does not exceed maybe 200 kms/second. This system sounds fine for launches, less good for
in-space use. Although we never named it as such, thisiswhat Jerry Pournelle and | used asthe launch
systemin our novel Higher Education (Sheffield and Pournelle, 1996).

Note that laser power could be used equally well to provide the energy for other propulsion systems,
such astheion drive. Thisremovesthe bulky onboard equipment that otherwise severely limits ship
acceleration.

8.18 Ram Augmented Interstellar Rocket (RAIR). The RAIR employs aBussard ramscoop to
collect interstellar matter. However, instead of fusing such matter asit flashes past the ship, inthe RAIR
an onboard fusion reactor is used to heat the collected hydrogen and helium, which then exitsthe RAIR

cylinder a high speed.

Certainly, thiseliminates one of the centra problems of the Bussard ramjet—namdly, thet of fusng
hydrogen quickly and efficiently. It dso dlows usto make use of interstelar helium. However, the other
problems of the Bussard ramjet till exist. One little-mentioned problem with both the RAIR and the
origina Bussard ramjet is the need to reach a certain speed before the fusion process can begin, since



bel ow that speed there will not be enough materid ddlivered to the fusion system. The acceleration to
reach that minimum velocity isitself beyond today's capabilities.

8.19 The vacuum ener gy drive. The most powerful theoriesin physicstoday are quantum theory and
the theories of specia and generd relativity. Unfortunately, those theories are not totaly consistent with
each other. If we calculate the energy associated with an absence of matter—the"vacuum date'—we
do not, as common sense would suggest, get zero. Instead, quantum theory assigns a specific energy
vaueto avacuum.

In classical thinking, one could argue that the zero point of energy isarbitrary, so we could smply start
measuring energies from the vacuum energy vaue. However, if we accept generd rdlativity that optionis
denied to us. Energy, of any form, produces spacetime curvature, and we are therefore not alowed to
redefine the origin of the energy scale. Once thisis accepted, the energy of the vacuum cannot be talked
out of exigtence. It isredl, and when we calculate it we get alarge positive vaue per unit volume.

How large?

Richard Feynman addressed the question of the vacuum energy value and computed an estimate for the
equivaent mass per unit volume. The estimate came out as two billion tons per cubic centimeter. The
energy intwo billion tons of matter is more than enough to boil al Earth's oceans.

Isthere any possibility that the vacuum energy could be tapped for useful purposes? Robert Forward
has proposed a mechanism, based upon ared physica phenomenon known asthe Casimir Effect. |
think it would work, but the energy produced is smdl. The well-publicized mechanisms of others, such
as Harold Puthoff, for extracting vacuum energy leave metotally unpersuaded.

Sciencefiction that admitsit is sciencefiction is another matter. According to Arthur Clarke, | wasthe
first person to employ theidea of the vacuum energy drivein fictiona form, in the story "All the Colors of
the Vacuum'' (Sheffield, 1981). Clarke employed oneinThe Songs of Distant Earth (Clarke, 1986).
Not surprisingly, there was a certain amount of hand-waving on both Clarke's part and mine asto how
the vacuum energy drive wasimplemented. If the ship can obtain energy from the vacuum, and massand
energy are equivalent, why can't the ship get the reaction mass, too? How does the ship avoid being
dowed when it takes on energy, which has an equivaent massthat is presumably at rest? If the vacuum
energy isthe energy of the ground state, to what new state does the vacuum go, after energy is
extracted?

Good questions. Look on them as an opportunity. There must be good science-fictional answersto go
with them.

8.20 Launch without rockets. The launch of arocket—any rocket—is certainly animpressve sight and
sound. All that noise, dl that energy, thousands of tons of fuel going up in smoke (literdly) in afew
minutes.

But does it have to be that way? Let usinvoke a classcal result from mathematics. The work done
carrying a test particle around a closed curve in a fixed potential field is zero.

Around the Earth there is, to good accuracy, afixed potentia field. A spaceship that goes up to orbit
and comes back down to the same placeis following a closed curve. Conclusion: we ought to be able to
send atest particle (such as a spacecraft, which on the scale of the whole Earth isno morethan a



particle) to orbit and back, without doing any work.

Let'sdoit, in severd different ways.

8.21 The beanstalk . Suppose we have a space station in geostationary orbit, i.e. an equatorial orbit
with period exactly 24 hours. A satdllitein such an orbit hovers dways over the same point on the
Earth's equator. Such orbits are aready occupied by communications satellites and some weether
sadlites.

Now suppose astrong loop of cable runsal the way down to the surface of Earth from the space
station. The cable must belong aswell as strong, since geostationary orbit is more than 35,000
kilometers above the surface. We defer the question asto how weingtall such athing. (A geostationary
satellite has aperiod of 24 hours, and hovers above afixed point on the equator. A geosynchronous
satdlite smply hasaperiod of 24 hours, but can be inclined to the equator and reach to any latitude.)

Attach amassive object (say, anew communications satellite) to the cable down on the surface.

Operate an eectric motor, winding the cable with the attached payload up to the station. We will haveto
do work to accomplish this, lifting the payload against the downward gravitationd pull of the Earth. We
do not, however, haveto lift the cable, since the weight of the descending portion of the loop will exactly
balance the weight of the ascending portion.

Also, suppose that we arrange things so that, at the same time as we raise the payload up from the
surface, we lower an equal mass (say, an old, worn-out communiceations satdllite) back down to the
surface of the Earth. We will have to restrain that mass, to stop it from falling. We can use the force
produced by the downward pull to drive agenerator, which in turn provides the power to raise the
payload. The only net energy needed isto overcome losses dueto friction, and to alow for the imperfect
efficiency of our motors and generators that convert eectrical energy to gravitational energy and back.

The device we describe has been given various names. Arthur Clarke, inThe Fountains of Paradise
(Clarke, 1979), termed it a space devator. |, inThe Web Between the Worlds (Sheffield, 1979), called
it abeangtalk. Other namesinclude skyhook, heavenly funicular, anchored satellite, and orbita tower.

The basicideaisvery smple. There are, however, someinteresting "engineering detalls.”

Fird, acable can't smply run down from aposition at geosynchronous height. Its own mass, acted on
by gravity, would pull it down to Earth. Thus there must be a compensating mass out beyond
geosynchronous orbit. That's easy enough;, it can be another length of cable, or if we prefer it amassive
ballast weight such as a captured asteroid.

Second, if we string a cable from geostationary orbit to Earth it makes no sensefor it to be of uniform
cross section. The cable needs to support only the length of itself that liesbelow it a any height. Thusthe
cable should be thickest at geosynchronous height, and taper to thinner cross sections dl the way down
to the ground.

What shape should the tapering cable be? In practice, any useful cable will have to be strong enough to
stand the added weight of the payload and the lift system, but let usfirst determine the shape of acable
that supports no more than its own weight. Thisisaproblem in gtatic forces, with the solution (skip the
next half pageif you are dlergic to equations):



AMN=A(R).exp (K F(/R).dTR)

In thisequation, A(r) isthe area of the cable at distance r from the center of the Earth, A(R) isthe area
a distance R of geosynchronous orbit, K isthe Earth's gravitationa constant, d isthe density of cable
materid, T isthe cabléstensle strength, and f is the function defined by:

F(X)=(3/2-Ux-x%2)

Theform of the equation for A(r) iscrucial. Firgt, note that thetaper factor of the cable, which we
defineas A(r)/A(R), depends only on theratio of cable tensle strength to cable density, T/d, rather than
actua tendle strength or density. Thus we should make a beangtalk from materialsthat are not only
strong, but light. Moreover, the taper factor depends exponentially on T/d. If acable originally had a
taper factor from geosynchronous orbit to Earth of 100, and if we could somehow double the
strength-to-dengty ratio, the taper factor would be reduced to 10. If we could double the
strength-to-density again, the taper factor would go down to 3.162 (the square root of 10). Thusthe
strength-to-dengity ratio of the material used for the cable is enormoudy important. We note here the
presence of the exponential form in this Situation, just aswe observed it in the problem of rocket
propulsion.

We have glossed over an important point. Certainly, we know the shape of the cable. But isthere any
materia with alarge enough strength-to-dengity ratio? After al, at an absolute minimum, the cable hasto
support 35,770 kilometers of itself. The problem isnot quite as bad asit sounds, since the Earth's
gravitationd fied diminishes aswe go higher. If we define the "support length” of amaterid asthelength
of uniform cross section able to be supported in aone-gee gravitationd field, it turns out that the support
length needed for the beanstalk cable is 4,940 kilometers. Since the actual cable can and should be
tapered, asupport length of 4,940 kilometers will be agood deal more than we need. On the other
hand, we must hang a transportation system onto the centra cable, so there hasto be more strength than
required for the cable done.

Is there anything strong enough to be used as a cable for abeanstalk? The support lengths of various
materidsaregivenin TABLE 8.1 (p. 227).

The concluson isobvious: today, no materid is strong enough to form the cable of abeanstdk from
geostationary orbit to the surface of the Earth.

However, we areinterested in science fiction, and the absolute limits of what might be possible. Let us
recal Chapter 5, and the factors that determine the limitsto materid strength. Examining TABLE 5.1 (p.
122), we see that solid hydrogen would do nicely for abeanstalk cable. The support length is about
twice what we need. It would have ataper factor of 1.6 from geosynchronous orbit to Earth. A cable
one centimeter across a the lower end would mass 30,000 tons and be able to lift payloads of 1,600
tonsto orbit.

Unfortunately, solid metdlic hydrogen is not yet available as a congtruction materia. It has been made as
adense crystaline solid at room temperature, but at half amillion atmospheres pressure. We need to
havefaith in progress. There are materias available, today, with support lengths ten times that of
anything available a century ago.



Beansta ks are easier for some other planets. TABLE 8.2 (p. 228) shows what they |ook like around the
solar systemn, assuming the hydrogen cable as our congtruction materid.

Marsisespecidly nice. The dtitude of a stationary orbit isonly haf that of the Earth. We can make a
beangtalk there from currently available materials. The support length is 973 kilometers, and graphite
whiskers comfortably exceed that.

Naturally, the load-bearing cable is not the whole story. It isno more than the central element of a
beangtalk that will carry materialsto and from orbit. Therest of the system conssts of alinear
synchronous motor attached to the load-bearing cable. It will drive payloads up and down. Some of the
power expended lifting aload is recovered when we lower asimilar load back down to Earth. The
fraction depends on the efficiency of conversion from mechanical to eectrical energy.

So far we have said nothing about actua construction methods. It is best to build a beanstalk from the
top down. An abundant supply of suitable materias (perhaps arel ocated carbonaceous asteroid) is
placed in geodtationary orbit. Theload-bearing cable isformed and simultaneoudy extruded upward and
downward, so that the total up and down forces arein balance. Anything higher than geosynchronous
dtitude exerts anet outward force, everything below geosynchronous orbit exerts anet inward force. All
forces aretensions, rather than compressons. Thisisin contrast to what we may term the "Tower of
Babd" gpproach, in which we build up from the surface of Earth and all the forces are compressions.

After extruding 35,770 kilometers of cable downward from geostationary orbit, and considerably more
upward, the lower end at last reaches the Earth's equator. Thereiit istethered, and the drive train added.
The beangtalk isready for use as amethod for taking payloads to geosynchronous orbit and beyond. A
journey from the surface to geosynchronous height, at the relatively modest speed of 300 kilometersan
hour, will take five days. That isalot dower than arocket, but the trip should be far more restful.

The system has another use. If amassis sent al the way out to the end of the cable and then released, it
will fly away from Earth. An object released from 100,000 kilometers out has enough speed to be
thrown to any part of the solar system. The energy for this, incidentally, isfree. It comesfrom the Earth
itself. We do not have to worry about the possible effects of that energy depletion. Thetotd rotationa
energy of the Earth is only one-thousandth of the planet's gravitationa sdf-energy, but that is till an
incredibly big number.

The converse problem needs to be considered: What about the effects of the Earth on the beanstalk?

Earthquakes sound nasty. However, if the beangtalk istethered by a massthat forms part of itsown
lower end, the Situation will be stable aslong astheforce at that point remains "down.” Thiswill betrue
unless something were to blow the whole Earth gpart, in which case we might expect to have other
things to worry about.

Weather will be no problem. The beanstalk presents so small a cross-sectiona area compared with its
strength that no imaginable siorm can troubleit. The sameistrue for perturbations from the gravity of the
Sun and Moon. Proper design will avoid any resonance effects, in which forces on the structure might
coincide with naturd forcing frequencies.

Infact, by far the biggest danger that we can conceive of isaman-made one: sabotage. A bomb
exploding hafway up abeanstalk would create unimaginable havoc in both the upper and lower sections
of the structure. The descent of a shattered beanstalk was described, in spectacular fashion, in Kim
Stanley Robinson'sRed Mar's (Robinson, 1993). My only objection isthat in the process the town of
Sheffield, at the base of the beanstalk, was destroyed.

* % %



8.22 Themeand Variations. We now offer three variations on the basic beanstalk theme. None needs
any form of propdlant or uses any form of rocket, and al could, in principle, be built today.

Therotating beanstalk isthe brainchild of John McCarthy and Hans Moravec, both at the time at
Stanford University. Moravec and M cCarthy termed the device anonsynchronous skyhook , though |
prefer rotating beangtalk. It isastrong cable, 8,500 kilometerslong in one design, that rotates about its
center of mass asthe latter goes around the Earth in an orbit 4,250 kilometers above the surface. Each
end dipsinto the atmosphere and back out about once an hour.

The easiest way to visudize thisrotating Sructure isto imaginethat it is one spoke of agreat whed that
rolls around the Earth's equator. The end of the beanstalk touches down like the spoke of awhed,
verticaly, with no movement relative to the ground. Payloads are attached to the end of the beanstalk at
the moment when it touches the ground. However, you have to be quick. The end comesin at about 1.4
gees, thenisup and away again at the same acceleration.

The great advantage of the rotating beanstalk isthat it can be made with materials less strong than those
needed for the "static” beangtak. In fact, it would be possible to build one today with ataper factor of
12, using graphite whiskersin the main cable. Thereis of course no need for such astructureto bein
orbit around the Earth. It could sit far out in space, providing a method to catch and launch spacecraft.

Thedynamic beanstalk has aso been called aspace fountain and anindian rope trick . It isanother
elegant use of momentum trandfer.

Congder a continuous stream of objects (say, sted bullets) launched up the center of an evacuated
verticd tube. The bullets arefired off faster than Earth's escape vel ocity, using an eectromagnetic
accelerator on the ground. Asthe bullets ascend, they will be dowed naturally by gravity. However, they
will recaive an additional dece eration through e ectromagnetic coupling with coils placed in thewalls of
the tube. Asthis happens, the bullets transfer momentum upward to the coils. This continues dl the way
up the tube.

At thetop, which may be a any dtitude, the bullets are dowed and brought to a hat by eectromagnetic
coupling. Then they are reversed in direction and alowed to drop down another parallel evacuated tube.
Asthey fdl they are accel erated downward by coils surrounding the tube. Thisagain resultsin an
upward transfer of momentum from bulletsto cails.

At the bottom the bullets are dowed, caught, given alarge upward velocity, and placed back in the
origina tubeto befired up again. We thus have a continuous stream of bullets, ascending and
descending in aclosed loop.

If wearangetheinitia velocity and the bullets rate of dowing correctly, the upward force a any height
can be made to match the total downward gravitationa force of tube, coils, and anything €l se we attach
to them. The whole structure will stand in dynamic equilibrium, and we have no need for any
super-strong materias.

The dynamic beangtalk can be made to any length, athough there are advantages to extending it to
geosynchronous height. Payloads raised to that point can be left in orbit without requiring any additiona
boost. However, a prototype could stretch upward just afew hundred kilometers, or even afew
hundred meters. Seen from the outside there is no indication asto what is holding up the structure, hence
the"Indian ropetrick" labd.

Note, however, that the word "dynamic” must be in the description, since this type of beanstalk callsfor
acontinuous stream of bullets, with no time out for repair or maintenance. Thisisin contrast to our static
or rotating beangtalks, which can stand on their own without the need for continuoudy operating drive



demeants.

8.23 Thelaunch loop. Aswe have described the dynamic beangtalk, the main portions are vertica, with
turnaround points at top and bottom. However, when the main portion is horizontd we have alaunch
loop.

Imagine aclosed loop of evacuated tube through which runs a continuous, rapidly moving meta ribbon.
The tube has one section that runs from west to east and isinclined at about 20 degreesto the
horizontal. This leads to a 2,000-kilometer central section, 80 kilometers above the Earth's surface and
also running west to east. A descending west-to-east third section leads back to the ground, and the
fourth section isone a sealeve that goes east to west and returns to meet the tube at the lower end of
thefirst section.

The meta ribbon is5 centimeters wide and only acouple of millimetersthick, but it travelsat 12
kilometers a second. Since the orbita velocity at 80 kilometers height is only about 8 kilometersa
second, the ribbon will experience anet outward force. This outward force supports the whole structure:
ribbon, containing tube, and an e ectromagnetic launch system along the 2,000 kilometer upper portion
of theloop. Thisupper part isthe acceleration section, from which 5-ton payloads are launched into
orbit. The whole structure requires about a gigawatt of power to maintain it. Hanging cables from the
accel eration section balance the lateral forces produced by the accel eration of the payloads.

Although the launch loop and the dynamic beangtalk both employ materials moving through evacuated
tubes, they differ inimportant ways. In the dynamic beangtalk the upward transfer of momentum is
obtained using a decdlerating and accel erating particle stream. By contrast, the launch loop containsa
singleloop of ribbon moving a constant speed and the upper section is maintained in postion as aresult
of centrifugd forces.

8.24 Space colonies.| can imagine some readers at this point saying, al thistalk of going to space and
traveling in space, and no mention of space colonies except those on the surface of planets. There are
hundreds and hundreds of stories about self-sufficient coloniesin space.

There areindeed, and during the 1970s | read many of them with pleasure and even wrote some mysdif.
One of the mogt fruitful ideasinvolved "L-5 colonies.” "L-5" describes not atype of colony, but aplace .
In the | ate elghteenth century, the great French mathematician Joseph Louis Lagrange studied the
problem of three bodies orbiting about each other. Thisisaspecid case of the generd problem of N
orbiting bodies, and as mentioned in the previous chapter, no exact solution isknown for N greater than
2. Lagrange could not solve the generd 3-body problem, but he could obtain useful resultsin acertain
case, in which one of the bodiesisvery smal and light compared with the other two. He found that there
arefive places where the third body could be placed, and the gravitationa and centrifugal forceson it
would exactly cancedl. Three of those places, known asL-1, L-2, and L-3, lie on thelinejoining the
centers of the two larger bodies. The other two, L-4 and L-5, are at the two points forming equilatera
triangles with respect to the two large bodies, and lying in the plane defined by their motion about each
other.

TheL-1, L-2, and L-3 locations are unstable. Place acolony there, and it will tend to drift away.
However, the L-4 and L-5 locations are stable. Place an object there, and it will remain. There are
planetoids, known asthe Trojan group, that sit in the L-4 and L-5 positions relative to Jupiter and the
un.

The Earth-Moon system aso has Lagrange points, which in the case of the L-4 and L-5 points are



equidistant from Earth and Moon. In the 1970s, an inventive and charismatic Princeton physicist, Gerard
O'Nelll, proposed the L-5 location as an excellent place to put a space colony (L-4 would actualy do
just aswell). The coloniesthat he designed were large rotating cylinders, effective gravity being provided
by the centrifugal force of their rotation. Within the cylinder O'Nelll imagined acomplete and
sdlf-contained world, with its own water, air, soil, and plant and animd life. Suppliesfrom Earth or
Moon would be needed only rarely, to replace inevitable losses due to small lesks.

The ideawas a huge success. In 1975 the L-5 Society was formed, to promote the further study and
eventua building of such acolony.

What has happened since, and why? Gerard O'Nelll is dead, and much of hisvision died with him. The
L-5 Society no longer exists. It merged with the National Space Institute to become the National Space
Society, which now seesitsrole asthe general promotion of space science and space applications.

More important than either of these factors, however, is another one: economic justification. The
prospect of alarge sdlf-sufficient space colony fades as soon as we ask who would pay for it, and why.
Freeman Dyson (Dyson, 1979, Chapter 11) undertook an analysis of the cost of building O'Nelll's
"Idand One" L-5 colony, comparing it with other pioneering efforts. He made his estimate not only in
dollars, but in cost in man-years per family. He decided that the L-5 colony's per family cost would be
hundreds of times greater than other successful efforts. He concluded "It must inevitably be a
government project, with bureaucratic management, with nationa prestige at stake, and with
occupationd hedlth and safety regulationsrigidly enforced.” All thiswas before the Internationa Space
Station, whose timid builders have proved Dyson exactly right: " The government can afford to waste
money but it cannot afford to be responsible for a disaster.”

The L-5 colony concept has apped, and the technology to build the structure will surely become
available. But it is hard to see any nation funding such an enterprise in the foreseeabl e future, and il
harder to imagine that industrid groupswould be interested.

TheL-5 colony—regrettably, becauseit is such aneat idea—is part of whet | liketo call false futures of
the past, projections made using past knowledge that are invalidated by present knowledge.

| believe therewill certainly be space coloniesin the future. Write stories about them by al means. But
don't make them rotating cylinders a the L-5 location. Those stories have dready been written.

8.25 Solar power satellites.Whilein skeptica mode, let me say afew words about another concept of
initial high appedal, the Solar Power Satdllite. Thiswas proposed in the 1960s by Peter Glaser, and like
the L-5 coloniesit had its heyday in the 1970s and early 1980s. Proponents of the idea believed (and
believe) that it can help to solve Earth's energy problems.

A solar power satellite, usudly written as SPS, has three main components. First, alarge array of
photoreceptors, kilometers across, in space. Each receptor captures sunlight and turnsit to eectricity.
Themost usua proposed locetion isin geosynchronous orbit, though some writers prefer the
Earth-Moon L-4 location. The second component is adevice that converts eectricity to abeam of
microwave radiation and directsit toward Earth. The third component isalarge array on the surface of
the Earth, usudly known as arectenna , that receives the microwave radiation and turnsit into eectricity
for digribution nationdly or internationaly.

The SPS has some greet virtues. It can be placed where the Sun isamost dwaysvisible, unlike a
ground-based solar power collector. It taps a power source that will continue to be steadily available for
billions of years. It contributes no pollution on Earth, nor does it generate the waste heat of other power



production systems. It does not depend on the availability of fossl or nuclesr fuels.

Of course, the SPS cannot be built without a powerful in-space manufacturing capability, something that
islacking today. We are having trouble putting modest structures, such asthe Internationa Space
Station, into low orbit. It islikely that we will not be able to build an object aslarge as the proposed
SPS for another century or more.

But when a century has passed, we are likely to have much better energy-raising methods, such as
controlled fuson. Admittedly, progress on fusion has been dow—we have been promised it for fifty
years—hut it, or some other superior method, will surely comeaong. A fusion plant (or, for that matter,
afisson plant)in orbit would have dl the advantages of SPS, and none of the disadvantages. Sunlight is
ahighly diffuse energy source unlessyou get very close to the Sun. Aswe pointed out in Chapter 5, the
history of energy use shows amove in the direction of more compact power sources—ail ismore
intense and compact than water or wind, nuclear is more compact and intense than chemical. The other
problem isthat the Sun, unlike our future fusion reactors, was not designed to fit in with human energy
uses and needs. | put the question the other way round: Why build a kilometers-wide array, delicate and
cumbersome and vulnerable to micrometeor damage, when you can put the same power generating
capacity into something as small asa school bus? Admittedly, we don't have controlled fusion yet—~but
we aso can't build an SPSyet.

However, thered killer argument is not technological, but economic. Suppose you launch SPSto serve,
say, the continent of Africa. Y ou gtill have the problem, who will pay for the energy? Economists
digtinguish two kinds of demand: red demand: the need for food of starving people with money to buy it;
and other demand: the need for food of starving people without money. Regrettably, much demand for
energy isin nationswith no resourcesto pay for it.

In spite of this economic disconnect, many people have suggested that an SPS would be gresat for
providing energy to Africa, where energy costs are high. Suppose that you put SPSis geostationary
orbit and beam down, say, 5 gigawaitts. That's the power delivered by a pretty substantial fossil fuel
station. Now, you could aso generate that much energy by building adam on the Congo River, whereit
drops sharply from Kinshasato the Atlantic. So ask yourself which you would prefer if you were an
African. Would you like SPS, providing power from a source over which you had no control at al—you
couldn't even get to vigit it. Or would you prefer adam, which in spite of dl its defects, Stson African
s0il and isat least in some sense under your control? SPS has to compete not only from an economic
point of view, but from asocid and politica point of view.

| think it failson al those counts. Likethe L-5 colony, SPSis part of afasefuture. It isnot surprising to
find Gerard O'Nelll arguing that the sale of eectricity generated by an SPS at L-5 would pay for the
colony in the breathtakingly short period of twenty-four years. When we want to do something, al our
assumptions are optimigtic.

There are still SPS advocates. A recent NASA study suggested that a 400 megawatt SPS could be built
and launched for five billion dollars. Do | believe that number? Not in thisworld. We al know that paper
studies often diverge widely from redity. NASA's original estimated cost to build the International Space
Station was eight billion dollars. Over the years, the station has shrunk in Size and the costs have risen to
more than 30 billion dollars. Projectslook alot easier before you get down to doing them. Recall the
euphoriafor nuclear power plantsin the 1940s, "dectricity too cheap to meter." And that wasfor
something we had alot more experience with than the construction of monster space structures.

Certainly, we hope and expect that the cost of sending materid to space will go down dragticaly in the
next few generations. We aso will becomeincreasingly unwilling to pollute the Earth with our power
generation. But frequent space launches have their own effects on the environment of the upper



atmosphere. If thereisever an SPS, which | doubt, it will more likely make little use of Earth materids
and depend on the prior existence of alarge space infrastructure.

| fed surethat will come—eventudly. By that time the idea of power generation plants near population
centerswill be as unacceptable asthe Middle Ages habit of dlowing the privy to drain into the well.
However, | want to emphasi ze that our solutions to the problems of the future can be expected to work
no better than two-hundred-year-old solutions to the problems of today. We can propose for our distant
descendants our primitive technology asfixesfor their problems. But | don't believe that they will listen.

TABLE 8.1

Strength of materials.

Material Density ;fg]sélti Support length
(gmg/ce) || (kgms/sg.cm.) (kms)
Lead 11.4 200 0.18
Gold 19.3 1,400 0.73
Aluminum 2.7 2,000 7.40
Cagtiron 7.8 3,500 4.50
Carbon sted! 7.9 7,000 9.00
Manganese sted! 7.9 16,000 21.00
Drawn stedl wire 7.9 42,000 54.00
Kevlar 14 28,000 200.00
Iron whisker 7.9 126,000 161.00
Silicon whisker 3.2 210,000 660.00
Gragphite whisker 2.0 210,000 1,050.00
TABLE 8.2
Beanstalks around the solar system.
Body Radius of stationary Taper factor
satellite orbit (kms)

Mercury 239,731 1.09
Venus 1,540,746 1.72
Eath 42,145 1.64
Luna 88,412 1.03




Mars 20,435 1.10
Jupiter 159,058 842.00
Cdligo 63,679 1.02
Saurn 109,166 5.11
Titan 72,540 1.03
Uranus 60,415 2.90
Neptune 2,222 6.24
Auto* 20,024 1.01

* Since Pluto's satdllite, Charon, seemsto be in synchronous orhit,
abeangtalk directly connecting the two bodiesisfeasible.

CHAPTER9
Far-Out Alternatives

9.1 Problems of inter stellar travel.One of the strongest of today's limitations on sciencefiction writers
isthe pesky constancy of the speed of light. If you can't go faster than that, light-speed limitation is—to
put it mildly—an inconvenience for travel to even the nearest stars.

To many people, travel to the stars may not seem o difficult. After dl (the logic goes) adozen humans
have aready been to the Moon and back. We have sent landersto Mars, and we plan to do so again.
Our unmanned probes have allowed usto take acloselook at every planet of the Solar System except
Puto.

After interplanetary travel surdly comesinterstellar travel. If we have been able to do so muchinthe
forty years since the world's space programs began, shouldn't an interstellar misson be possbleina
reasonabletime. . . say, thirty or forty years from now?

In aword, no.

For travel on Earth, different transportation systems can be nicely marked by factors of ten. Up to two
miles, most of usare (or should be) willing to wak. For two to twenty miles, abicycleis convenient and
reasonable. A car isfinefrom twenty to two hundred, and above that most of uswould rather fly or take
atran.

Away from Earth, the factor of ten isno longer convenient. Our closest neighbor in space, the Moon, is
about 240,000 miles away, or 400,000 kilometers. A factor of ten does not take us anywhere
interesting. Nor does afactor of a hundred. We have to use afactor of 1,000 to teke usasfar asthe
Aderoid Bdlt.

Ten thousand times the distance to the Moon takes us four billion kilometers from Earth, to the outer
planets of the Solar System. We are still along way from the stars. For that we need another factor of



10,000. Forty trillion kilometersis about 4.2 light-years, and that is close to the distance of Alpha
Centauri. Thus, the nearest star is about 100,000,000 times as far away as the Moon.

Want to vigt the center of our gaaxy, acommon drop-in point for sciencefiction travelers? That is
amost 10,000 times asfar away as Alpha Centauri, atrillion times asfar away asthe Moon. Getting to
the Moon, you may recall, was considered abig dedl.

Numbers often have little direct meaning. Perhaps amore significant way of thinking of the distanceto
the starsis to imagine that we have a super-transportation system, one that can carry a spacecraft and its
crew to the Moon in one minute. Anyone interested in solar system devel opment would drool at the very
thought of such adevice. Y et we will take 190 yearsto reach Alpha Centauri, and most of the stars that
wethink of as"famous' are much farther away: 1,300 yearstrip timeto Vega, over 20,000 yearsto
Betelgeuse. Galactic center? Sorry, that's going to take a couple of million years.

We need afagter-than-light drive. But before we consider exotic dternatives, let's take one more look at
what we might do within the confines of the laws of physics asthey are known today. If nothing can
travel fagter than light, can we use light itself as our tool?

We can, provided we are willing to send and receive signds, rather than materia objects. That iswhat
SETI, the Search for Extraterrestrid Intelligence, isdl about.

9.2 The Search for Extraterrestrial Intelligence.ET madeit ook easy. Y ou collect afew bitsand
pieces of eectronics, join them together in some mysterious way, and lo and behold, you have a
tranamitter that will send asignd to the stars. Y ou switch on, and wait for your friends to show up.

ET did not ask the assistance of Earth scientistsin sending his message; but suppose that he had.
Suppose that we were asked to send amessage to the stars, one that could be received and interpreted
many light-years away. What techniques would we choose, and how would we go about it?

Theidea of sending messages to beings on other worldsis an old one. In the 1820s, the mathematician
Carl Friedrich Gauss proposed to lay out huge geometrica figures on the surface of Earth. He argued
that these, seen through telescopes by the inhabitants of other planets, would give proof that Earth
harbored intelligent life. The principa pattern, crested by the layout of large fields containing crops of
different colors, would show aright-angled triangle with each side bordered by squares. We would
provide graphic evidence that Earthlings (though not, apparently, many of Americas high school
gudents) are familiar with the theorem of Pythagoras.

Gauss had in mind the nearer planets of the solar system, since even with big telescopes the biggest fields
on Earth could not be seen from farther away than Mars or Venus. Nonetheless, given itslimitations,
Gausssideaisnot impossible. It represents wonderfully advanced thinking for itstime.

Smilar suggestionsinvolving the lighting of grest firesin the Sahara Desert were made | ater in the
nineteenth century. By 1900, extraterrestrial communication had become a popular subject. In that year
the French Academy of Sciences offered aprize of 100,000 francsto the first person making contact
with another world. The planet Mars was specificaly excluded, since that was considered too easy.

These early proposasfor extraterrestrial communications al had one thing in common: they assumed
that visible light would be the best way to communicate over great distances. At first that seemsafair
assumption, even when we extend our goa from interplanetary to interstellar spacetalk. Weliveona
planet orbiting afairly typica star. Our eyes have evolved to be senstive to thelight of that star, as
modified by passage through the Earth's atmosphere. Other beings, born on planetsthat circle other



dars, arelikely to have devel oped organs of sight. It would be most efficient for them to have devel oped
maximum sengtivity in roughly the same wave ength region as us. Therefore we should be ableto
communicate by optical techniques, using the part of the el ectromagnetic spectrum visible to humans.

This sounds reasonable, but it misses akey point. Visible wavelengths are not the best onesfor
interstellar communication, precisay because visible light is so abundant throughout the universe. We can
certanly send asignd, but another being will have trouble distinguishing it from naturd sgndsthat every
planet, sar, and galaxy emits or reflects a the same wavelengths.

Detection would be aformidable task. Thereisjust too much clutter in the spectra window between
0.40 and 0.70 micrometers, where we ourselves see. Our message will belost in the background noise
that Natureis generating al around us.

What we need isasignd that will not be confused by emissionsfrom stars, planets, interstellar dust
clouds, gaaxies, or any other natura sourcein the universe. We must find a"quiet” part of the spectrum,
in which Nature does not make strong signals of her own; and we need aregion where other beings
would find logica reasonsto send and look for sgnals.

Thissounds like adifficult proposition, but fortunately such aregion doesexist.

9.3 Thechoice of signal carrier. If we st down to make alist of the propertiesthat any sgndling
system should have for communication over interstellar distances, wefind that our sgna must satisfy
these requirements:

1) It should possess characteristics that alow it to be readily distinguished from naturally generated
emissons,

2) It should not be easily absorbed by interstellar dust and gas;
3) It should be easy to detect;

4) It should be easy to generate with modest amounts of power;
5) It should travel at high speed.

We assumethat no Sgnd can travel faster than the speed of light, so anything traveling at light-speed will
be our first preference.

That at once rules out certain sgnaing methods. For example, the Pioneer 10 and 11 and the Voyager 1
and 2 spacecraft are on trgjectories carrying them out of the solar system. They are on their way to the
gars, and they even contain messages intended for other beings. However, they travel horribly dowly. It
will be hundreds of thousands of years before they reach the nearest stars. Thusthey, and any other
spacecraft described in Chapter 8, aretoo dow for interstellar messages.

The speed requirement does nothing to limit our choice within the e ectromagnetic spectrum. Everything
from X-rays and gammaraysto visble light and long-wavelength radio wavestravel in vacuum at the
same speed; our other four criteriamust be employed to salect a preferred wavel ength.

Thefirgt systematic examination of the whole spectrum, to seewhat is best for interstellar
communication, was done by Philip Morrison and Giuseppe Cocconi (Morrison and Cocconi, 1959).
AsMorrison has remarked, they started out thinking that gamma rays would be the best choice, and
only later broadened their viewpoint to include the whole e ectromagnetic spectrum.



After making their study, they concluded that there are indeed preferred wavelengths for interstellar
communication, wavelengthsthat in fact satisfy dl five of the criterialisted above. Morrison and Cocconi
also addressed the question of how the signals might be generated and received.

Left out of consderation—addiberatedly—was the question of who might be sending signalsto us. As
Morrison put it, informaly, " See, you were thinking that in order to call somebody up, you have to have
somebody to call. I'm saying that before you cal, you have to have atelephone system. We got our
initid ideafrom the telephone system, not from thinking that anyoneis there. We don't know how to
estimate the probability of extraterrestrid intelligence. . . but if we never try, well never findit."

Theinability to estimate that probability has not stopped people from trying. Suppose we write an
equation giving the number of technologically advanced civilizations sending out messagesin our galaxy
asaproduct of seven independent factors. 1) the number of starsin our gaaxy; 2) the fraction of such
sarswith planets, 3) the average number of planets orbiting any star that are suitable for the
development of life; 4) the fraction of planetswherelife actualy develops; 5) the fraction of life-bearing
planetsthat develop inteligent life; 6) the fraction of intelligent life formswho actually seek to
communicate with other forms; and 7) the fraction of the planet'slifetime occupied in the communicating
phase.

Thisisknown asthe Drake Equation. It was proposed by Frank Drake, often considered the father of
SETI. In 1960, using an 85-foot radio telescope in Green Bank, West Virginia, he wasthefirst person
to seek radio sgnasfrom extraterrestrial intelligences.

There are afew things to note about this equation. Fird, it isnot aphysicd law, but merely an
enumeration of factors. Second, if any factor is zero, the left hand side and hence the number of signalsis
zero. Third, only thefirst factor, the number of starsin our galaxy, isknown to even one significant
figure. Therest arelittle more than blind guesses.

Although thousands of pages have been written about the Drake Equation and itsfactors, | don't think it
tellsus much. Theright attitude was expressed by Freeman Dyson, in his book Disturbing the Universe
(Dyson, 1979): "I regject asworthless al attempts to calculate from theoretica principlesthe frequency of
occurrence of intelligent lifeformsinthe universe. . . Nevertheless, there are good scientific reasonsto
pursue the search for evidence of intelligence. . . ."

Morrison and Cocconi examined the whole & ectromagnetic spectrum. They reported their resultsin
Nature magazine, and asserted that the microwave region, the one that we use for terrestria radio and
radar, isthe best placeto put your signd. Thiswavelength regimeis markedly quieter (Iess cluttered by
natura signals) than the gammaray, X-ray, ultraviolet, visble, or infrared ranges. Nature seemsto have
overlooked thisregion for stars and planets, to the point where Earth, with its copious emissions of
man-made radar, radio, and televison sgnds, is by far the most powerful source in the solar system. At
microwave wavelengths Earth is brighter than Jupiter or even the sun, athough the latter isabeacon
millions of times brighter at visble waveengths.

Further, even within the microwave region, there is a definite preferred window, a " quiet spot” between
30 centimeter wavelength (1 gigaHertz frequency) and 0.3 centimeter wavelength (100 gigaHertz
frequency). Waveength and frequency areinversdy related, since frequency times wave ength=the
speed of light. Thus either wavelength or frequency can be used equally well to define arange of the
spectrum. When we speak of radio or radar we usualy work in terms of frequencies; for visible or
infrared light, we generdly use wavelengths

If we want to send or receive signds from the surface of the Earth, rather than out in space, then the
absorption properties of our atmosphere must be taken into account. We aso have to note that



man-made signals from radio and television and radar form a possible source of noise for externd
sgnds. Thisfinaly reducesthe quietest region to a"terrestria microwave window™ from 1to 10
gigaHertz (30 to 3 centimeters).

Below 1 gigaHertz, the natural synchrotron radiation of the galaxy provides unwanted noise. Above 20
gigaHertz, the quantum noise of spontaneous emission dominates; but between 1 and 10 gigaHertz the
only significant noiseisthe cosmic background radiation, peaking at atemperature of 2.7 Kelvin and an
associated frequency of 25 gigaHertz, but still gppreciable between 1 and 10 gigaHertz.

By fortunate coincidence, conveniently within thisvaley of quiet lietwo sgnificant spectrd lines: at 1.420
gigaHertz (21 centimeters) we find the radiation emission of neutrd hydrogen, and a 1.662 gigaHertz
(18 centimeters) the emission of the hydroxy! radica. Together, hydrogen and the hydroxyl radical
combineto form water, the basis for dl life aswe know it. As Project Cyclops, an early study of search
methods for extraterrestria intelligence, stated with memorable imagery:

"Nature has provided uswith arather narrow band in this best part of the spectrum that seems specidly
marked for interstellar contact. It lies between the spectra lines of hydrogen (1420 megaHertz) and the
hydroxyl radica (1662 megaHertz). Standing like the Om and the Um on either Sde of agate, these two
emissions of the disassociation products of water beckon al water-based life to search for itskind at the
age-old meeting place of all species. the water hole” (1972; cited in NASA SP-419, 1977, edited by
Philip Morrison).

If we are going to use radiation to send our interstellar signd then this place, the "water hole," provides
the best set of frequencies. Moreover, Sgndsin thisregion can be generated easily, with standard radio
equipment; they can be beamed in any direction that we choose; and they will be detectable over stellar
distances with the transmission power availableto ustoday.

Thereis dill aproblem: deciphering apossible message.

A signd isnot acceptable as artificid (remember the pulsars) until it is decoded. Of course, a"message’
inthe usua senseis not needed; it would be quite sufficient if the pulsesthat we receive were, say, the
prime numbers, or numbersfollowed by their squares.

Inthe early days of SETI, Frank Drake devised a short message containing some basic information
about us. He sent it to anumber of his colleagues, telling them that itwas amessage and inviting them to
decipher it. Not one of them succeeded. Can you? Drake's "message” isgivenin TABLE 9.1 (p. 246).

The messages sent out on the V oyager spacecraft had the same problem. They included music, the
sound of rain and cars, and astatement from President Immy Carter; the sign of intelligence, perhaps,
but one difficult to interpret, even for its senders.

Note the difference between detecting extraterrestrial sgnals, and sending signasfor othersto receive.
These two different problems are often confused, but SETI isthe search for extraterrestrid intelligence
(wedt and ligten, but we don't send any signds ourselves), and CETI iscommunication with
extraterregtrid intelligence (we aso send our own messages).

The same ingtruments may be used ether to send or to receive signals. A radio telescope can listen, by
placing detection equipment at itsfoca point; or it can send, by placing atransmitter at the same foca
point. The signa can be sent to any preferred direction in space.

The 1,000-foot radio telescope at Arecibo in Puerto Rico has been used in both modes; to listen for
signals from many places, and to beam a coded signal to the Hercules globular star cluster, M 13,
25,000 light-years from Earth. A radio telescope alittle bigger than the one at Arecibo Observatory



would be able to detect that same signal when it reaches M 13, 25,000 years from now.

The big problem with SETI was stated with admirable succinctness by the great Italian scientist, Enrico
Fermi:Where are they? If there are extraterrestriad intelligences, some are presumably more advanced
than we are. Why haven't they showed up and presented themsalves at the United Nations, or sent a
proof of their existence that isimpossible to miss or deny?

This absence of contact is known astheFermi Paradox , though it ishardly aparadox. Itissmply a
good question, to which there is no good answer. Some people suggest that we have not yet found the
right radio frequency, or have looked in the wrong direction. Some argue that we are il in too primitive
adtate of technology, so that our proposed methods of sending or recelving Sgnas are little better than
the multicrop agricultura fields proposed by Gauss. And of course there are others who say that diens
don't need to signd, because they visit Earth on adaily basisin UFOs.

But then there isthe dternative viewpoint: We are alone, the only intelligent speciesin our galaxy. Itisa
waste of time and money scanning the sky for messages, or sending them out to nowhere.

IsSETI awaste of time, asits critics say, because the probability of successislow? Or isit, asits
disciplesclaim, aproject that we ought to be engaged in dl thetime and at an increased leve of effort,
because the payoff of success could be so enormous?

Although the United States Senate cut off al SETI funding in 1993, the effort continues with private
support. The program that used to be at NASA Ames has moved, dmost in its entirety, to the SETI
Ingtitutein Mountain View, CA. The Planetary Society, in Pasadena, continues an active search under
Paul Horowitz at Harvard. A very readable background discussion of the whole subject can befound in
The Search for Extraterrestrial Intelligence: Listening for Life in the Cosmos (McDonough, 1987).

In sciencefiction, SETI haslong been an accepted dement of thefield. Three good and very different
examplesareThe Hercules Text (McDevitt, 1986); Contact (Sagan, 1985); andThe Ophiuchi Hotline
(Varley, 1977).

9.4 Beam me up. We know how to send signasto other civilizations at the speed of light, and we are
aready looking for messages from them. But do we redlly need to go in person? Why not transmit a
complete signa that represents you or me, and use it to re-create us at the other end? That way, well
get to the stars asfast as possible, and so far as subjective experienceis concerned it will be no time at
dl.

Put aside for one moment the fact that there is nothing at the other end to put us back together. Ignore
a so the awkward question of which oneisthered you—the one who was scanned back here, or the
onewho is reconstructed out there. Let us Size the problem.

The human body contains about 102atoms. To specify the substance of each atom (i.e. the eement)
needs only two decima digits, sncedl atoms of a particular el ement areidentical. However, we aso
need to specify information where each atomis. That callsfor three coordinates, each given to an
accuracy of, say, 2x10**meters, and with amaximum vaue of acouple of meters (basketball players
have to crouch, or stay home).

Associated with each coordinate we specify anumber from 1 to 99 (for the gppropriate element) with a
zero when a coordinate lies outside your body. A representation of acomplete human, down to hair
part, birthmarks, and eye color, thus calls for about 102separate pieces of information. We assume that
we have an understanding, in advance, that the (x,y,z) coordinates of atomswill be given sequentidly, in



aparticular order.

Let'ssee how long it will take to transmit a person from one place to another (distance is not relevant).
A high-speed datalink from ground to space is afew hundred million bits per second. We will be
generous, and say we have adatalink of abillion decima digits (10°) per second. Then the transfer of
one human will take 10Zseconds, or 10%years. The universeis only about 10*years old. We would be
better off usng the Post Office.

All right, wewill seek economies. Firg, isit redly necessary to send an exact description of every atom?
Aswe know from heart, kidney, and liver transplants, these organsare dl functionaly similar. Let us
send just the information defining the "redl you," the brain and maybe afew glandsthat seem to define
our emotions. We do not save very much. The range of each coordinate reduces from 2 metersto 20
centimeters. The transmission time comes down to about 102years. Still no good.

How about if we smply regard the brain as a computer, and download the information held init? Thisis
certainly apopular sciencefiction device, dthough Penrose, aswe will discussin some detall in Chapter
13, would argue that it isimpossible because the brain is more than acomputer.

Let usassumethat heiswrong. There are about 10“neuronsin the brain. We number them sequentialy,
1, 2,3...10" Wemakethe (disputed) assumption that aneuron isasimple on-off device, so that its
information can be represented by asingle binary digit. Further, we assume that each neuron connectsto
an average of 50 other neurons (thisis only an average; certain neuronsin the cerebellum have up to
80,000 connections). Now we assume that the brain is completely defined by the neuron contents, plus
all the neuron-to-neuron connections. For every neuron, we need to specify abinary digit, plus 50
decima numbers each of which may be up to 11 digitslong. Then ahuman, regarded soldly as
information, is defined totaly by 10“decima digits. Thetransmission timeusing our billion-digit-a-second
transmisson systemisalittle over aday.

Thisisan acceptable period. Even if we send the signal with triple redundancy, to make sure that the
you-that-arrivesis not subtly different from the you-that-was-sent, we are talking transmission times of a
few days.

Note that you will not exist physicaly until you have been downloaded from signa form into aclone of
your body. That will be grown from your unique DNA description, which requires only about ten billion
binary digits (asmadl fraction of thetotal sgnal) and could be sent asalead file to the main message.

What will we do when it turns out that the SETI signd is not theEncyclopedia Galactica at dl, but the
exact prescription for some dien interstelar tourist?

9.5 A helping hand from relativity. It isEinstein's specia theory of relativity that tells us we can never
accelerate any object to move faster than the speed of light. The same theory, curioudy enough, offersa
hel ping hand when we want to travel long distances.

Aswe mentioned in Chapter 2, one standard and experimentdly tested consequence of relativity istime
dilation . Let usrecap its effects. When an object (in our case, a Spacecraft) moves at closeto the
speed of light, time as measured onboard the spacecraft fedl's the same to the passengers, but asfar as
an external observer isconcerned, it is dowed.

Theruleisvery smple: for an object traveling at afraction F of the speed of light, when aninterva T
passesin therest of the universe, aninterva only (1-F?) of T passesin the object's reference frame.



Thus, if aship travelsat 90 percent of light-speed, time onboard relative to the outsde universeis
dowed by afactor 0.43; when acentury passes on Earth, only 43 years pass on the ship. At 99 percent
of light-speed, 14 years pass on the ship; at 99.9 percent of light-speed, 4 years pass on board. Clearly,
if we can accelerate the ship close enough to light-speed—no mean feat, as we have seen already—then
so far asthe passengers are concerned, travel timeto the stars or even to remote parts of the galaxy can
be made tolerable. As an example, the center of the galaxy is about 30,000 light-years awvay. For aship
that traveled just one hundred meters a second dower than the speed of light, the perceived travel time
from hereto the gd actic center would be only 24 years.

Frank Tipler, grandly dismissing the practica details of ship drive design, has examined travel timesfor a
ship that moves not at constant peed, but at constant acceleration (Tipler, 1996). Setting that
acceleration at acomfortable one gee, Tipler finds that around trip to the center of our galaxy will take
about 40 years of shipboard time. The Andromeda Galaxy is about 2.2 million light-years away. A visit
to it needs 57 years of ship time. And if we want to take alonger trip, to the Virgo Clugter at
60,000,000 light-years distance, we can expect to be away for about 70 years. Aswe see, a constant
acceleration telescopes amogt dl distances down to the point where ahuman lifetime is enough to travel
them.

The snag, of course, isthat you might go to the center of the galaxy and back in onelifetime; but while
you were gone, things here on Earth could be expected to change considerably in your 60,000-year
absence. Asfor atrip to the Virgo Cluster, you could have left Earth when dinosaurs were the dominant
land animals, and not be back yet.

9.6 Fagter than light. Likeit or not, we have to explore the possibilities of faster-than-light travel.
Without it, dl our interstellar empires and interga actic trade shows are impossible. What's the point of
sending your army to quell an uprising when it happened 50 centuries ago, or ordering a piece of
furniture that will take athousand yearsto be deivered?

We need aloophole. One possibility was suggested in Chapter 2, where the idea of quantum
teleportation was explored. To find another one, let usreturn to Eingtein. The assumption that we cannot
travel fagter than light is usudly stated as one of the central dements of the theory of specid rdativity. In
fact, what Eingtein said was not quite that. Y ou cannotaccel erate an object faster than light, or even as
fast aslight. Asyou try to move something faster and faster, the energy needed to do it becomes greater
and greater.

However, this does not mean that particleswhich travel faster than light cannot exist. As one researcher
into fagter-than-light particles pointed out, that would be like saying that there can be no people north of
the Himaayas, Snce no one can climb over the mountain ranges.

Inthis case, the mountain rangeis the speed of light. Although no particle can be accelerated through the
barrier, thisin no way provesthat particles cannot exist on the other side of the barrier.

In 1967, Gerdd Feinberg gave anameto hypothetica faster-than-light particles. He called them
tachyons , from the Greek wordtachys , meaning swift. Richard Tolman, asearly as 1917, thought he
had proved that the existence of tachyonswould alow information transfer to the past, and thus alow
history to be changed. For example, amessage back to 1963 could in principle have prevented the
Kennedy assassination. That possible use of tachyons was explored in the nove Timescape (Benford,
1979). Today, however, Tolman'sargument is no longer accepted; Benford's nove remains asfiction.

Tachyons do appear to be permissible within the framework of conventiona physics, in that there seems



to beno physica or logical law ruling out the possibility of their existence. Thishasled somewritersto
argue that tachyons must exi<t, adopting the rule of the anthill fromThe Once and Future King (White,
1958): "Everything not forbidden is compulsory.”

Suppose for the moment that tachyons are real. Then to see how light speed forms anaturd barrier
separaing bradyons (the familiar "dow" particles of our universe, so known astardyons) from
tachyons, imagine that we accel erate a charged particle faster and faster, for example using an
electromagnetic fidd.

What happensto it? The particle certainly continuesto increase in speed, but according to the theory of
specid relativity asit gets closer to the speed of light it aso becomes more massive. Asaresult it
becomes more difficult to accelerate. The mass doubles, then quadruples, and more and more energy is
needed to speed it up just alittle more.

The process never ends. To accelerate it to the speed of light would take an infinite amount of energy,
and isthereforeimpossble.

In the same way, for atachyon it takes more and more energy to dow it from above light speed. It
would take an infinite amount of energy to dow it to the speed of light. Thusif both bradyons and
tachyonsexist, each is confined to its own velocity region. The speed of light isa"barrier” that forever
separates the world of tachyons from the world of bradyons, and one can never become the other.

Thisisal logicdly sef-congstent, but abig question remains. How could one detect the presence of a
tachyon? It used to be thought that any charged particle traveling fagter than light would emit a particular
radiation, known asCherenkov radiation ; but thisisno longer believed to be the case. The smplest
way to detect atachyon's presenceis through atime-of-flight test: if two particle detectors each register
an event, and the distance between them is so large and the times so close that only aparticle travelling
faster than light could cause them both, then we have a candidate tachyon.

Thisisasugpect mechanism for detection. If two people in ahousehold come down with influenzawithin
an hour of each other, we do not conclude that the incubation time for influenzamust be one hour or
less. AlImost certainly, they both caught the flu from athird party. How would we ever know that a
smilar underlying cause did not lead to afase inference of tachyon presence?

9.7 Wormholes and loopholes. Let us assume that tachyons exist. We then have apossible way of
sending messages fagter than light. That's useful, but it's not enough. We want to send people between
the stars, fast enough to offer the writer some storytelling freedom. Tachyonswon't do that, they are
sgndsonly. They aso have an unfortunate property of dlowing those sgnalsto travel backward in time,
which might aone be enough reason to avoid them.

Where do weturn for plausible physics, aloophole that will alow us go faster than light without using
tachyons or the still-unexplored world of quantum teleportation?

Asis 0 often the case, we turn to thework of Albert Eingtein. Thanksto the generd theory of relativity,
the structure of the universeis not asingle, smply-connected region of space and time. Aswe saw in
Chapter 3, no information from inside ablack hole can ever reach therest of the universe. Thisis ill
true, even when we alow for the Hawking evaporation process. Thus ablack hole provides, in avery
real sense, an edge of the universe. If black holes are common, then the whole universe has a curious
kind of Swiss-cheese structure of holesand redl (i.e. accessible) space.

Furthermore, there are regions close to arotating black hole where very strange things can happen, at



least in theory. Spacetime near the ring singularity of akerne seemsto be multiply connected. In other
words, if you go close enough to the singularity, you may suddenly find yoursdf e sawhere, having been
transported through akind of spacetime tunnel. One problem isthat you are likely to appear not only
elsawhere, but € sewhen. The trangport mechanism may aso serve asatime machine.

Other forms of spacetime tunndls, known popularly as"wormholes," have been developed by Kip
Thorne and fellow-workers at Ca Tech. We say "developed,” but of course the development so far is
purely conceptud. It calsfor extracting aminute black hole from the enormous numbers continuoudly
appearing and disappearing a distances of the Planck length (again see Chapter 2). Thetrick isthento
dabilize one—it will try desperately to disappear—and inflateit to asize useful for transmisson of
human-sized objects. This calsfor materidsfar sronger than anything we have today, athough our
positronium-positronium bonds of Chapter 5 are taking usin the right direction. The magnified, stabilized
wormhole can then serve, like our kernel ring singularity, asaway to travel between distant points
without traversing intermediate “normal” space. Again, there seemsto be a substantial danger that the
traveler will gppear in dsawhen.

TABLE 9.1

Frank Drake's proposed messageto the stars.

11110000101001000011001000000010000010100
10000011001011001111000001100001101000000
00100000100001000010001010100001000000000
(00000000001000100000000001011000000000000
00000001000111011010110101000000000000000
00001001000011101010101000000000101010101
00000000011101010101110101100000001000000
00000000000100000000000001000100111111000
00111010000010110000011100000001000000000
10000000010000000111110000001011000101110
10000000110010111110101111100010011111001
00000000000111110000001011000111111100000
10000011000001100001000011000000011000101
001000111100101111

Got it? No, neither could I.



CHAPTER 10
Deus Ex M achina:
Computers, Robots, Nanotechnology,
Artificial Life,
and Assisted Thought

10.1 Computer limits. This chapter of the book isahard oneto write. Thereasonissmple: if weare
given alarge set of data points on agraph and asked to say where the next pointsare likely to lie, we
can do afairly good job. Wefit curvesto the given points, and extrapolate. If we have just a couple of
points, however, thetask is practicaly impossible. Welack the information to decide which fitted curve
isappropriate, and the next data points could lie dmost anywhere. Thisistruein the best of
circumstances, where no unexpected development puts asingularity on the time line and makes
extrgpolationimpossible.

Asdtronomy is as old as human history, and probably older. Mathematics, physics, and chemistry go
back at least to Archimedes, in the third century B.C. Biology and medicine certainly predate
Hippocrates, who lived around 400 B.C.

Compuiters, even if we are generous with our chronology, stretch back at most to about 1832, when
Charles Babbage began to formulate the ideas for acomputing machine—an "andyticd enging'—which
he was never ableto build. In terms of practical experience asto what agenera purpose computer can
do, we are limited to the half-century since ENIAC began operationsin 1946.

With ashort history, our curve of projection can go aimost anywhere. But computers, and what they
may lead to, form so important apart of the human future that they cannot be ignored. We must assess
where we are today, and where computers can plausibly go in the next decades and centuries. To see
how computers have changed the science fiction world, recall that Heinlein and Clement, to namejust
two of the field's most famous and scientifically responsible writers, assumed thet their heroeswould be
carrying dide rules around with them in the far future. The dide rule went the way of the dodo in the
early 1970s.

How long before our style of persona computer shares history with the dide rule? With that cautionary
note in the back of our minds, we begin with some known facts.

In the years since 1946, the speed of e ectronic computers has increased by afactor of two every two
years. Thereisno evidence that the rate of increase is dowing down. By 2006, machinesabillion times
asfast asENIAC will exigt.

Between 1946 and 1950, a handful of machines were built. One famous projection, by the management
of IBM, estimated that atotal of five computers would serve the total needs of the United States. Today,
restricting oursalves to generd purpose computers, and ignoring the ubiquitous specia purpose machines
that inhabit everything from thermostats to automobile fud injection systems, saverd hundred million
machines are in use around the world. Many ordinary households have more than one computer. | had
to pause to count, before | realized that herein my house as | write (on acomputer, of course) there are
seven working machines. It was eight machines until a couple of months ago, when | threw away a
computer purchased in 1981 which, athough till working, was hopelesdy out of date.

Not only speeds and numbers of machines have changed. Consider storage. The first machine for which



| ever wrote aprogram was calledDEUCE . It was big enough to walk insde. The engineerswould do
just that, tapping at suspect vacuum tubes with a screwdriver when the dectronics were proving balky.
Machine errors were as common a cause of trouble as programing errors; and the latter were dreadfully
frequent, because we were working at alevel so closeto basic machinelogic that today the machine
would be consdered impossible to program.

DEUCEhad 402 words of high-speed (mercury delay line) memory, and 8,192 words of back-up
(rotating drum) memory. The machinethat | just threw away had severd timesthat much storage. There
were no tapes or disks onDEUCE , only punched cards for input and for intermediate or find outpuit.

Today, itisapoor persona computer that does not have several hundred million bytes of disk storage.
Applications programs have expanded to fill the space available. The word processing language | am
using requires five million bytes. I'm not sure what it does with them, because | stay severd layers of
programming languages away from the basic machineingtructions.

Costs have been coming down too, to the point where the choice, to buy or to wait, isnot an easy one.
We know that in ayear'stime we will receive severd times as much capability for today's price. Costs
have decreased in about the same way that speeds have gone up. We receive ahillion times as much
computing for adollar aswedid in 1946.

Wherewill dl thisend? There must be limitsto speed of performance and memory, but the past half
century isno help a al in defining them. We must look sewherefor the limiting variables.

Physics providestwo seeming limits. Firg, there is a definite relationship between the frequency with
which something oscillates, and the associated energy. Specificdly, E=hf where E isenergy, fis
frequency, and his Planck’s congtant.

If we are performing 10 operations per second, the associated energy is about one electron volt.
Recdling from Chapter 5 that the binding energy of eectronsto atomsisjust afew eectron volts, we
see that higher speeds than 10*operations a second will ionize atoms and rip them apart. Here, then, is
one apparent limit that we will not be able to surmount.

Actudly, we could do better by afactor of amillion if we were to build acomputer completely from
nuclear matter. That would be possible on the surface of aneutron star, but the location might cause
other problems.

The speed of light provides a second limit. In order for the computer to function, electrical sgnas (which
travel at light speed) must be able to pass from one component of the computer to another. Since the
speed of light is about 300,000 kilometers a second, in 10**seconds, the time for one operation, a
light-speed sgna will travel only 0.3 micrometers. A hydrogen atom is about 10“micrometers across,
and dl other atoms are bigger; therefore, in 10°seconds light travels only adistance of at most acouple
of hundred atoms. If we could make components that smdl (currently we cannot) then again we would
have alimit of 10*operations a second. A computer made entirely from nuclear matter could push the
szelimitamilliontimessmdler.

To st thisin perspective, there are computers today whose circuit speeds exceed tens of billions of
operations asecond. We seem, at |ast, to be able to make a definite statement: computers have alimiting
speed of operationswhich is certainly less than ahundred thousand times what we can achieve today.

But wait. This speed limit assumesthat operations are done sequentialy, one after another. Thisis
known as seria operation. Many of today's fastest machines employparalle operation, in which many
computations are done at the same time. For example, suppose we have to multiply one column of N
numbers by another column. Sincethe N results are independent, with N multiplier unitsin our computer



we can do dl N multiplicationsin the same time as one multiplication.

There are machinestoday that perform over a hundred thousand operationsin parald. This pushesthe
potential speed of operation of a machine up by afactor of 10°. Isthere alimit to the degree of
paralelism that can be achieved in computation?

Itisdifficult to see one. We do know that the limit isfar higher than 10°; the human brain, with its 10#
neurons, has dow "hardware." The discharge/recharge rate of aneuron is no more than athousand times
asecond. But ahuman (and many animals) can process an image received from the eyes, and recognize
aparticular individual'sface, in lessthan atenth of a second. That islessthan one hundred "hardware
cycles." Our computers require hundreds of millions of hardware cyclesto do the sametask, and do it
lesswell. We have to conclude that some huge pardlelism isa work in both human and animal brains.

Even without considering radicaly different methods of computing (which we are now about to do), we
see no limitsto computational speed.

10.2 Biological computers. We now condder two new gpproaches to achieving high pardlelism. Both
are at the limit of today's science. Some people would argue that the biological computing, of this
section, and the quantum computing of the next, are beyond the limit.

In Chapter 6, we noted that the DNA molecule can be thought of as an information-storing device. That
the DNA of our chromosomes happensto carry our own genetic code makes it of speciad interest to us,
which iswhy we have a human genome mapping project, but in fact, any information a al can be stored
in DNA. For example, let ustreat the nucleotide bases, A, C, G, and T, as codes for the numbers 0 to
3. Then we can write, using binary notation, A=(00), C=(01), G=(10), T=(11). Thelong string of a
DNA molecule may then be thought of asagenera purpose storage device. The computer stores
information in binary form, as Os and 1s. Any sequence of binary digits can be mapped exactly onto a
sequence of nucleotide bases, and vice versa. For example, the digit string (11011001101010001111)
isequivaent to (TCGCGGGATT). Thisisan extremey compact form of storage, since afew cubic
centimeters can hold as many as 10¥DNA molecules. We aso have techniques readily available for
nipping, joining, and replicating DNA molecules.

So much for storage. Thisall seemsinteresting, but not particularly useful, especially since the process of
gtoring and retrieving DNA-stored information is Sow compared with electronic storage and retrieval.
How can DNA serve as an actua computer, and how can it solvered problems?

Thefirst DNA computer caculation was performed by Leonard Adleman (Adleman, 1994). The
problem that he addressed was one in directed graph theory. We will consder hereadightly different
and perhaps more familiar application. It iswell-known and notoriousin operationsresearch and it is
cdled theTraveling Salesman Problem .

Suppose that we are given a set of towns, and know the distance between every pair of them. We
assume it may not be the same distance both ways, because of bypasses and one-way streets. If a
traveling sdlesman wantsto visit each town just once, and return to his starting place, what isthe shortest
distance that he must travel ?

For two towns, the answer istrivia. Similarly for three, where the town-to-town distances define a
uniquetriangle. With four, five, and six towns, the problem becomes a bit more complicated, but it il
seems easy. Here, for example, isthe case with five towns, Hull, Hornsea, Beverley, Weighton, Driffield,



and their associated distance pairs:

Hul |[Hornsea |(Beverley [Weghton | Driffidd
Hull 0 17 10 15 17
Hornsea |18 |0 6 12 20
Beverley |12 |5 0 14 19
Weighton |12 11 14 0 7
Driffidd |16 |21 18 6 0

Weread this astdling usthat the distancefrom Hullto Weighton is 15 miles (first row, fourth column),
while the distancefrom Weightonto Hull isonly 12 miles (fourth row, first column).

Thereisasmple and absolutely guaranteed way of generating the best solution. Write down thefive
townsin every possible order, add up the distances for each case, and pick the shortest sum. We can
reduce the work somewhat, by noting that it does not matter where we start; so the closed circuit
Hull-Beverley-Hornsea-Weighton-Driffield-Hull must give the sametotd distance as
Hornsea-Weighton-Driffield-Hull-Beverley-Hornsea. However, a path may not give the same distance
asthereverse path.

Applying the writing-out method to this case, we have to look at 4x3x2x1=24 possible routes. The
sdesman'sminimum distance is 50 miles, and hisrouteis
Hull-Beverley-Hornsea-Weighton-Driffield-Hull.

It may seem hard to believe, but if we specify not five but ahundred towns, the method we have
proposed istoo much even for today's fastest computers. It is easy to see why. It does not matter where
we begin. So pick atown. Then we have 99 choices for the second town; for each of those we have 98
choices for the third town; then 97 choices for the fourth town, and so on. We have to evauate atota of
99x98x97 . . . 2x1 cases. Thisnumber is called factoria 99, and it equals about 10**. Thelifetime of the
universe does not provide enough computing time to enumerate al the routes.

Of course, direct enumeration isasafe but not a sensible method. The actua approach to tackle the
problem would use some variation of amethod known as linear programming. Even this, however, will
not give us an exact answer. We are forced to go to approximate methods that provide good (but not
necessarily best) solutions.

Now let us see how to solve the problem with DNA computation. First, we give to each town astring of
20 DNA nucleotides. The number 20 islong enough to prevent confusion in the calculation. Thereisno
difficulty if we preferred 40, or 100, or any other even number, but 20 is sufficient for thissmal example.

Here are suitable single DNA strands, where we have ddliberately written each one as two ten-string
pieces, and the gaps after the tenth nucleotide are introduced only for convenience of reading:

* * %

Hull TCGCGGGATT AGACTGTAAG
Hornsea GTTCGAAGTC AGTCGTACCT
Beverley AGCTTATATC GGTATATGGC
Weighton ATATGGCGAA CAGTCGTGCG
Driffidd CGGGATTAGA TAATCAGGTA




It does not matter what the particular stringslook like, only that they be different. They can be chosen at
random.

Asweknow, to every DNA string there corresponds a complementary string, in which the nucleotides
(A, T) and (C,G) areinterchanged. Together, astring and its complementary string make up a portion of
DNA double hdix.

The complementary single DNA strands for Hull, Hornsea, Beverley, Weighton, and Driffield, with gaps
after the tenth nucleotide introduced for convenience, are:

Hull AGCGCCCTAA TCTGACATTC
Hornsea CAAGCTTCAG TCAGCATGGA
Beverley TCGAATATAG CCATATACCG
Weighton TATACCGCTT GTCAGCACGC
Driffidd GCCCTAATCT ATTAGTCCAT

Now we proceed asfollows:
1) We copy the single strands for each town billions of times.

2) For each town pair, we make a 20-element strand using the last 10 elements of the complementary
gring of the first town, and the first 10 eements of the complementary string of the second town; thus,
for Hull to Weightonthedringis:

TCTGACATTC TATACCGCTT

3) We copy these complementary strands billions of times.

4) For each town-to-town pair, say Hull to Weighton, we take the associated distance (in this case,
from the table of distances we see that thisdistanceis 15).

5) Into the middle of each 20-element single strand made for each town pair, insert aline of paired
nucleotides equd in length to thedi stance between that pair. For Hull to Weighton, we then have the

gring:

TCTGACATTC |AAAAAAAAAAAAAA | TACCGCTT
FTTTTTTTTTTTTTI

The string isadouble strand initsmiddle, asingle strand at its ends. Note that the strand corresponding
to travel from Weighton to Hull isdifferent than Hull to Weighton.



The strings were written with spaces only to make the structure easier to see. Leaving out the gaps now,
we havefor Hull to Weighton:

TCTGACATTC [|AAAAAAAAAAAAAA |TACCGCTT
FTrrrrrrrrrrrrl

We make such aDNA strand for travel from every town to every other. Thelength of any strand will be
20+the distance between the pair (taken in the right order).

In our five-town example, there will be exactly 20 strands, one for each element of the distance table.

6) Now we are ready to start work. We put al our town strands and our town-to-town complementary
strandsinto a beaker, and stir gently.

What happens? Aswe know, complementary pairs have anaturd affinity for each other. Any string,
such as AGTC, will seek to match with its complementary string, TCAG, so asto form adouble strand.
A longer string will have to match base pairs dong a greater length before adouble strand can form.

Congder the gtrand for a particular town, say Weighton. Itsstrand iSATATGGCGAA
CAGTCGTGCG. The last ten elements of the strand will seek to match their complementary strand,
GTCAGCACGC. Such asequence will be found at one end of every town-to-town string originating at
Weighton, and it will link up to form adouble strand over those ten Sites. Supposeit linksto the
Weighton-to-Beverley connecting strand. The result will look likethis:

(Weighton to Beverley strand, 34 bases)

GTCAGCA |[|AAAAAAAAA (TCGAATATA
CGC AAAA G
ATGGCGAA |AGTCGTG |[TTTTTTTTTTT |(metch Beverley
CG 1T strand)
(Weghton (distance 14)
strand)

Thefar end of the Weighton-to-Beverley strand will have an affinity for the Beverley strand, so it will link
up with thefirst ten sites of that town. The last ten Sites of Beverley will in turn seek out thefirst ten Sites
of another compatible town-to-town strand, whose last ten siteswill link to another town (which could,
of course, be Weighton again). The processwill go on, adding town after town, unless the process
terminates by astring "catching itstail,” linking the find site back to the first one to form a closed loop.

Here, for example, is Weighton to Beverley to Hull, with Hull at the right-hand end al set to connect
with some other town-to-town strand:

(Weighton to Beverley)

TCAGCAC|AAAAAAAAAAA|TGAATATAG
GC AAA ..&Npsp;.




ATATGGCG|AGTCGTG(TTTTTTTTTTTIT [CTTATATC

AA CG ..&Npsp;.

(Weighton) (Beverley
..&npsp;.)

(Beverley to Hull)

. .&Npsp;. AAAAAAAAA|GCGCCCTA

CCATATACCG |AA A

..&Npsp;. TTTTTTTTTTT|TCGCGGGA|GACTGTA

GGTATATGGC |T TT AG

(Beverley Huil)

continued)

7) In our besker we have endless billions of different DNA strings. We now sort them out chemically,
according to the number of nucleotide bases in each. We can put an upper limit on the length of
"interesting” strings. Any string that has more nucleotide base pairsin it than 100 (20 for each of thefive
towns) plusthe sum of the five maximum distances, cannot be the solution we want. Wergect dl those
grings and retain the others.

We dso have alower limit. Any string less than a hundred bases|ong cannot contain dl the towns, soiit
can be rejected.

We return only strands of acceptable length to our beaker.

8) Now we unwind each of the double strands into its two separate strings. We want to find the shortest
suitable strand, but to be suitable it must include a sequence of bases from each of the five towns (we
might find aloop that went from Beverley to Hornseato Beverley, total 11 milesand therefore total
sring length 51 bases, but it would be no good).

9) We introduce into our beaker of acceptable-length strands thecomplementary DNA string for each
town. We do thisfor onetown at atime. Thus, the complementary string for Hull isAGCGCCCTAA
TCTGACATTC.

Anything with the single strand for Hull will attach to this complementary Hull strand. We separate out
only strands with such complete Hull double strands. Into this besker we introduce the complementary
DNA dtring for Hornsea, CAAGCTTCAG TCAGCATGGA. Only DNA strandswith the Hornsea
DNA single strand will attach, so we can now separate only those strands containing both Hull and
Hornsea complete double strands.

In the same way we use the complementary single strands for Beverley, Weighton, and Driffidd, to
generate strands that must contain complete double DNA strands representing all five towns.

10) Finally, we sdlect out the shortest strands from al those that pass our tests. Such strandsvisit each
town, and they do so with the shortest possible distance. Analysis of those DNA strands will tell us both
the town-to-town route and the distance.

Thismay seem like an awful lot of work to solve avery simple problem, and of coursefor asmdl case
likethisthe DNA computer iscertainly overkill. With redigtic quantities of DNA, we would find not one
strand giving the solution, but billions or trillions of them. Also, no oneintheir right mind would try a
sample exhaustive search method on the Traveling Salesman Problem. It istotaly impractical for



large-scale networks of cities, and different methods are gpplied. We give it merely to show an example
of thetechnique.

When DNA computing becomes more sophisticated, we should be able to tackle much harder and
bigger problems. Soon after Adleman's origina paper, Richard Lipton pointed out how a DNA-based
computer could address adifficult class of searches known as"satisfaction™ problems (Lipton, 1995).
Sincethen, biological computers have been taken serioudy as a computationa tool with great athough
unmeasured potential.

* % %

10.3 Quantum computers. making a virtue of necessity. Computers, asthey were envisaged
origindly by Charles Babbagein thefirst haf of the nineteenth century and implemented in the second
half of the twentieth, are deterministic machines. This happensto be one of their principa virtues. A
caculation, repeated once or athousand times, will dwaysyield precisdly the same answer.

However, asthe size of components shrinks toward the molecular and atomic level, indeterminacy
inevitably cregpsin. The"classcal computer becomesthe "quantum” computer, in which quantum
effects and uncertainty appear. Aswe pointed out in Chapter 2, thisis an absolutely essential and
inescapabl e consequence of quantum theory, and if the components are small enough thereis no way
that quantum effects can be either ignored or avoided.

Isthere any way we might make a virtue out of necessity, and use quantum effectsto improve the
performance of acomputer? That question has been asked in detail only in the last few years, though
Richard Feynman wondered about the possibility in 1985. The answer is agtonishing: a"quantum
computer" seemsto be theoreticaly possible (none has yet been built), and its performance may permit
the solution of problems quite out of reach of adeterministic, classical computer.

The classicad computer is built from components that each have two poss ble states, which we might
labd as"on" and "off," or "up" and "down," or 1 and 0. Any number, aswe remarked in discussing
biological computers, can be written asastring of 1sand Os; e.g., the decima number 891,525 is
11011001101010001111 in binary notation. Binary to decima and decimal to binary conversion is easy
for any number whatsoever.

Our quantum computer will use as componentsindividua eectrons. Each has two possble spin sates,
whichwelabe "u" and "d" for up and down. Twenty e ectrons would then represent the number
891,525 as ddudduuddududuuudddd.

So far we seem to have accomplished nothing. However, recall that according to quantum theory an
electron can bein a"mixed gate," part u and part d. A mixed state with two componentsistermed a
quantum bit, orqubit , to distinguish it from aclassca binary digit, or bit. The classica binary digitis
either Oor 1 (u or d). The corresponding qubit is smultaneoudy 0 and 1 (u and d).

If we know only that the state of each electron isamixed state, 20 of them—20 qubits—might represent
2*different numbers. If we perform logical operations on the group of ectrons, without ever
determining their gates, then we have performed computations on al possible numbersthey might
represent. Operations are being performed in parald, and to do the same thing with aclassical computer
we would need 22processing units—more than amillion of them.

The choice of astring of 20 electrons was arbitrary. We could have as easily chosen 100 qubits, or
1,000. That istill atiny set, compared with the number of eectronsin any dectric sgna. However, 21
isabout 10%°, We have apossible pardle operation a anear-incomprehensible level.

The principles described here are clear. Some possible practical applications are aready known. For



example, the parallel processing provided by qubits can be used to decompose numbersinto their prime
factors. Thisisadifficult problem, which with classica computers cannot be solved in practice for very
large numbers. The computation time becomes too enormous.

However, we have skated over some of the difficultiesinvolved with quantum computers. The worst one
isthe extreme sengtivity of a quantum computer to its surroundings. No computer can be completely
isolated from the rest of the universe, and tiny interactionswill disturb the mixed states needed for the
qubits. Thisistermed the "problem of decoherence,” and its practica effect isthat any problem solved
on aquantum computer must be completed before interaction of the environment causes decoherence.

Quantum computers are very much on the science frontier. Their development stage today may be like
that of classica computersin the mid-1940s, when some of the world's smartest people doubted that a
reliable e ectronic computer would ever be built—the failure rate of vacuum tubes wastoo high. Today,
transistors and integrated circuits are so reliable that a hardware error isthe last place to look when a
program fails (thefirst place welook isin the computer program code, generated by that quirky and
unreliable computer, the human brain).

10.4 Wher e are therobots?Science fiction writers did apoor job predicting the arrival of
near-ubiquitous generd purpose computers. What science fiction did predict was robots, mechanica
marvels capable of performing al manner of tasks normally associated with humans.

Robots came into science fiction three-quarters of acentury ago, in Karel Capek's playR.U.R. (Capek,
1920). They have been astaple element of science fiction ever since. In the real world, robots have
fared lesswell. Either they have been confined to the role of robot arms at a fixed location, performing a
few limited operations on an assembly line; or they have been dow-moving, dlumsy morons, trundling
their way with difficulty across asmplified room environment to pick up colored blocks with less kil
and accuracy than the average two-year-old.

What went wrong? And when, if ever, will it go right?

The big problem seemsto be human hubris. We, aware of the big and complex brainsthat set us apart
from every other animal, overemphas ze the importance of logica thought. At the sametime, wetend to
diminish theimportance of the functions that we share with animals: easy recognition and understanding
of environment, easy grasping of objects, effortlesslocomotion across difficult terrain.

But seeing and walking have abillion years of development effort behind them. We do them well, not
because they areintrindgcaly smple, but because evolution has weeded out anything that found them
difficult. We don't even have to think about seeing. Logical thought, on the other hand, has been around
for no more than amillion years. No wonder we still have trouble doing it. We are proud of our ability,
but afully evolved creature would find thought as effortless, and be as unaware of the complexity of
operationsthat lay behind it, astaking adrink of water.

Recognizing the truth does not solve the problem, but it alows usto place emphasisin the gppropriate
area. For many years, the "difficult” part of making arobot was assumed to be the logica operations.
Thisled to computer programs that play a near-perfect game of checkers and apowerful game of chess.
The hardware/software combination known as Deep Blue beat world-champion Kasparov in 1997,
though human fatigue and stress were dso factors. At the sametime, the program was as helplessasa
baby when it came to picking up a chess piece and executing amove. Those functions were performed
by Deep Blue's human handlers.

So when will wehavea"red" robot, one able to perform useful tasksin the relatively complicated



environment of the average home?
The answer is. when development from two directions mest.
Thosetwo directions are:

1) "Top-down" activities, usudly referred to as Artificia Intelligence, or just Al, that seek to copy human
thought processes asthey exist today. Al, after apromising start in the 1960s, ssumbled and s owed.
One problem isthat we don't know exactly what human thought processes are. As Marvin Minsky has
pointed out (Minsky, 1986), the easy part is modeling the activities of the conscious mind. The hard part
is the unconscious mind, inaccessible to us and difficult to define and imitate.

2) "Bottom-up" activities, that start with the basic problems of perception and mobility, without
introducing theidea of thought at dl. Thisisan "evolutionary™ gpproach, building computersthat
incrementally model the behavior of animalswith complex nervous systems. We know that this can be
done, because it happened once dready, in Nature. However, we hope to beat Nature's implementation
schedule of afew hillionyears.

When top-down and bottom-up meet, in what Hans M oravec refers to as the "metaphorica golden
spike" of robotics (Moravec, 1988), we will have areasoning computer program (or, morelikely, a
large interconnected set of programs) with agood associated "'lower-level™ perception and movement
capability. In other words, robots as science fiction has known them for many years.

When?

Moravec saysinfifty yearsor so. Heis perhaps not entirely impartial, but if we do not accept the
estimates of leadersin the roboticsfield, whom do we bdieve? If you introduce working household
robotsinto astory set in 2050, at least some of today's robotics speciaistswill offer you mora support.

In making his estimate, Moravec relies on two things. Firg, that the projections quoted at the beginning
of this chapter on computer speed, size, and costs are correct. Advancesin biological or quantum
computers can only serveto bring the date of practical robots closer.

Second, Moravec believes that when the necessary components come together, they will do so very
quickly.

We haveto ask the question: What next? What will come after reasoning computer programs?

The optimists see awonderful new partnership, with humans and the machines that they have created
moving together into afuture where human manua |abor is unknown, while menta activities become a
splendid joint endeavor.

The pessmists point out that computers are only half a century old. In another one or two hundred years
they may be able to design improved versons of themsdves. At that point humanswill have served their
evolutionary purpose, as atrangition stage on the way to ahigher life-form. We can bow out, while
computers and their descendantsinherit the universe. With luck, maybe afew of uswill be kept around
ashigoricd curiogties.

All of this presumes that the devel opment we describe next does not achieve the potentia that many
people foreseefor it.

10.5 Nanotechnology: the anything machine.Richard Feynman, who is apt to pop up anywherein



the physics of the second half of this century, gave in 1959 a speech that many of hislisteners regarded
as somekind of joke. It has since come to seem highly prophetic. Feynman noted that whereas the
machineswe build are dl different to agreater or lessdegree, every dectronisidenticd, asisevery
proton and every neutron. He suggested that if we built machines one atom at atime, they could be
absolutely identical. He also wondered just how smdl amachine might be made. Could there be ectric
motors, amillimeter across? If so, then how about amicrometer across? Bacteria are no bigger, and
they seem much more complicated than the relatively s mple machinesthat we usein our everyday world.

Suppose that such minute machines can be built, hardly bigger than alarge molecule; further, suppose
that they can be madeself-replicating , able, like bacteria, to make endless copies of themsalvesfrom
raw materidsin their environment. Finally, suppose that the machines can be programmed, to perform
cooperatively any task we choose for them. At alarger scale, Nature has again beaten usto it. The
socid insects (ants, bees, termites) form ahighly cooperative group of individudly smple entities, ablein
combination to accomplish the complex tasks of colony maintenance and reproduction.

Theseideas of tiny, sdf-replicating, programmable machineswere al put together by Eric Drexler, and a
name given to the whole concept: nanotechnology . In abook, The Engines of Creation (Drexler,
1986), and in subsequent works, he outlined what myriads of these programmable self-replicating
machines might accomplish.

Theligt includes flawless production with built-in quaity control (misplaced atoms can be detected and
replaced or moved); materias with astrength-to-density ratio an order of magnitude better than anything
we have today (useful for the exotic space applications of Chapter 8); molecular-leve disease diagnosis
and tissue repair, of anon-intrusive nature—in other words, we would be unaware of the presence of
the machines within our own bodies; and "smart" home service and transportation systems, capable of
automatic saf-diagnoss and component replacement. When suitable programs have been developed—
once only, for each gpplication—all of these thingswill be available for the price of the raw materias.

Putting the potential applications together, we seem to have an anything machine. Any item that we can
define completely can be built, inexpensively, in large quantities, provided only that the basic materias
areinexpensive. Spaceships and aircraft will grow themsalves. Household chef unitswill develop the
mesdls of our choice from basic non-biotic components. Our bodieswill have their own built-in hedlth
maintenance systems. Build-up of arteria plaque or cholesteral will be prevented; eyes or earsthat do
not perform perfectly will be modified; digestion will become amonitored process, digestive disordersa
thing of the past. Wewill dl enjoy perfect health and a prolonged life expectancy. Perhaps, if the
nanomachines are much smaler than the cdll level, and can work on our telomeres, we will have the
potentid to live forever.

Thereis, naturdly, adark potentia to dl this. What happensif the salf-replicating machines go out of
control?InCold aslce, | introduced Fishd's Law and Epitaph: Smart is dumb; it is unwise to build
too much intelligence into a self-replicating machine. Greg Bear saw thetotal end of humanity, when
the nanomachines of Blood Music took over (Bear, 1985).

We cannot say whether aworld with fully-devel oped nanotechnology will be good or bad; what we can
say isthat it cannot be predicted from today's world. Nanotechnology represents asingularity of the
time-line, a point beyond which rationa extrapolation isimpossble.

10.6 Artificial lifeand assisted thought. In 1969, the English mathematician John Horton Conway
introduced a paper-and-pencil game with an appropriate name: Life . Given alarge sheet of paper
marked into small squares, together with afew smple rules, objects can be generated that seem to



possess many of the attributes of living organisms. They move across the page, grow, reproduce copies
of themsalves and of certain other organisms, and kill other organisms by "eating" them. The gamewasa
big success in academic circles, and computer versions of it soon appeared.

Sowly, through the 1970s and 1980s, the redlization grew that computers might also be useful in
gudying lifewith asmdl "|." The behavior of competing organisms could be modeled. Those organisms
could then be "released"” into acomputer environment and alowed to "evolve." The resultswould
provide vauable information about popul ation dynamics.

But must it stop there? If we take the sciencefictiona next step, we dready pointed out in discussing
biologica computersthat the DNA of any organism can be put into exact correspondence with astring
of binary digits. In ared sense, those digits represent the organism. Given the digit string and suitable
technology, we could congtruct the DNA, introduce it into the superstructure of acell, and grow the
organigmitsdf.

We could do that, but why should we bother? We know that computer circuits operate millions of times
faster than our own nerve cdlls. Couldn't we take various kinds of DNA, representing different
organisms, prescribe the rules within the computer for growing the organism, and let the competition for
genetic surviva run not in the real world, but insde the computer? Maybe we can in that way speed up
the process of evolution by afactor of many millions, and watch the emergence of new speciesin close
tored time,

The practica problems are enormous. Thereis so much that we do not know about the devel opment of
aliving creature. The necessary data must certainly beinthe DNA, to dlow an eye and akidney and a
brainto develop from asingle origind cdll, but we have littleideahow this"cdlular differentiation” takes
place. Infact, it isone of the centra mysteries of biology.

Meanwhile, welook at another possibility. Suppose, as discussed in the previous chapter, we were able
to download into acomputer the information content of ahuman brain. If Roger Penroseisright (See
Chapter 13), thismay not be possible until we have a quantum computer able to match the quantum
functions of the human brain; but let us suppose we have that. Now we have something that does not
evolve, as DNA representations might evolve, but thinksin the virtua environment provided insde the
computer. Thisisartificid life, of aspecific and peculiar kind. For one thing, the speed of computer
thought should eventually exceed the speed of our flesh-and-blood wetware by afactor of millions or
billions

Takethis one step further. The size of computers constantly gets smaler and smaller. Already, we could
tuck a powerful machine away into alittle spare head room, maybe in one of thesulci of thebrainorina
snus cavity. Evenif the machine lacked the full thinking capacity of ahuman brain, it could certainly
perform the routine mathematica functionswhich for most of usare anything but routine: lengthy
arithmetic, detailed logica analyses, symbol manipulation, and compound probabilities. (Maybe we
should add dementary arithmetic to the list, snce the ability to do mental calculations, such as computing
change from twenty dollars, seemsto be waning fast.)

Nature took abillion yearsto provide us with brains able to perceive, manipulate, and move our bodies
with effortless ease. Maybe we can give oursaves powers of effortless thought, to go with those other
desirable features, in acentury or two.

CHAPTER 11



Chaos. The Unlicked Bear-Whelp

My original plan wasto leave this chapter out of the book, as too technical. However, it was suggested
to me that the science of chaostheory can be afertile source of stories; more than that, it was pointed
out that astory (""Feigenbaum Number," Kress, 1995) had been written drawing explicitly on an earlier
article of mine on the subject. Faced with such direct evidence, | changed my mind. | did, however,
remove most of the equations. | hopetheresult istill inteligible.

11.1 Chaos. new, or old?The Greek word "chaos’ referred to the formless or disordered state before
the beginning of the universe. The word has aso been apart of the English language for along time. Thus
in ShakespearesHenry VI, Part Three, the Duke of Gloucester (who in the next play of the serieswill
become King Richard I11, and romp about the stage in unabashed villainy) is complaining about his
physicd deformities. Heis, he says, "like to a Chaos, or an unlick'd bear-whelp, that carriesno
impression likethe dam.” Chaos : something essentialy random, an object or being without a defined

shape.

Those lines were written about 1590. The idea of chaosisold, butchaos theory isanew term. Twenty
years ago, no popular article had ever been written containing that expression. Ten years ago, the
subject was dl the rage. It was hard to find a science magazinewithout finding an article on chaos
theory, complete with stunning color illustrations. Today, the fervor has faded, but the state of the
subject is still unclear (perhaps appropriate, for something calledchaos theory ). Most of the articles
seeking to explain what it is about are even less clear.

Part of the problem is newness. When someone writes about, say, quantum theory, the subject hasto be
presented as difficult, and subtle, and mysterious, becauseitis difficult, and subtle, and mysterious. To
describe it any other way would be smply mideading. In the past Sixty years, however, the mysteries
have had time to become old friends of the professondsin thefidd. There are certainly enigmeas, logica
whirlpoolsinto which you can fal and never get out, but at |east thel ocations of those trouble spots are
known. Writing about any well-established subject such as quantum theory istherefore in some sense

exsy.

In the case of chaostheory, by contrast,everything is new and fragmented; we face the other extreme.
We are adrift on an ocean of uncertainties, guided by partia and inadequate maps, and it istoo soon to
know where the central mysteries of the subject resde.

Or, worse yet, to know if those mysteries are worth taking the time to explore.ls chaos ared "theory,"
something which will change the scientific world in abasic way, asthat world was changed by
Newtonian mechanics, quantum theory, and relativity? Or isit something essentidly trivid, a subject
which at the moment is benefiting from a catchy name and so enjoying a certain glamour, asin the past
there have been fads for orgone theory, mesmerism, dianetics, and pyramidology?

| will defer consideration of that question, until we have had alook at the bases of chaostheory, whereit
came from, and where it seemsto lead us. Then we can come back to examineitslong-term prospects.

11.2 How to become famous. One excellent way to make agreat scientific discovery isto take afact
that everyone knows must be the case—because "common sense demandsiit”—and ask what would
happen if it were not true.



For example, it is obviousthat the Earth isfixed. Ithas to be standing till, because it fedsasthoughiit is
gtanding till. The Sun moves around it. Copernicus, by suggesting that the Earth revolves around the
Sun, made the fundamental bresk with medieva thinking and set in train the whole of modern astronomy.

Smilarly, it was clear to the ancients that unless you keep on pushing amoving object, it will dow down
and stop. By taking the contrary view, that it takes aforce (such asfriction with the ground, or air
resstance) tostop something, and otherwise it would just keep going, Galileo and Newton created
modern mechanics.

Another case: To most people living before 1850, there was no question that anima and plant species
aredl so well-defined and different from each other that they must have been created, type by type, at
some distinct timein the past. Charles Darwin and Alfred Russel Wallace, in suggesting in the 1850s a
mechanism by which oneform couldchange over time to another in responseto natura environmenta
pressures, dlowed avery different world view to develop. The theory of evolution and natura sdlection
permitted speciesto be regarded asfluid entities, constantly changing, and al ultimately derived from the
smplest of primevd lifeforms.

And, to take one more example, it was clear to everyone before 1900 that if you kept on accelerating an
object, by applying forcetoit, it would move faster and faster until it wasfinaly traveling faster than light.
By taking the speed of light as an upper limit to possible speeds, and requiring that this speed to be the
samefor dl observers, Einstein wasled to formulate the theory of relativity.

It may make you famous, but it isarisky business, this offering of scientific theoriesthat ask peopleto
abandon their long-cherished beliefs about what "just must be s0." As Thomas Huxley remarked, it isthe
customary fate of new truthsto begin as heresies.

Huxley was speaking metaphoricaly, but afew hundred years ago he could have been speaking literdly.
Copernicusdid not alow hiswork on the movement of the Earth around the Sun to be published in full
until 1543, when he was on his deathbed, nearly 30 years after he had first devel oped the ideas. He
probably did the right thing. Fifty-seven yearslater Giordano Bruno was gagged and burned at the stake
for proposing ideasin conflict with theology, namely, that the universeisinfinite and there are many
populated worlds. Thirty-three years after that, Galileo was made to gppear before the Inquisition and
threatened with torture because of his"heretica” idess. His work remained on the Catholic Church's
Index of prohibited books for over two hundred years.

By the nineteenth century critics could no longer have a scientist burned at the stake, even though they
may have wanted to. Darwin was merely denounced as atool of Satan. However, anyone who thinks
thisissueis over and done with can go today and have agood argument about evolution and natural
selection with the numerous idiots who proclaim themselves to be scientific creationigts.

Albert Einstein fared better, mainly because most people had no ideawhat he was taking abouit.
However, from 1905 to his degth in 1955 he became the target of every crank and scientific nitwit
outside (and often insde) the lunétic asylums.

Today wewill be discussing an idea, contrary to common sense, that has been developing in the past
twenty years. So far its proposers have escaped extreme censure, though in the early daystheir careers
may have suffered because no one believed them—or understood what they were talking about.

11.3 Building models. Theideaat the heart of chaostheory can be smply stated, but we will haveto
wind our way intoit.



Five hundred years ago, mathematics was considered essentid for bookkeeping, surveying, and trading,
but it was not considered to have much to do with the physical processes of Nature. Why should it?
Wheat do abstract symbols on a piece of paper have to do with the movement of the planets, the flow of
rivers, the blowing of soap bubbles, the flight of kites, or the design of buildings?

Little by little, that view changed. Scientists found that physical processes could be described by
equations, and solving those equations alowed predictions to be made about the red world. Moreto the
point, they werecorrect predictions. By the nineteenth century, the fact that manipulation of the purdly
abgtract entities of mathematics could somehow tell us how the real world would behave was no longer
asurprise. Sir James Jeans could happily state, in 1930, " all the pictures which science now draws of
nature, and which a one seem capable of according with observational fact, aremathematical pictures”
and" ... the universe appears to have been designed by a pure mathematician.”

The mystery had vanished, or been subsumed into divinity. But it should not have. It isamystery ill.

| would like to illustrate this point with the smplest problem of Newtonian mechanics. Suppose that we
have an object moving adong aline with acongtant acceleration. It is easy to set up astuation in theredl
world in which an object so moves, at least approximately.

It isaso easy to describe this Stuation mathematically, and to determine how the final position depends
on the speed and initid position. When we do this, wefind that atiny changein initial speed or position
causesasmal changein final gpeed and position. We say that the solution is a continuous function of the
input variables.

Thisisan especially smple example, but scientists are at ease with far more complex cases.

Do you want to know how afluid will move? Write down arather complex equation (to be specific, the
three-dimensional time-dependent Navier-Stokes equation for compressible, viscous flow). Solve the
equation. That's not asmple proposition, and you may have to resort to a computer. But when you have
the results, you expect them to apply to red fluids. If they do nat, it is because the equation you began
with was not quite right—maybe we need to worry about € ectromagnetic forces, or plasmaeffects. Or
maybe the integration method you used was numericaly unstable, or the finite difference interval too
crude. Theideathat the mathematics cannot describe the physical world never even occursto most
scientists. They havein the back of their minds an ideafirst made explicit by Laplace: the whole universe
iscaculable, by defined mathematica laws. Laplace said that if you told him (or rather, if youtold a
demon, who was cgpable of taking in al the information) the position and speed of every particlein the
Universe, a one moment, he would be able to define the Universe's entire future, and aso itswhole past.

The twentieth century, and the introduction by Heisenberg of the Uncertainty Principle, weakened that
statement, because it showed that it wasimpossible to know precisdly the position and speed of abody.
Nonetheless, the principle that mathematics canexactly model reality isusudly sill unquestioned.

It should be, becauseit is absolutely extraordinary that the pencil and paper scrawls that we make in our
studies correspond to activitiesin the real world outside.

Now, hidden away in the assumption that the world can be described by mathematics there is another
one, one so subtle that most people never gaveit athought. Thisisthe assumption that chaos theory
makes explicit, and then challenges. We date it asfollows:

Smple equations must have simple solutions.

Thereisno reason why this should be s0, except that it seemsthat common sense demandsit. And, of
course, we have not defined "smple.”



Let usreturn to our accelerating object, where we have asmple-seeming eguation, and an explicit
solution. One requirement of asmple solution isthat it should not "jump around” when we make avery
small changein the system it describes. For example, if we consider two cases of an accelerated object,
and the only difference between them isatiny changein the origina position of the object, we would
expect asmdl changeinthefinal pogtion. And thisisthe case. That is exactly what was meant by the
earlier statement, that the sol ution was a continuous function of the inputs.

But now consider another smple physica system, arigid pendulum (thiswas one of thefirst caseswhere
the ideas of chaos theory emerged). If we give the pendulum asmal push, it swings back and forward.
Pushit alittle harder, and alittle harder, and what happens? Well, for awhile it makes bigger and bigger
swings. But at some point, avery smal change to the push causes atotdly different type of motion.
Instead of swinging back and forward, the pendulum keeps on going, right over the top and down the
other Sde. If wewrite the expression for the angle asafunction of time, in one casetheangleisa
periodic function (back and forth) and in the other caseit is congtantly increasing (round and round).
And the change from one to the other occurs when we make aninfinitessmal changeintheinitia speed
of the pendulum bob. Thistype of behavior isknown as abifurcation in the behavior of the solution, and
itisaworrying thing. A smple equation beginsto exhibit acomplicated solution. The solution of the
problem isno longer a continuous function of theinput variables.

At this point, the reasonable reaction might well be, so what? All that we have doneis show that certain
smple equations don't have redly smple solutions. That does not seem like an earth-shaking discovery.
For one thing, the boundary between the two types of solution for the pendulum, oscillating and rotating,
isquite clear-cut. It is not as though the definition of the location of the boundary itsalf were aproblem.

Can stuations arise where thisis a problem? Where the boundary is difficult to definein an intuitive way?
The answer is, yes. In the next section we will consider smple systemsthat giveriseto highly
complicated boundaries between regions of fundamentally different behavior.

11.4 Iterated functions. Some people have abuilt-in mistrust of anything thet involvesthe calculus.
When you useit in any sort of argument, they say, logic and clarity have aready departed. The solutions
for examples| have given so far implied that we write down and solve adifferential equation, so calculus
was needed to define the behavior of the solutions. However, we don't need calculus to demonsirate
fundamentally chaotic behavior; and many of the first explorations of what we now think of as chaotic
functions were done without calculus. They employed what is callediterated function theory . Despite
an imposing name, the fundamental s of iterated function theory are so smple that they can be done with
an absol ute minimum knowledge of mathematics. They do, however, benefit from the assstance of
computers, sincethey cal for large amounts of tedious computation.

Consder the following very smple operation. Take two numbers, x and r. Form the vaue y=rx(1-x).
Now plug the value of y back in asanew value for x. Repeat this process, over and over.

For example, suppose that we take r=2, and start with x=0.1. Then we find y=0.18.

Plug that valuein asanew vauefor X, sill usng r=2, and we find anew vaue, y=0.2952.

Keep going, to find a sequence of y's, 0.18, 0.2952, 0.4161, 0.4859, 0.4996, 0.5000, 0.5000. . .

In the language of mathemetics, the sequence of y's hasconverged to the value 0.5. Moreover, for any
garting vaue of X, between 0 and 1, we will aways converge to the same vaue, 0.5, for r=2.



Hereisthe sequence when we begin with x=0.6:
0.4800, 0.4992, 0.5000, 0.5000.. . .

Because the find value of y does not depend on the starting value, it istermed anattractor for this
gystem, sinceit "drawsin” any sequenceto itsef.

The value of the attractor dependsonr. If we start with some other value of r, say r=2.5, we il
produce a convergent sequence. For example, if for r=2.5 we begin with x=0.1, we find successive
values: 0.225, 0.4359, 0.6147, 0.5921, 0.6038, 0.5981, . . . 0.6. Starting with adifferent x till gives
the samefind vaue, 0.6.

For anyone who isfamiliar with a programming language such as C or even BASIC (Have you noticed
how computers are used less and less tocompute ?), | recommend playing this gamefor yoursdf. The
whole program is only adozen lineslong. Suggestion : Run the program in double precison, so you
don't get trouble with round-off errors.Warning : Larking around with this sort of thing will consume
hours and hours of your time.

The situation does not change significantly with r=3. We find the sequence of vaues: 0.2700, 0.5913,
0.7250, 0.5981, 0.7211 . . . 0.6667. Thistime it takes thousands of iterationsto get to afinal converged
vaue, but it makesit therein the end. Even after only adozen or two iterations we can begin to seeit
"sttling-in” toitsfind vaue.

There have been no surprises so far. What happensif weincreaser abit more, to 3.1? We might expect
that we will converge, but even more dowly, to asinglefind vaue.

We would be wrong. Something very odd happens. The sequence of numbersthat we generate hasa
regular structure, but now the values aternate between two different numbers, 0.7645, and 0.5580.Both
these are attractors for the sequence. It is as though the sequence cannot make up its mind. Whenr is
increased past the value 3, the sequence " splits' to two permitted vaues, which we will call "gates," and
these occur dternately.

Let usincreasethe value of r again, to 3.4. Wefind the same behavior, a sequence that alternates
between two vaues.

But by r=3.5, things have changed again. The sequence hasfour states, four valuesthat repeat one after
the other. For r=3.5, wefind the final sequence values: 0.3828, 0.5009, 0.8269, and 0.8750. Again, it
does not matter what vaue of x we started with, we will aways converge on those same four attractors.

Let us pause for amoment and put on our mathematical hats. If amathematician is asked the question,
Doestheiteration y=rx(1-x) convergeto afina vaue?, hewill proceed asfollows:

Suppose that thereisafina converged value, V, towards which the iteration converges. Then when we
reach that value, no matter how many iterationsit takes, at the final step x will be equa to V, and so will
y. Thuswe must have V=rV(1-V).

Solving for V, wefind V=0, which isalegitimate but uninteresting solution, or V=(r-1)/r. Thissingle
vaue will apply, no matter how big r may be. For example, if r=2.5, then V=1.5/2.5=0.6, which iswhat
we found. Similarly, for r=3.5, we calculate V=2.5/3.5=0.7142857.

But thisis not what we found when we did the actud iteration. We did not convergeto that value at dl,
but instead we obtained a set of four vaues that cycled among themsalves. So let us ask the question,
what would happen if webegan with x=0.7142857, as our starting guess? We certainly have theright to



use any initid vaue that we choose. Surely, the value would smply stay there?
No, it would not.

What we would find isthat on each iteration, the value of y changes. It remains closeto 0.7142857 on
thefirst few cdculations, then it—quite quickly—diverges from that value and homesin on the four
vauesthat we just mentioned: 0.3828, 0.5009, etc. In mathematica terms, the value 0.7142857 isa
solution of the iterative process for r=3.5. But it is anunstable solution. If we gart there, we will rapidly
move away to other multiple values.

Let usreturn to the iterative process. By now we are not sure what will happen when weincresser. But
we can begin to make some guesses. Bigger vaues of r seem to lead to more and more different values,
among which the sequence will oscillate, and it seems as though the number of these valueswill dways
be a power of two. Furthermore, the "splitting points’ seem to be coming faster and faster.

Taker=3.52, or 3.53, or 3.54. We till have four valuesthat aternate. But by r=3.55, things have
changed again. We now findeight different valuesthat repesat, one after the other. By r=3.565, we have
16 different valuesthat occur in afixed order, over and over, as we compute the next el ements of the
sequence.

It is pretty clear that we are gpproaching some sort of crisis, since the increments that we can makeinr,
without changing the nature of the sequence, are getting smadler and smaller. In fact, the critical valueof r
isknown to many significant figures. It isr=3.569945668. . . . Aswe approach that value there are 2
satesin the sequence, and nisgrowing fast.

What happensif wetakerbigger than this, say r=3.7? We still produce a sequence—thereisno
difficulty a al with the computations—buit it is a sequence without any sign of regularity. Thereareno
attractors, and dl values seem equally likely. Itisfair to say that it ischaos , and the region beyond the
critical value of r isoften caled thechaos regime .

Thismay look like avery specid case, because dl the cal culations were done based on one particular
function, y=rx(1-x). However, it turns out that the choice of function is much lessimportant than one
would expect. If we substituted any up-and-down curve between zero and one we would get asmilar
result. Asr increases, the curve " splits' again and again. Thereisavaue of r for which the behavior
becomes chaotic.

For example, suppose that we use the form y=r.an(x)/4 (the factor of 4 isto make sure that the
maximum vaue of y isthe same asin thefirst case, namely, 1/4). By the time we reach r=3.4 we have
four different va ues repeating in the sequence. For r=3.45 we have eight attractors. Strangest of dl, the
way inwhich we approach the critica vaue for thisfunction has much in common with the way we
gpproached it for the first function that we used. They both depend on a single convergence number that
tellsthe rate at which new states will be introduced asr isincreased. That convergence number is
4.669201609 . . . , and is known as theFei genbaum number , after Mitchell Feigenbaum, who first
explored in detail this property of iterated sequences. This property of common convergence behavior,
independent of the particular function used for the iteration, iscaleduniversalit y. It ssemsalittle
presumptuous as a name, but maybe it won', in twenty yearstime.

Thisdiscussion of iterated functions may strike you as rather tedious, very complicated, very specidized,
and away of obtaining very littlefor agreat dea of work. However, the right way to view what we have
just doneisthis: we have found acritical value, lessthan which thereisa predictable, dthough
increasingly complicated behavior, and above which thereis acompletely different and chaotic behavior.
Moreover, aswe approach the critical vaue, the number of possible states of the system increases very



rapidly, and tendsto infinity.

To anyone who has donework in thefield of fluid dynamics, that isavery suggestive result. For fluid
flow thereisacritica vaue beow which the fluid motion istotaly smooth and predictable (laminar flow)
and abovewhich it istotally unpredictable and chaotic (turbulent flow). Puristswill object to my
characterizing turbulence as "chaotic,” since dthough it appears chaotic and disorganized asawhole,
thereisagreat ded of structure on the smal scale since millions of molecules must move together in an
organized way. However, the number of statesin turbulent flow isinfinite, and there has been much
discussion of the way in which the single state of laminar flow changesto the many states of turbulent
flow. Landau proposed that the new states must comeinto being one at atime. It was also assumed that
turbulent behavior arose as a consequence of the very complicated equations of fluid dynamics.

Remember the "common senserule’: Smple equations must have simple solutions . And therefore,
complicated behavior should only arise from complicated equations. For the first time, we see that this
may bewrong. A very smple systlem is exhibiting very complicated behavior, reminiscent of what
happenswith fluid flow. Depending on some critical varigble, it may appear totally predictable and
well-behaved, or totaly unpredictable and chaotic. Moreover, experiments show that in turbulence the
new, disorganized states comeinto being not one by one, butthrough a doubling process as the
critical parameter is approached . Maybe turbulenceis a consegquence of something in the fluid flow
equationsthat is unrelated to their complexity—a hidden structure that is present even in such smple
equations as we have been studying.

Thisiterated function gameisinteresting, even suggestive, but to aphysicist it wasfor along timelittle
more than that. Physics does not dedl with computer games, went the argument. It dealswith
mathematical mode sthat describe aphysical system, in amgjority of casesthrough a series of
differential equations. These equations are solved, to build an idea of how Nature will behave in any
given circumstance.

Thetroubleis, athough such an approach works wonderfully well in many cases, there are classes of
problemsthat it doesn't seem to touch. Turbulenceisone. "Simple" systems, like the dripping of water
from afaucet, can be modeled in principle, but in practice the difficultiesin formulation and solution are
S0 tremendous that no one has ever offered aworking andlysis of adripping tap.

The problems where the classcal approach breaks down often have one thing in common: they involve a
random, or apparently random, element. Water in a stream breaks around a stone this way, then that
way. A snowflake formsfrom supersaturated vapor, and every oneisdifferent. A tap drips, then does
not drip, in an gpparently random way. All these problems are described by quite different systems of
equations. What scientists wanted to see wasphysical problems , described by good old differential
equations, that also displayed bifurcations, and universdity, and chaotic behavior.

They had isolated examples aready. For example, the chemica systemsthat rejoice in the names of the
Belousov-Zhabotinsky reaction and the Brussaator exhibit atwo-gtate cyclic behavior. So doesthelife
cycleof thedimemold,Dictyostelium discoideum . However, such systems are very tricky to study for
the occurrence of such things as bifurcations, and involve dl the messiness of real-world experiments.
Iterated function theory was something that could be explored in the precise and austere world of
computer logic, unhindered by the intrusion of the externa world.

We must get to that externa and rea world eventually, but before we do so, let'stake alook at another
element of iterated function theory. This one has become very famousin its own right (rather more so, in
my opinion, than it deservesto befor its physica sgnificance, but perhaps judtifiably most famousfor its
artigic dgnificance).



The subject isfractals , and the contribution to art is called the Mandel brot Set.

11.5 Sick curves and fractals. Compare the system we have just been studying with the case of the
pendulum. There we had a critica curve , rather than acritical value. On the other hand, the behavior on
both sdes of the critica curve was not chaotic. Also, the curveitself was well-behaved, meaning that it
was "smooth” and predictablein its shape.

Isthere asmple system that on the one hand exhibits acritical curve , and on the other hand shows
chaotic behavior?

Thereis. Itisone studied in detail by Benoit Mandelbrot, and it gives rise to a series of amazing objects
(one hesitatesto call them curves, or areas).

Wejust looked at acase of an iterated function where only one variable was involved. We used x to
computey, then replaced x with y, and calculated anew y, and so on. It isno more difficult to do this, at
least in principle, if there are two starting values, used to compute two new vaues. For example, we
could have:

y=(W>x?)+a
Z=2wx+b

and when we had computed apair (y,z) we could use them to replace the pair (w,x). (Readers familiar
with complex variable theory will seethat | am smply writing the relation z=z?+c, where z and c are
complex numbers, in alesseegant form.)

What happensif wetake apair of congtants, (a,b), plug in zero starting values for w and x, and let our
computers run out lots of pairs, (y,z)? Thisisakind of two-dimensiond equivaent to what we did with
the function y=rx(1-x), and we might think that we will find smilar behavior, with acritical curve
replacing the critica vaue.

What happensis much more surprising. We can plot our (y,z) vauesintwo dimensions, just aswe could
plot speeds and positions for the case of the pendulum to make aphase space diagram . And, just as
was the case with the pendulum, we will find that the whole plane divides into separate regions, with
boundaries between them. The boundaries are the boundary curves of the "Mandelbrot s&t,” asitis
caled. If, when we start with an (ab) pair and iterate for (y,z) values, one or both of y and z run off
towardsinfinity, then the point (a,b) isnot amember of the Mandelbrot set. If the (y,z) pairs settle down
to somevaue, or if they cycle around a series of vaueswithout ever diverging off towardsinfinity, then
the point (a,b) isamember of the Mandelbrot set. The tricky caseisfor points on the boundary, since
convergence is dowest there for the (y,z) sequence. However, those boundaries can be mapped. And
they are asfar as can be imagined from the smple, well-behaved curve that divided the two types of
behavior of the pendulum. Instead of being smooth, they areintensely spiky; instead of just one curve,
thereisan infinite number.

Thereaults of plotting the Mandelbrot set can be found in many articles, because they have astrange
beauty unlike anything esein mathematics. Rather than drawing them here, | will refer you to James
Gleick's book,Chaos: Making a New Science (Gleick, 1987), which shows some beautiful color
examples of parts of the set. All this, remember, comes from the smple function we defined, iterated
over and over to produce pairs of (y,z) values corresponding to a particular choice of aand b. The
colors seen in so many art shows, by the way, while not exactly acheat, are not fundamental to the
Manddbrot set itsalf. They are assgned depending on how many iterations it takesto bring the (y,z)
values to convergence, or to a stable repeating pattern.

The Mandelbrot set also exhibits afeature known asscaling, which isvery important in many aress of



physics. It says, initsSmplest terms, that you cannot tell the absolute scale of the phenomenon you are
examining from the structure of the phenomenon itself.

That needs some explanation. Suppose that you want to know the size of agiven object—say, a
snowflake. One absolute measure, dthough arather difficult oneto put into practice, would be to count
the number of atomsin that snowflake. Atoms are fundamenta units, and they do not changein their size.

But suppose that instead of the number of atoms, you tried to use a different measure, say, thetotal area
of the snowflake. That sounds much easier than looking at theindividua atoms. But you would runinto a
problem, because as you look at the surface of the snowflake more and more closdly, it becomes more
and more detailed. A little piece of a snowflake has a surface that |ooks very much like alittle piece of a
little piece of asnowflake; alittle piece of alittle piece resemblesalittle piece of alittle piece of alittle
piece, and so on. It staysthat way until you are actually seeing the atoms. Then you at last have the basis
for an absolute scale.

Mathematical entities, unlike snowflakes, are not made up of atloms. There are many mathematical
objectsthat "scae forever," meaning that each level of more detailed structure resembles the one before
it. The observer has no way of assigning any absolute scale to the structure. The sequence-doubling
phenomenon that we looked at earlier israther like that. Thereis aconstant ratio between the distances
at which the doublings take place, and that information alone is not enough to tell you how closeyou are
to the critica valuein absolute terms.

Smilarly, by examining asingle piece of the Mandd brot set itisimpossible to tell at what level of detail
the set is being examined. The set can be examined more and more closdly, forever, and smply
continues to exhibit more and more detall. Thereis never aplace wherewe arrive a the individud
"atoms' that make up the s&t. In thisrespect, the set differs from anything encountered in nature, where
the fundamentd particles provide afind absolute scaling. Even o, there are in nature things that exhibit
scaing over many orders of magnitude. One of the most famous examplesisacoastline. If you ask
"How long isthe coagtline of the United States?" afirst thought is that you can go to amap and measure
it. Then it's obvious that the map has smoothed the real coastline. Y ou need to go to larger scale maps,
and larger scale maps. A coastline"scales,” like the surface of a snowflake, dl the way down to the
individua rocksand grains of sand. Y ou find larger and larger numbersfor the length of the coadt.
Another naturd phenomenon that exhibits scaling is—agnificantly—turbulent flow. Ripplesride on whirls
that ride on vorticesthat Sit on swirlsthat are made up of eddies, on and on.

There are classes of mathematical curvesthat, like coastlines, do not have alength that one can measure
inthe usua way. A famous oneis called the "Koch curve' and athough it has weird propertiesit is easy
to describe how to makeit.

Take an equilatera triangle. At the middle of each Sde, facing outward, place equilaterd triangles one
third the size. Now on each Side of the resulting figure, place more outward-facing equilaterd triangles
onethird the sze of the previous ones. Repedt this process indefinitely, adding smdler and smaler
trianglesto extend the outer boundary of thefigure. The end result isastrange figure indeed, rather like a
snowflakein overadl gppearance. The areait enclosesisfinite, but the length of its boundary turns out to
be 3x4/3x4/3x4/3 . . . , which divergesto infinity. Curveslike this are known aspathological curves .
Theword "pathologica" means diseased, or sick. It isagood name for them.

Thereisaspecia term reserved for the boundary dimension of such finitefinfinite objects, and it iscaled
theHausdor ff-Besicovitch measure. That's abit of amouthful. The boundaries of the Mandelbrot set
have afractiond Hausdorff-Besicovitch measure, rather than the usua dimension (1) of the boundary of
aplane curve, and most people now prefer to use the term coined by Mandelbrot, and speak of fractal
dimension rather than Hausdorff-Besicovitch dimension. Objects that exhibit such properties, and other



such features as scaling, were namedfractals by Mandelbrot.

Any discussion of chaos hasto include the Mandelbrot set, scaling, and fractas, becauseit offersby far
themostvisually attractive part of the theory. | am not convinced that it is asimportant as Feigenbaum'’s
universdity. However, it is certainly beautiful to look at, highly suggestive of shapesfound in Nature and
—mogt important of al—it tendsto show up in the study of systemsthat physicistsare happy with and
impressed by, since they represent the result of solving systems of differentia equations.

11.6 Strange attractors. Thisisal very interesting, but in our discusson so far thereisabig missng
piece. We havetalked of iterated functions, and seen that even very smple cases can exhibit "chaotic”
behavior. And we have also remarked that physica systems often exhibit chaotic behavior. However,
such systems are usualy described in science by differential equations , not by iterated functions. We
need to show that theiterated functions and the differentia equations are close relatives, at some
fundamentd level, before we can be persuaded that the results we have obtained so far in iterated
functions can be used to describe eventsin the real world.

Let usreturn to one smple system, the pendulum, and examineit in alittle more detail. First let's
recognize the difference between an idealized pendulum and onein the real world. In the real world,
every pendulumis gradudly dowed by friction, until it Stsat the bottom of the swing, unmoving. Thisisa
single point, termed anattractor for pendulum motion, and it isastable attractor. All pendulums, unless
given aperiodic kick by aclockwork or eectric motor, will settle down to the zero angle/zero speed
point. No matter with what value of angle or speed apendulum is started swinging, it will finish up at the
stable attractor. In mathematica terminology, al points of phase space, neighbors or not, will approach
each other astime goeson.

A friction-free pendulum, or onethat is given asmall constant boost each swing, will behave like the
idedlized one, swinging and swinging, steadily and forever. Pointsin phase space neither tend to be
drawn towards each other, nor repelled from each other.

But suppose that we had a physica system in which points thatbegan close together tended todiverge
from each other. That isthe very opposte of the rea-world pendulum, and we must first ask if such a
system could exigt.

It can, aswe shdl shortly see. It isa case of something that we have aready encountered, a strong
dependence oniinitia conditions, since later Sates of the system differ from each other agreat dedl,
though they began infinitesmally separated. In such a case, the attractor is not a stable attractor, or even
aperiodic attractor. Instead it is called astrange attractor .

Thisisan ingpired piece of naming, comparable with John Archibald Whed er'sintroduction of theterm
"black hole." Even people who have never heard of chaostheory pick up onit. It isaso an appropriate
name. The pathstraced out in phase gpace in the region of astrange attractor are infinitely complex,
bounded in extent, never repeating; chaotic, yet chaotic in some deeply controlled way. If there can be
such athing as controlled chaos, it is seen around strange attractors.

We now address the basic question: Can strange attractors exist mathematicaly? The smple pendulum
cannot possess a strange attractor; so far we have offered no proof thatany system can exhibit one.
However, it can be proved that strange attractors do exist in mathematicaly specified systems, although
acertain minima complexity isneeded in order for a system to possess a strange attractor. We havethis
gtuation: Smple equations can exhibit complicated solutions, but for the particular type of complexity
represented by the existence of strange attractors, the system of equations can't betoo smple. To be
specific, asystem of three or more nonlinear differential equations can possess a strange éttractor; less
than three equations, or more than three linear equations, cannot. (The mathematica statement of this



fact isampler but far more abstruse: A system can exhibit a strange attractor if at least one Lyapunov
exponent is pogitive.)

If weinvert thelogic, it istempting to make another satement: Any physical system that shows an
ultra-sensitive dependence on initial conditions has a strange attractor buried somewherein its
structure .

Thisisaplausble but not aproven result. | am tempted to cal it the most important unsolved problem of
chaostheory. If it turnsout to be true, it will have a profound unifying influence on numerous branches of
science. Systems whose controlling equations bear no resemblance to each other will share astructural
resemblance, and there will be the possihility of devel oping universa techniquesthat apply to the solution
of complicated problemsin ahost of different areas. One thing in common with every problem that we
have been discussng isnonlinearity . Nonlinear systems are notorioudy difficult to solve, and seem to
defy intuition. Few generd techniques exist today for tackling nonlinear problems, and some new insight
is desperately needed.

If chaostheory can providethat ingght, it will have moved from being abaffling grab-bag of half results,
interesting conjectures, and faintly seen relationships, to become ared "new science.” We are not there
yet. But if we can go that far, then our old common sense gut ingtinct, that told us smple equations must
have smple solutions, will have proved no more reliable than our ancestors common senseingtinctive
knowledge that told them the Earth wasflat. And the long-term implications of that new thought pattern
may bejust asrevolutionary to science.

Today, we arein that ideal time for writers, where what can be speculated in chaos theory far exceeds
what isknown. | till consider the ultimate importance of chaos theory as not proven, but it has certainly
caused a change of outlook. Today you hear weather forecastersreferring to the "butterfly effect,” in
which abutterfly flapping itswingsin the East Indies causes a hurricane in the Caribbean—a powerful
illugtration of sengitive dependence oninitia conditions.

Science fiction writerslong ago explored the idea of the sensitive dependence on initia conditionsintime
travel stories. In"A Sound of Thunder" (Bradbury, 1952), atiny changein the past produces avery
different future.

Istimeredly like that? Or would smal changes made in the past tend to damp out over time, to produce
the same present? Stating this another way, if we were to rerun the history of the planet, would the same
life-formsemerge, or atotaly different st? Thisisahot topic at the moment in evolutionary biology.

CHAPTER 12
Future War

Pessmists, gloomy about the future, point out that the only continuous progressin human history seems
to bein methods of warfare. Optimists point out that humans are still here, most of usliving far better
than our ancestors ever dreamed. Pessmigtsreply, ah, but wait until the next war.

Eingtein, asked about the weapons of the Third World War, said that he did not know what they would
be; but that the Fourth would be fought with sticks and stones.

Eingein died in 1955. Were he divetoday, | think he would be both gratified and horrified. Gratified,
because the all-consuming fear of the 1950s was of large-scale nuclear war. Not only have we escaped



that, but after the end of the Second World War we have avoided the use of nuclear weaponsin
combat. But Einstein would surely be dismayed at the continuing conflicts, al around the world, and the
increased vulnerability of citiesand civiliansto terrorist acts.

Dismayed, too, at the potentia of today's science for the creation of new weagpons. Wegpons drive, and
aredriven by, technologica advances. If the scale of war remains small, wegpons are likely to become
more tricky, more deadly—and more persond.

Anyone who reads my stories may sugpect that war and military affairs are not among my main interests.
That istrue. However, military sciencefiction isabig component of thefield, and many peopleread little
else. Regard this chapter, then, not as acompendium of military knowledge, or asource book on the
writing of military sciencefiction. Think of it asadiscusson of afew story ideaswith military potentia
that seem to have been overlooked.

12.1 The Invisible M an. The best weapon of al is one which the adversary never realizes has been
used.

Wouldn't it be wonderful if you could put on yourtarnhelm and, like the old Norse heroes, become
invisbleto your enemies? Y ou could snesk through lines of defense, Sit in on private Srategy meetings,
sted battle plans, and even kill selected people. | have no doubt that our leadersin the Pentagon and
CIA Headquarters, gnashing their teeth over their inability to get to Saddam Hussein, would have given a
far number of thoseteeth for agood cloak of invighility.

Can it be done?

H.G. Wellstook a shot at the problem in hisnovel The Invisible Man (Wells, 1897). Hissolution, a
drug to make every part of the human body of the same refractive index as air, possesses a number of
difficultiesthat | fed sure Wdlsknew about. Let us put aside the improbability of the drug itsdlf, and
examine other effects.

Firg, if no part of your body absorbs light, that includes the eyes. Light will smply pass through them.
But if your eyes do not absorb light, you will be blind. Seeing involves the absorption of photons by your
retinas.

Then thereisthefood that you eat. What happensto it whileit isbeing digested? It would bevisiblein
your dimentary cand, dowly fading away like the Cheshire Cat asit went from esophagus to somach
and to intestines.

| think Wells could have done better with alittle thought; and we can do alot better, because we have
technology unknown in hisday.

Consgder how Nature tackles the problem of invisibility. The answer is not drugs, but deception. Animas
do their best to beinvisible to their prey or their predators. But they don't do it by fiddling around with
their own internd optica properties. They areinvisibleif they look exactly like their background. The
chameleon hastheright idea, but it's hardware-limited. It can only make modest color and pattern
adjustments. Humans disguise their presence with camouflage, but that, too, isastatic and
smple-minded solution.

What we need isawhole-body suit. The rear part of the suit is covered with tiny imaging sensors,
admitting light through gpertures no bigger than pinholes. Their outputs feed charge-coupled devices,
which pass an eectronic version of the scene behind you, in full detail, to the suit's centra processing unit



(cpu). Thefront of the suit contains millions of tiny crystal displays. The cpu sendsto each of these
displays an appropriate signa, assgning a particular color and intensity. Seen from in front, the suit now
mimicsits own background (the scene behind it) perfectly.

So far thisis straightforward, comfortably within today's technology. The difficulty comes because the
auit hasto reproduce, when viewed from any angle, the background as seen from that angle. Someone
behind you, for example, hasto see an exact match to the scenein front of you. To get theright effect
from dl angles, you have to use holographic methods and generate multi-angle reflectances. The
computing power to do dl thisis congderable—far more than anything in today's personad computers.
However, we have seen where that technology is going. Twenty or thirty more years, and the computing
capacity we need will probably fit into your wristwatch.

The problem of vision, never addressed by Wells, isaso easy enough. The signal received from in front
of the suit is pipelined to goggles contained within the suit's helmet. We would anticipate that a suit like
thiswould work only with uniform, low-leve illumination and relatively uniform backgrounds.

Could we build one, today? | don't know, but if we could and wetried to sdll it, | bet that its use would
be banned inno time,

12.2 Death rays. The death ray wasintroduced to sciencefiction initsearly days. H.G. Wdlswas
responsiblefor this one, too. The beam of intense light, flashing forth to set fire to everything inits path, is
something we dl remember fromThe War of the Worlds (Wells, 1898). Wells called it a heet ray, and
he described it in the language of weapons: "thisinvisible, inevitable sword of heat.”

For the next haf century, every respectable scientist knew that such aray wasimpossible. Science
fiction writers of the 1930s, however, continued to useit freely. And hindsight provesthat they were
right to so do. The three scientific papersthat permit the desth ray—we now call such athing alaser—to
exist had been published in 1916 and 1917, ironicaly at the height of the "war to end wars." The papers
were by Eingtein, and they established balances among the rates at which eectrons orbiting an atom can
moveto higher or lower energy levels.

Thisrequiresalittle explanation. In Chapter 5, we noted that el ectrons around an atomic nucleussitin
"shdlls," and that an element's freedom to react chemically depends on whether it hasafilled or a
partidly empty outer eectron shell.

In addition to the locations where e ectrons are normally situated, there are other possible siteswhere an
€electron can reside temporarily. An eectron can be boosted to occupy such asite, provided that it is
supplied with energy in the form of radiation. If an eectronisin such ahigher-energy postion, itissaid
to bein anexcited state . An eectron with no extraenergy issaid to beinitsground state .

Left toitsef, an eectron in an excited state will drop back to its ground state, emitting radiation asit
does s0. Thisis known asspontaneous emission . The return to the ground state normally happens
quickly, but that is not dways the case. Sometimes an electron can be at an excited energy level where
other physica parameters, such asorbita angular momentum or spin, are incompatible with a
sraightforward return to the ground state. Such atrangtion is known as aforbidden transition , and the
effect isto make the dectron remain longer in the excited Sate.

Even aforbidden transition normaly takes place in afraction of a second. The phenomenon that most of
us have seen, caledphosphorescence , in which amateria continuesto glow after it has been removed
from sunlight, isamore complicated process. In phosphorescence, the e ectron usually becomes
"trgpped” in adidocation in acrysa lattice Sructure. Only after it leavesthat trap (which may take
minutes or even hours) can it finaly undergo spontaneous emission to the ground sate.



An dectron can be induced to make aforbidden trangition from a higher energy state to aground state,
by providing to it radiation of a suitable wavelength. Thisisknown asinduced orstimulated emission
because the éectron asit drops back to the ground state gives out radiation of an energy appropriate to
that state change.

We now have al theingredients for our basic degth ray. We pump energy into amaterid, railsing large
numbers of eectronsto excited states. They will fall back by spontaneous emission to alower energy.
However, if we have picked the right material many of them do not go at once to the ground State.
Instead, they drop to another excited state from which the transition to the ground state is forbidden.
Therethey stay, increasing in numbers, until at last we supply radiation of the right wavelength to induce
afdl to the ground state. They do thisin large numbers, producing ahuge pulse of released energy inthe
form of light. The emitted light is monochromatic (of asingle, precise wave ength) and coherent (dl of the
same phase).

Thisistoday's laser—Iighta mplification by's timulatede misson of r adiation. Thefirst onewasbuilt in
1960, and they are used now for everything from data transmission to eye surgery.

This may seem somewhat disgppointing for something billed asa"death ray." However, lasersare
certain candidates for future wars. Thefirst lasers were of low power, but that has changed. Grest
power (kilowatts and more) can be ddivered into very smal aress. A laser beam will burn amost
ingtantly through any known materia, and by 1968 it had already been used to initiate thermonuclear
reactions. Perhaps even more relevant for the purposes of war, alaser beam can be made very narrow,
with little spread over large distances. Since the power is delivered to the target at the speed of light,
high-energy lasers are good in ether offense or defense and have been proposed as the most effective
form of protective shield against missile attack. They aso, because they remain as atight beam over
great distances, have been suggested as the best way of launching spacecraft, or of sending power to
them anywherein the solar system.

Thefirgt lasers employed dectronsin the outer atomic shells of the atom, and the radiation they
produced was normdly in the visible or near-infrared wavelength regions of the spectrum. However,
thereisno reason in principle why an eectron in the inner eectron shells should not go through the same
processes of energy absorption, spontaneous emission to aforbidden state, and final stimulated
emission. Becausethe inner dectron shellsare more tightly bound, the energy released on thefind return
to ground state is higher, and the wavelength of the radiation produced will be shorter. Theresultisan
X-ray laser: invisbleinits output, and considerably more deadly.

12.3 Theultimate personal weapon. War isn't what it was. In ancient times, onerationa and
economical way of deciding the outcome of a battle was through the use of champions.

Y ou select the best fighter in your army. | do the samein mine. We let those two fight it out, while the
rest of us stand around, watch, and cheer on our guy. Theindividua serves as asurrogate for thewhole
amy. If hewins, weal win; if heloses, we admit defeat.

| don't think thiswas ever acommon method—suppose | have ten times as many soldiers as you, but
you have one huge chap twice the size of any of my people? Do you think | am going to risk losing the
whole war with aone-on-one fight? Even if it worked againgt Goliath, | don't want anything to do withiit.

Individua combat, by chosen champions, will certainly not work today. For one thing, our wegpons
make persona strength in combat rather irrelevant. But the combat of champions makes apoint that is
asvaid now asit ever was. inwar, asin al other human activities, individuals make a difference. Some



wars arise because of the ambitions of asingle human.

Such aperson isusudly well-protected, and capture is difficult. Killing iseasier. A 20-megaton
hydrogen bomb in downtown Baghdad would amost certainly have taken care of Saddam Hussain. But
how many hundreds of thousands of innocents would have been killed along with him?

The dedgehammer-on-the-ant solution isno solution & al. Too many would die. But suppose we could,
neatly and cleanly, dispose of the mgjor troublemaker.

It wastried with Adolf Hitler, and failled. A bomb carried into a conference exploded as planned, but he
was shielded from the blast by the leg of atable. It wastried by the CIA with Fidel Castro, and
produced avariety of failuresthat read like a catalog of ineptitude. (Poisoned cigars, no less. Shades of
Snow White))

But doesit haveto fail? Or can we suggest ways to guarantee the desth of asingle, chosen individua ?

Let usgo back to basic biology. In what way is El Supremo, busy causing so much trouble, different
from every other person on Earth?

Forget photographs, forget fingerprints and retind patterns. More reliable than either, and increasingly
recognized as such in court cases, is the uniqueness of an individua's DNA. Unless you happen to have
anidentica twin, your DNA isyoursand yours aone.

It should be alot easier to obtain asample of El Supremo’'s DNA than it would be getting closeto the
man himself. An old hat, asock, or adirty shirt will contain little flakes of skin, arazor may have atiny
drop of dried blood. Remember, asingle cdll should be enough. The entire genomeisin every nucleus.

Inside El Supremo's body, just asin your or my body, there are defense cells known asT cells . Ther
jobisto mop up virusesthat have invaded the body. This happens al the time, because viruses are smdl
and light enough to be airborne. Wetake in viruses with every bregth, and our T cdlls destroy them. If
you havefew T cdls, your body will loseits resistance to outside infection, which is exactly what
happens to people with AIDS.

However, the T cells can't go around destroying everything in Sght. They haveto be ableto distinguish
foreign matter, which is not supposed to be there, from the cells of your own body. If something looks
likeyou, intheright kind of way, your T cdlswill not touchit.

What kind of way isthat? Well, among other things our DNA contains a sequence that codes for the
production of amolecule caled amajor histocompatibility complex (MHC). The MHC in your body,
like your DNA, isunique and specific to you. The MHC, which issafefrom T cell attack becauseit is
recognized as part of you, can carry other thingstoaT cell. Those other thingswill then aso be judged
as part of you, and |eft in peace; or asaien to you, and destroyed.

Now we are ready to go to work. Recall, from Chapter 6, that avirusis little more than a package of
DNA wrapped in acoat of protein. Wewill take avirusthat containsthe DNA of aletha disease.
There are plenty of those. However, we will giveto that virus aprotein coat matching the MHC profile
of aspecific person—say, El Supremo.

We reproduce the virusin large quantities, and release it in the city where El Supremo makes hishome,
People breatheit in, and it enterstheir bodies. If it beginsto reproduce in any quantity, the T cells
recognize its MHC coat as dien to the body (or rather, to that body's genetic code). They destroy the
virus. The numbers of the virus remain in check. People breathe some out, which arein turn bresthed in
by other people.



This goes on—until, weeks or monthslater, asample of the virusis breathed in by El Supremo.

At this point, everything changes. The virusisrecognized by the T cdlls as part of El Supremo, because
its protein coat looks like the right MHC molecules. The virus can continue the process of cell invason
and reproduction, and the T cdllswill leaveit done. A few days later, the tragic death of El Supremois
reported—struck down in hisprime by afatd vira infection.

Thereisno suspicion of foul play. No one €lse becomes sick, or isin any danger. We employed a
weapon that could harm no onein the world but El Supremo.

Canwedo dl this, today? Not quite. But when the human genome mapping project is completed, afew
years from now, we should have the genetic maps and the rapid DNA sequencersto do the job. War
will become amore persond tool than it has ever been in the past.

And war will take on amore generaized meaning. The use of the basic idea presented hereis described
inthe nove Oaths and Miracles (Kress, 1996)—with organized crime contralling the biological wesgpon.

12.4 Cyborgs. A cyborg isarather ill-defined ama gamation of human and mechanica components.
Most of ustoday are cyborgs. | am wearing glasses, and | have one gold tooth and another that has
been capped with some unknown (to me) white materid. | have friendswith artificid hipsand knees, a
couple of otherswear pacemakers. Most teenagers | meet have braces on their teeth.

By sciencefiction standardsthisis pretty pathetic stuff. When we say "cyborg,” we expect a the very
least something like the Six Million Dollar Man, capable of feats of strength and speed beyond the
human. If it isto be war—the enhanced warrior isacommon feature of sciencefiction—thenwe
demand the super-soldier, augmented and improved with built-in superhuman fighting equipment, likethe
speeded-up Gully FoyleinThe Sars My Destination (Bester, 1956).

Issuch acreation possible?

It may be, but it isnot so clear that it isdesirable. If you use acyborg in astory you will find yoursdlf
congtrained by the laws of both physics and biology. The human body, considered as raw materia for
war, has some severe drawbacks. If we have a choice of ahuman-machine combination, rather than
pure human or pure machine, which human features would we keep?

TABLE 12.1 (p. 300) offers acomparison of human and machine properties and limitations. We assume
that there will be Sgnificant changein the next forty or fifty yearsin what computers and robots can do,
but little change in human cgpabilities.

We see that our big advantagesliein our versatility, built-in repair capability, and self-reproducing
feature. 1dedly, the cyborg will have the power to repair or reproduce itsdlf. In the near future, the
human part can do the repairs to the machine, but what about production of additional copies? A
machine that repairs and reproduces itself from available raw materidsis certainly along-term
possibility. But what then isthe role of the human, as robotic reasoning powersincrease?

Thereisdso the problem of mismatch, particularly on variableslike physical strength. We can, if we
choose, give our cyborg a"bionic am,” abletolift tons. But if the rest of the body is ill flesh and bone,
use of the bionic arm will produce intolerable stresses. The same problem will arise if we speed up the
human reaction time too far. Our natural reaction speed is closeto the limit of what our bodies can
gtand. The pulled muscles of Olympic sprinters attest to this.



We may benefit by giving our cyborg enhanced sensory powers—it might be useful to communicatevia
bat-squeak signdss, or seethermal infrared radiation—but we are unlikely to gain from superior strength
unlessit isaccompanied by the ingtallation of superhuman muscles and bones. Oneway to do thisisvia
an exoskeleton to take the added stresses. However, if we are going outside the body with our
improvements, we may aswell go al the way and put oursalvesinsde acar or tank or spaceship. That
has another great advantage. If the machine goes wrong, we can abandon it and get oursel ves another
one.

My find conclusion: haf acentury from now, acyborg will be regarded as an inferior form of robot. As
awarrior, it will lose every fight to itstotally inorganic foes,

12.5 Cleaning up after nuclear war . Since 1945, the horrors of nuclear war have been graphicaly
depicted in books and movies. After awhile, recitation of biologica and physica effects becomes
numbing. It ishard for arational mind to distinguish the effect of a 10-megaton TNT-equivalent
hydrogen bomb from a 50-megaton TNT-equivaent bomb, because they are both so intolerable.

Unfortunately, that does not mean they will never be used. Suppose that, despite dl our efforts, anuclear
bomb (large or smdll) is exploded. One of the things that makes such wegpons worse than their chemica
equivaentsisthe longevity of their aftereffects. Some radioactive by-products have very long hdflives.
After the bombs have exploded, perhaps even after the causes of the war are forgotten, radioactive
debriswill remain.

Must this be so? Must lands remain blighted for ahundred or athousand years? Actudly, dl the
evidence so far suggests no such thing. Life appears to be far too resourceful and adaptable to be
discouraged by high ambient radioactivity. Plants and animas are thriving on the Pecific aollswhere
hydrogen bombs exploded forty years ago, and new growth appearsin the very shadow of the
Chernobyl reactor building. However, let us assume that radioactive waste is at least a nuisance. Can we
See ways in which our descendants might cleanse radioactive ruins faster than Nature seemsto permit?

Thereisaway, at least in principle, with a"nuclear laser" that we don't yet know how to build.

To understand how the device might work, consider the nature of radioactivity. The nucleusof a
radioactive atlom isungtable. It is, in energy terms, not in its ground State. After ashorter or longer time
period, the nucleuswill emit a particle which alowsit to proceed to a state of lower energy. That state
may actudly be adifferent dement. For example, if anucleus emitsan eectron it will change to become
the dement next higher on the atomic table, snceit now, in effect, has one more proton than before. If it
emitsan aphaparticle (the nucleus of the helium atom) it will become the e ement two lower in the
atomic table.

The Sate of the nucleus after emission of a particle may be a"ground state,” which meansthat the
nucleusis now stable; or it may be atrangtional state, in which case after a shorter or longer period
another radioactive decay will take place, moving the nucleusto alower energy level and again perhaps
causing it to become adifferent dement.

The whole process of radioactive decay can be viewed as a nucleus moving to states of successvely
lower and lower energy, until it finally restsin the (stable) ground state. Although we know on average
how long it takes a nucleus to go from one state to another—thisiswhat the hdflife measures, thetime
for haf the nucle in alarge sample to make the change of state—thereis no way to predict when any
particular nucleuswill undergo radioactive decay.

As an example of the sequence of changes, consder plutonium. Element 94, it is not found naturaly on



Earth. It is presumably created, like other heavy dements, in supernovaexplosions, but it is radioactive
and itsmost stable form,,, Pu, has ahdflife of lessthan ahundred million years. Here isthe complete
decay sequence, with the hdflife indicated for each step, for amore short-lived form of plutonium:

«PU?(13.2 years) to, Am*4(458 years) to, Np# (2 million years) to,, Pa?(27 days) to,, U=*(160,000
years) to, Th(7,340 years) tog, Ra?(14.8 days) to, Ac?(10 days) tog, Fr#(4.8 minutes) to, At
(0.032 seconds) tog, Bi#*(47 minutes) to,, Po**(4.2 microseconds) to, Pb?*(3.3 hours) to, Bi®®.

Look like gibberish? Sorry. Nuclear physicists and chemists ded with sequenceslike this every day.

Bignuth,,, Bi?®, is stable. The intermediate e ements referred to in this radioactive decay chain are lead
(symbol Pb, eement 82), polonium (Po, element 84), astatine (At, eement 85), francium (Fr, eement

87), radium (Ra, eement 88), actinium (Ac, dement 89), thorium (Th, element 90), protoactinium (Pa,
element 91), uranium (U, dement 92), neptunium (Np, dement 93), and americium (Am, element 95).

What can we say about this rather messy chain of decay products? Well, dmogt al thetimefor the
whole decay process comes with trangitions that take 13.2 years, 458 years, 2 million years, 160,000
years, and 7,340 years. If we could somehow get rid of those, our dangerous plutonium,, Pu*would
turn to stable bismuthg, Bi®®in afew months.

Isthere any way to draw the fangs of radioactivity, by speeding up the long trangitions?

We return to the similarity between the atom and the nucleus, discussed in Chapter 5. There, we noted
that the protons and neutrons of the nucleus, like the eectrons of the atom, can be thought of asfitting
into shells. There are excited states of the nucleus, as there are excited states of the atom, and for
protons and neutrons such excited states of the nucleus are termedresonances . The whole phenomenon
of radioactivity can be thought of as anucleus, descending to its ground state by a series of trangtions.
"Forbidden” nuclear trangtions are marked by very long decay times.

What we need—nbut do not yet have, with the science of today—isamechanisam forstimulated nuclear
emission . We need anuclear laser, in which the application of radiation (very short wavelength) triggers
adtimulated nuclear trangtion and accomplishesin minutes what normally takes thousands or millions of
years. Thiswould cal for careful control, because dl the energy provided by the transitions could be
given off in avery short time. The processwould have to be timed carefully, drawing off energy at a
tolerablerate.

However, thereis another good side to this. We have found a potentialy useful supply of free energy. In
one possible future, maybe our despised dumps of radioactive wastes will be as sought after astoday's
oil fidds.

TABLE 12.1

Comparison of human and machine
performance and tolerances.

Property Human Machine
Gravity fidd/acen. [|0.25-2 gee* 0-50,000 gee




Hearing range 20-20,000 cps 0-10¢%cps
Vison ddall Resolvesto one Can eadlly resolveto
minute of arc one second of arc

Visonwavdength redtoviolet range | X-raystolongwave
radio

Air pressure 0.3-1.5 ams. 0-100,000 atms.

Necessary support||Air, food, water Power supply

Operdting rate Almost fixed Variable includes zero
rate (off)

Speed of thought  [|1,000 cycles/sec  |>10%cycles/'sec

Mass 15-500 kg** Any vdue

Radi ation tolerance| Poor Easly hardened to
radiation

Meantimeto <100 years Variable; no reason

falure why it should not be
>1,000 years

Strength Poor Tolimitsof materid
science

Veastility Excdlent Vey limited

Repairs Autométic Needs externa
maintenance

Production/ Easy*** Needsfactory

Reproduction

* A human can survivein free-fdl, but physica deterioration,
including bone loss, usudly setsin after monthsin alow gravity field.

** There have been humans who weigh asllittle as 15 kg (33 pounds)
and as much as 500 kg (1,100 pounds). I'm not sure either would be my choice for awarrior.

*** Perhapstoo easy.

CHAPTER 13
Beyond Science

13.1 Scientific heresies. Theintent of this book isto define the boundaries of science, in order that we
can then congder going beyond them. This chapter, however, isalittle different. Here we will consider
"scientific heresies," ideasthat are dready beyond the boundaries of accepted science.

| can make an argument that the place where any self-respecting scientist ought to work isin precisay
the fringe areas where the uncertainty is grestest and our knowledge isleast. Scientific heresies often
appear when science has reached some kind of sticking point, but most scientists are reluctant to admit
it. These are the areas in which the grest legps forward arelikely to be made. In practice, most young
scientists cannot afford to take the chance. The probability of failureistoo great. Eingtein said that the
reason he could spend the last quarter-century of hislifein asearch (unsuccessful) for aunified fied
theory wasthat he could afford to; his reputation was aready secure. A younger scientist takes agreat



risk by choosing to work in any field of scientific heresy.
That does not mean the heretical ideas are necessarily wrong.

| give the previous sentence special emphasis, because when | wrote on this subject acouple of years
ago | received outraged |etters defending people's favorite theories. How dare | say that such and such
an ideawas heresy?

In each case, | had to write back and explain: A "scientific heresy" isatheory which runs contrary to the
accepted scientific wisdom of aparticular time. It isno more than that. It may eventually proveto bean
improved description of Nature, so that it later (and often after much argument) becomes part of the
standard world view; or it may prove to be misguided, and join the large group of discredited crank
theories.

Suppose ascientificideais heresy. Isit wrong? | don't know. What | do know isthat if most scientists,
today, don't accept it, that is enough to make it a scientific heresy.

Asafirg example, | offer something that fifteen years ago was certainly heresy. Now it seemson the
way to becoming scientific dogmaand uncritically accepted fact.

13.2 Dinosaur doom. As proved by the huge success of Jurassic Park , people love dinosaurs. Itisa
long-lasting love affair. Fifty years ago, one of the most memorable segments of Walt Disney'smovie
Fantasia involved these animas. First we see dinosaurs feeding, raising their young, and huntingina
humid swamp world of frequent rains. Then we see a climate change, to a barren desert where the
dust-clouded sun shines congtantly. The water has al vanished, and nothing but dry bones and dead
treesremain.

Thiswas an artistic portraya of one of Nature's greastest mysteries: Why did the dinosaurs, the dominant
land animal for one hundred and fifty million years, disappear? Moreover, why did they vanish so
abruptly and so completely?

Fantasia's answer, extreme climate change, introduced more questions than it answered. Clearly, our
planet'slands did not al change to adry and barren desert devoid of plants. Had that happened, the
conquering of the land by plant formswould have had to start over from scratch, and thereisno sign of
such athing in thefoss| record. Moreover, since the dinosaurs were widespread, with their remains
found everywhere from Americato China, any climate change would have to be not only severe, but
ubiquitous. More recent suggestions, that dinosaurs were warmblooded creatures, make their worldwide
extinction by climate change even more unlikely. Findly, we have to ask why the disgppearance of the
dinosaurs happened so quickly.

Even fifty years ago, whenFantasia was produced, it was possible to object to the picture painted in the
Disney movie. On the other hand, no one had a better answer. Climate change, perhaps accompanying a
period of high volcanic activity, seemed like the best available explanation for what isreferred toin
scientific circlesas "the K/T extinction.” The K/T boundary isthe time when the geologicd time period
known as the Cretaceous Period ended and the Tertiary Period began. Why K/T, rather than C/T?
Because geologigsrefer to geological stratausing asingle letter, and C isdready taken for the
Carboniferous Period (which ended about 140 million years before the Cretaceous Period began). At
the same time as the dinosaurs vanished from the Earth, so too did dl the large flying reptiles and the
largest marinereptiles. Itislogica to assumethat the cause of dl three disappearances was the same, on
land, air, and sea.



A new possihility appeared in 1978, when a son brought home arock sample and showed it to his
father. The son was Walter Alvarez, a geologist and geophysicist and a professor at the University of
Cdiforniaat Berkeley. The father wasthelate Luis Alvarez, a physicist who had won the 1968 Nobel
Prizefor his contributionsto e ementary particle physics. The rock had been dug by Walter Alvarez
himsdf from agorgein the ltdian Apennines. Itslower part waswhite limestone, its middle ahdf-inch
layer of hardened clay, its upper part red limestone. The boundaries between the three sections were
quite clearly defined. Walter Alvarez knew that asimilar clay layer wasto befound dl around the world.
The clay had been laid down on the ocean floor sixty-five million years earlier—right about the time that
pal eontologists believed that the dinosaurs became extinct.

Luis Alvarez thought it might be possible to determine how long the clay layer had tekento form by a
technique involving induced radioactivity, and he and his son looked in the rock sample's clay layer for
the presence of a suitable substance. Sure enough, they and their co-workers found iridium—~but they
discovered three hundred times as high a concentration of that element in the clay asin the limestone
layers above and below it. Sinceiridiumisrarein the Earth's crust and much more common in meteorites
that fall to the Earth, it seemed possible that the clay layer might betied in with some mgor
extraterredtria event.

After Luis Alvarez ruled out acouple of other candidate ideas, including anearby supernovaexploson,
acolleague of the Alvarez's, Chris McKee, suggested that an asteroid, maybe ten kilometers across,
might have hit the Earth. That size of asteroid was congstent with the observed iridium content of the
clay layer. The energy rdease of such an impact would equd that of ahundred million medium-szed
hydrogen bombs. The effect of the impact would be the disintegration of the asteroid, which aong with
many cubic kilometers of the Earth's crust would have been thrown high into the atmosphere. The dust
would have stayed there for sx months or so, halting photosynthesisin plants, preventing plant growth,
and thereby starving to degath al the larger animals. Upon the dust's return to Earth it would create the
thin layer of clay seen between the red and white limestones. The same phenomenon of atmospheric dust
had been observed on amuch smdler scale following the huge vol canic explosion of Krakatoain 1883.
It isaso the mechanism behind theidea of "nuclear winter,” apaling of the whole Earth with
amospheric dust which some scientists worry could be one consequence of alarge-scale nuclear war.

Twenty years ago, however, theidea of nuclear winter had not been taken serioudy. Thusthe theory
presented by Luisand Walter Alvarez for the vanishing of the dinosaurs was pure scientific heresy. It
waswidely criticized by paeontologists, and even ridiculed. Today it iswidely accepted as the most
plausible extinction mechanism, and the same idea has been used to examine other mgjor
disappearances of many life formsfrom Earth. The greatest of these, known as the Permian extinction,
occurred about 230 million years ago, when nine-tenths of al Earth's species vanished. The search for
asteroid evidence has been less persuasivein this case.

Also unresolved in the case of the K/T extinction isthe question of where the incoming destroyer hit the
Earth. The most popular theory at the moment isthat it struck in what is now the Gulf of Mexico, but
that isnot fully proved.

Many other details of the asteroid impact theory remain to be defined. However, those who do not
believetheideaat dl must face oneinevitable and awkward question: If it was not the impact of ahuge
agteroid that suddenly and swiftly killed off al the dinosaurs, then what wasiit?

If you think it would be anice ideato write astory in which alarge asteroid descends on Earth today
and causes al sorts of problems, be warned. The book has aready been written, severa times. I'll
mention just two examples. Lucifer's Hammer (Niven and Pourndlle, 1977), andShiva Descending
(Benford and Rotder, 1980). If you want to read about alarge object hitting the Moon, and what that



can do to Earth, read Jack McDevitt's splendidMoonfall (1998).

13.3 Gaia: the Whole Earth Mother . This, too, borders on scientific respectability, though scientists
aswell-known as Stephen Jay Gould and Richard Dawkins have dismissed it as pseudoscience.

It began in the late 1970s, when James Lovel ock published a controversial book,Gaia: A New Look at
Life on Earth (Lovelock, 1979). Init he set forth hisides, long gestating, that the whole of Earth's
biogphere should be thought of asasingle, giant, self-regulating organism, which keepsthe generd globa
environment close to constant and in a state gppropriate to sustain life. In Lovelock's own words,Gaia is
"the mode, in which the Earth's living matter, air, oceans and land surface form acomplex system which
can be seen as a single organism and which has the capacity to keep our planet afit placefor life."

Lovelock saysthat the notion is an old one, dating back at least to alecture by James Hutton delivered
in 1785. However, the modern incarnation of that ideaisal Lovelock's, dthough the nameGaia asa
descriptor for such an interdependent globa entity was provided by the late William Golding (a Nobe
laureatefor literature, Lovelock's neighbor in England, and author of the classicLord of the Flies).

Something like Gaia seemsto be needed from the following smple physica argument: Life has existed
on Earth for about three and a half billion years. In that time, the sun's energy output hasincreased by at
least thirty percent. If Earth's temperature smply responded directly to the Sun's output, based on
today's global situation we would expect that two billion years ago the whole Earth would have been
frozen over. Conversdly, if Earth was habitable then it should today be too hot to support life.

But in fact, the response of Earth's biosphere to temperature changesis complex, apparently adapting to
minimize the effects of change. For example, asthe amount of solar energy delivered to Earth increases,
the rate of trangpiration of plantsincreases, so the amount of atmospheric water vapor goes up. That
means more clouds—and clouds reflect sunlight, and shield the surface, which tendsto bring surface
temperatures down. In addition, increased amounts of vegetation reduce the amount of carbon dioxidein
theair, and that in turn reduces the greenhouse effect by which solar radiation istrgpped within the
atmosphere. Again, the surface temperature goes down. There are many other processes, involving

other atmospheric gases, and the net effect isto hold thestatus quo for the benefit of living organisms.
According to Lovelock, it ismore than a matter of convenience. Only the presence of life has enabled
Earth to remain habitable. If life had not appeared on this planet when it did, over three billion years ago,
then by thistime the surface of Earth would be beyond the range of temperatures at which life could exi<t.

Why, then, doestheGaia ideaqualify asascientific heresy? It sounds eminently reasonable, and
something likeit seems necessary to explain thelong continuity of life on the planet.

Part of the problemisthat at first thought it seems as though the whole Earth must be engaged in some
sort of activigt role. Many readers have assumed thatintention is anecessary part of theGaia idea, that
the biosphere itsalf somehow knowswhat it is doing, and acts ddliberately to preservelife. A number of
nonscientific writers have embraced this " Earth as Ur-mother” thought in away and with an enthusiasm
that Lovelock neither intended nor agrees with. At the other extreme, two biologists, Doadlittle and
Dawkins, have offered the rationa scientific criticism that theGaia ideaseemsto cal for global dtruism,
i.e. some organisms must be sacrificing themsalves for the general good. That runs contrary to everything
we believe to be true about genetics and the process of evolution.

Lovelock seemed at first to encourage such aviewpoint, when he wrote, "But if Gaiadoes exi<, then we
may find ourselves and all other living thingsto be parts and partners of avast being who in her entirety
has the power to maintain our planet asafit and comfortable habitat for life" Thereismorethan a



suggestion here of abeing which acts by design. However, Loveock has later shown through smplified
model s that neither globa intention nor globa atruism is needed. The standard theory of evolution, in
which each species responds in such away asto assureits own survival and increase its own numbers,
issufficient to create asdf-gtabilizing total system.

Today theGaia hypothesis, that the whole Earth biosphere forms asingle, self-regulating organism, is il
outsde the scientific mainstream. However, over the past fifteen yearsit has gained some formidable
supporters, notably the biologist Lynn Margulis, who has championedGaia more actively than Lovelock
ever did. Thetheory aso provides auseful predictive framework for studying the way in which different
parts of the biosphere interact, and particular chemicas propagate among them. Nonetheless, if it is not
today outright heresy, to many scientissGaia remainsclosetoit.

Lovelock ironicaly commentsthat we may have come™ . . . thefull circle from Gdlileo'sfamous struggle
with the theologica establishment. It isthe scientific establishment that now forbids heresy. | had afaint
hope that Gaia might be denounced from the pulpit; instead | was asked to ddliver asermon onGaia a
the Cathedrad of St. John the Divinein New Y ork."

TheGaia concept sometimes permits Lovelock to take an unusualy detached attitude to other globa
events. Some years ago | was driving him from suburban Maryland to the Museum of Natura History in
Washington, D.C. On the way we somehow got onto the subject of al-out nuclear war. Lovelock
surprised me very much by remarking that it would have very little effect. | said, "But it could kill off
every human!”

Hereplied, "Well, yes, it might do that; but | was thinking of the effects on the generd biosphere.”

| leave the subject of Gaia with this story idea: suppose that the biosphere did know what it was doing,
and acted ddiberately to preservelife. How do you think it would dea with humans?

13.4 Dr. Pauling and Vitamin C.When seavoyagers of the fifteenth and sixteenth centuries began to
undertake long journeys out of sight of land, and later when Arctic explorers were spending long winters
locked in the ice, they found themselves &fflicted by a strange and unpleasant disease. Joints ached,
gums blackened, teeth became loose and fell out, and bodies showed dark, bruise-like patches.
Eventudly the sufferers died after along and painful iliness. No one wasimmune, and asthe trip went on
more and more people were affected. Thus Vasco da Gama, sailing round the Cape of Good Hopein
1498, lost ahundred of his hundred and sixty crew members. Travelers gave the disease aname, scurvy
, but they had no ideawhat caused it.

After many years of trid and error, sea captains and physicians|earned that scurvy could be held at bay
by including regular fresh fruit and vegetablesin the diet. In 1753, the Scottish physician James Lind
showed that the same beneficia effect could be produced by the use of concentrated orange and lemon
juice. However, no one knew quite what these dietary additives were doing. That understanding had to
wait for amost two more centuries, until 1932, when a substance caledVitamin C , orascorbic acid ,
wasisolated.

Vitamins are part of our necessary diet, but unlike proteins, carbohydrates, or fats, they are needed only
in minute quantities. A daily intake of one thousandth of an ounce of Vitamin C isenough to keep usfree
from scurvy. Mogt animals can manufacture for themsdves dl the Vitamin C that they need; just afew
gpecies—humans, monkeys, and guinea pigs—rely on their food to provideit (humans, monkeys, and
guinea pigs 2! A story here, perhaps). Certain foods, such as broccoli and black currants, are
especidly richinthisvitamin, but dmogt dl fresh fruit and vegetables contain enough to supply human



needs. Without it in our diet, however, people sicken and die. Fortunately, Vitamin Cisasmple
molecule, and by 1933 chemists had learned how to produce it syntheticaly. It can be madein large
quantities and at low cost. No one today needs to suffer from scurvy.

That might seem to be the end of the story of Vitamin C, except that in 1970, the scientist Linus Pauling
cameforward with an extraordinary clam. In hisbookVitamin C and the Common Cold (Pauling,
1970), Pauling stated that large doses of Vitamin C, thirty to ahundred timesthe normd daily
requirement, would help to ward off the common cold, or would reduce the time needed for asufferer to
recover.

Mogt people coming forward with such a notion would have been brushed aside by the medica
profession as either aharmless crank, or some charlatan peddling his own patent nostrum or clinic.

Therewas just one problem. Linus Pauling was arecognized scientific genius. During the 1930s he had,
amost single-handed, used quantum theory to explain how atoms bond together to form molecules. For
thiswork he received the 1954 Nobel Prize for Chemistry. Rather than resting on hislaurels, he had then
gone on to study the most important molecules of biochemistry, in particular hemoglobin and DNA, and
wasthe firgt person to propose aform of helica structure for DNA.

James Watson and Francis Crick, whom we met earlier in Chapter 6, eucidated the structure of DNA.
What did they worry about as they worked? As Watson said in his book, The Double Helix (Watson,
1968), they knew that "the prodigious mind" of Linus Pauling was working on the problem at the
Cdifornialngtitute of Technology. In the early spring of 1953 they believed that he would discover the
correct form of the molecule within afew weeksif they failed to do so. With alittle changein timing, or
with better experimental data, Linus Pauling might well have won or shared the 1962 Nobd Prize that
went to Crick, Watson, and Maurice Wilkins,

However, Pauling had no reason to feel too disappointed in that year. For he wasin fact awarded a
1962 Nobd Prize—for Peace, acknowledging hiswork toward the treaty banning the atmospheric
testing of nuclear weapons.

Faced with atwo-time Nobd Laureate who was close to being athree-time Laureate, aman il
intellectudly vigorous at age 69, the medica profession could not in 1970 dismiss Pauling's claims out of
hand. Instead they investigated them, performing their own controlled experiments of the use of Vitamin
C to treet the common cold. Their results were negative, or at best inconclusive.

That should have quieted Pauling. Instead it had just the opposite effect. In anew book, Vitamin C and
the Common Cold and the Flu (Pauling, 1976), he claimed that the medica tests had used totaly
inadeguate amounts of Vitamin C. Massive doses, agram or more per day, were needed. And he went
further. He asserted that Vitamin C in such large doses hel ps with the treatment of hepatitis, mumps,
meades, polio, vird pneumonia, vira orchitis, herpes, and influenza. He proposed mechanisms by which
Vitamin C doesitsjob, both as a substance that mops up free chemicd radicasin cdlsand asa
component of acancer-cell inhibiting chemica caled PHI. He also pointed out that there was no danger
of avitamin overdose, since excess Vitamin C is harmlessy excreted from the bodly.

Again, themedica control experiments were done. Again, Pauling's claimswere denied, and dismissed.
That iswhere the question stands today. Books have been written, proposing Vitamin C asa practica
panaceafor dl alments. Others havetotaly rgected dl its beneficia effects. The use of large doses of
Vitamin C remainsascientific heresy.

However, in discussing this subject with scientidts, | find that aremarkably high percentage of them take
regular large doses of Vitamin C. Perhgpsit is no more than avote of solidarity for afellow-scientist.



Perhapsit isagesture of respect toward Linus Pauling, who died in August 1994 in his ninety-fourth
yedr.

Or perhapsit is more the attitude of the famous physicist Niels Bohr. He had a horseshoe nailed up over
the doorway of his country cottage at Tisvilde, for good luck. A visitor asked if Bohr, arational person
and ascientis, redly believed in such nonsense. "No," said Bohr, "but they say it works even if you don't
bdieveinit."

13.5 Minds and machines. In Chapter 10, we described the extraordinary advance of computers. The
first ones, in the 1940s, were used for straightforward caculations, of tables and payrolls and scientific
functions. Since then the gpplications have spread far beyond those origind uses. Computers today
perform complex agebra, play chess and checkers better than any human, control power generating
plants, keep track of everything from taxesto library loansto airplane reservations, check our spelling
and the accuracy of our typing, and even accept voca inputs that may soon make typing unnecessary.

Given asuitable program, no human effort of calculation and record-keeping seemsto be beyond
computer duplication. Thisraises natura questions: Isevery function of the human mind redly some form
of computer program? And a sometimein the future, will computers be ableto "think" aswell as
humans?

To most of the scientists represented in Chapter 10, the answer to these questions is an unequivocal
"Yes." Our thought processes operate with just the same sort of logic as computers. Our brainsare, as
Marvin Minsky said, "computers made of meat.” Thefield of Artificia Inteligence, usualy abbreviated
asAl, seeksto extend the range of those functions, once thought to be uniquely powers of the human
mind, that computing machines are able to perform. The ultimate god isathinking and "'sdf-conscious'
computer, aware of its own existence exactly aswe are aware of ours.

That ultimate god seemsfar off, but not unattainable—unless a distinguished mathematician, Roger
Penrosg, isright. In 1989, he offered aradically different proposa. Thisisthe same Penrose that we met
in Chapter 2. Heisthe Rouse-Bal Professor of Mathematics at Oxford University, and aman with a
reputation for profound origindity. Over the past thirty years he has made major contributionsto general
reldivity theory, to numerical andlysis, to the globa geometry of space-time, and to the problem of tiling
the plane with smple shapes. Hiswork is highly diverse, and it is characterized by ingenuity and gresat
geometrica ingght. Moreimportant, many of his results are surprising, finding solutions to problems that
no one el se had suspected might exist, and stimulating the production of much work by other
investigators. Even hisharshest critics admit that Roger Penrose is one of the world's great problem
solvers. He cannot be dismissed outright asacrank, or asan intellectud lightweight.

What then, does he propose?

In abook that was a surprising best-seller, The Emperor's New Mind (Penrose, 1989), he claimed that
some functions of the human brain will never be duplicated by computers that develop along today's
lines. Thebrain, he asserts, is"non-algorithmic," which meansthat it performs some functionsfor which
No computer program can be written.

Thisidea seems like perfect scientific heresy, and it was received with skepticism and even outrage by
many workersin the field of Al and computer science (for abrief summary, seeHow the Mind Works
[Pinker, 1997]). For one thing, prior to this book, Penrose was very much one of their own kind. Now
he seemed like atraitor. Marvin Minsky even called Penrose a"coward,” which isaperplexing term
dnceit takesalot of nerveto propose something so far out of the scientific mainstream.



What does Penrose say that is so upsetting to so many? InThe Emperor’'s New Mind , he arguesthat
human thought employs physics and procedures quite outside the purview of today's Al and machine
operations. The necessary physicsis drawn from the world of quantum theory. In Penrose'swords,
"Might aquantum world berequired so that thinking, percelving crestures, such as oursaves, can be
congtructed from its substance?' (Penrose, 1989).

Hisanswer to that question is, yes, such aquantum world isrequired. To seethedirection of his
argument, it is necessary to revisit what was said in Chapter 2 about quantum theory.

In the quantum world, a particle does not necessarily have awell-defined spin, speed, or position.
Rather, it has anumber of different possible positions or speeds or spins, and until we make an
observation of it, all we can know are the probabilities associated with each possible spin, speed, and
position. Only when an observation is made does the particle occupy awell-defined state, in which the
measured variable is precisaly known. This change, from undefined to well-defined status, is caled the
"collgpse of the quantum mechanica wave function.” Thisisawell-known, if not well-understood,
element of sandard quantum theory.

What Penrose suggestsisthat the human brain isakind of quantum device. In particular, the same
processes that collapse the quantum mechanica wave function in subatomic particles are a work in the
brain. When humans are considering many different possibilities, Penrose arguesthat we are operating in
ahighly pardld, quantum mechanica mode. Our thinking resolves and "collgpsesto athought” a some
point when the wave function collgpses, and at that time the many millions or billions of possibilities
become asingle definite idea.

Thisis certainly apeculiar notion. However, when quantum theory wasintroduced in the 1920s, most of
itsideas seemed no less strange. Now they are accepted by dmost dl physicists. Who isto say that in
another haf-century, Penrose will not be equally accepted when he asserts, "there is an essentialnon
-agorithmic ingredient to (conscious) thought processes' and " believe that (conscious) minds arenot
agorithmic entities'?

Meanwhile, dmost everyonein the Al community (who, it might be argued, are hardly disinterested
parties) listens to what Penrose hasto say, then dismissesit asjust plain wrong. Part of the problemiis
Penrose's suggestion as to the mechanism employed within the brain, which seems bizarre indeed.

As he points out in a second book, Shadows of the Mind (Penrose, 1994), heis not the first to suggest
that quantum effects are important to human thought. Herbert Frohlich, in 1968, noted that there was a
high-frequency microwave activity in the brain, produced, he said, by abiological quantum resonance. In
1992, John Eccles proposed a brain structure called thepresynaptic vesicular grid , whichisakind of
crysdlinelatticein the brain's pyramidd cdls, asaauitable ste for quantum activity.

Penrose himsdlf favors a different location and mechanism. He suggests, though not dogmeticaly, that
the quantum world isevoked in dements of acdl known as microtubules. A microtubule isatiny tube,
with an outer diameter of about 25 nanometers and an inner diameter of 14 nanometers. Thetubeis
made up peanut-shaped objects calledtubulin dimers . Each dimer has about ten thousand atomsinit.
Penrose proposes that each dimer isabasic computationd unit, operating using quantum effects. If heis
right, the computing power of the brain is grosdy underestimated if neurons are considered asthe basic
computing element. There are about ten million dimers per neuron, and because of their tiny Sze each
one ought to operate about amillion times asfast as aneuron can fire. Only with such amechanism,
Penrose argues, can the rather complex behavior of asingle-celled anima such as a paramecium (which
totally lacks anervous system) be explained.

Penrose's critics point out that microtubules are a so found €l sewhere in the body, in everything from



liversto lungs. Doesthis mean that your spleen, big toe, and kidneys are to be credited with intelligence?

My own fedling is that Penrose'sideas sounded alot better before he suggested a mechanism. The
microtubule ideafed sweak and unpersuasive. Like the Wizard of Oz, the theory was moreimpressive
when it was hidden away behind the curtain.

My views, however, are not the issue. |s Penrose wrong, destined to be remembered as a scientific
heretic? Or is heright, and atrue prophet?

It istoo soon to say. But if he provesto beright, hisideas will produce a huge change in our conceptions
of physicsand itsrelation to consciousness. More than that, the long-term future of computer design will
becomeincredibly difficult.

With the latter point in mind, we might paraphrase Bertrand Russall. He said of Wittgengtein'stheories,
aswe can say of Penrose's. "Whether they aretrue or not, | do not know; | devoutly hope that they are
not, asthey make mathematics and logic dmost incredibly difficult.”

Meanwhile, | am waiting for astory to appear making use of Penrose's extraordinary claim that we are
controlled by quantum processes within the brain's microtubules.

13.6 Diseases from space.In thelate 1970s, two respected scientists proposed an interesting and
radical new theory (Hoyle and Wickramasinghe, 1977): Certain diseases are often not carried from one
person to another by the usudly accepted methods, sometimes mutating as they go to become other
srains of the same infection; instead, the diseases arrive on Earth from space, and the observed
variations arise there.

In the words of Fred Hoyle and Chandra Wickramasinghe (1977), the joint proposers of the theory:

"InDiseases from Space we shdl be presenting arguments and facts which support the ideathat the
viruses and bacteriaresponsible for the infectious diseases of plants and animas arrive a the Earth from

They support their contention on biochemica grounds, and aso from statistical evidence on the spread
of influenzain Britain.

The same two workers also suggest that lifeitsalf did not develop on Earth. It was borne here, asviruses
and bacteria.

Againinthar words. "Furthermore, we shdl argue that gpart from their harmful effect, these same
viruses and bacteria have been responsible in the past for the origin and evolution of life on the Earth. In
our view, al aspects of the basic biochemistry of life come from outside the Earth.”

Where, then, did life originally develop? Hoyle and Wickramasinghe give their answer: It arose naturdly
in that great spherica collection of comets known asthe Oort Cloud, which orbitsfar beyond the
observable solar system. They argue that conditions for the spontaneous generation of life were far more
favorable there than they were on Earth, three and ahdf billion years ago when lifefirst gppeared here.

Thisideaisnot totaly origina with them. Early this century, the Swedish chemist Svante August
Arrhenius proposed that lifeiswidespread in the universe, being congtantly diffused from oneworld to
the next in the form of spores. The sporestrave fredy through space, now and again reaching and
seeding some new habitable world (Arrhenius, 1907). Hoyle and Wickramasinghe, while not accepting
thispanspermia concept totaly, and substituting viruses and bacteriafor Arrheniuss spores, do clam



that life was brought to Earth in asmilar fashion.

Hoyle and Wickramasinghe aso deny that many epidemics of infectious disease are spread by
person-to-person contact or through intermediate carriers (such aslice and mosguitoes). They clam that
influenza, bubonic plague, the common cold, and smdlpox al originatein thefdl of clouds of infecting
spores (bacteria or viruses) from space, and are mainly spread by incidence from the air.

This sounds, on the face of it, somewhat unlikely. No one has ever observed avirus or a bacterium
present in space, or arriving from space. However, the reaction of the medical community went far
beyond polite skepticism. The new ideawasignored or vilified as preposterous, and it wastreated asa
true scientific heresy.

Why was the reaction of the medica establishment so strong?

Fird, there was aquestion of qudlifications. Not as scientists, where the credentials of both proposers
areimpeccable. Hoyleis one of the world's great astrophysicists, aman who has made profound
contributionsto the field, and Wickramasinghe is awel-known professor. However, neither Hoyle nor
Wickramasingheis aphysician or amicrobiologist. They were astronomers, operating far outside their
own territory.

Second, the presently accepted ideafor disease transmission wasitself once a scientific heresy. It took
three hundred yearsfor the notion that tiny organisms can invade the human body and cause infectionsto
change from wild surmise to scientific dogma. Such atheory, so hard-won, is not readily abandoned.
Thus, in 1546, Girolamo Fracastoro proposed agerm theory of disease. In hisbookDe Contagione ,
he suggested three modes of transmission: by direct contact, indirectly through such things as clothing,
and through the air. He was generaly ignored, if not actively ridiculed.

The stuation changed only in the late eighteenth century, when scientists were able to verify the existence
of bacteria by direct observation with the microscope. And it was not for aimost ahundred years more,
until the second haf of the nineteenth century, that L ouis Pasteur and Robert Koch put the matter
beyond question when they isolated the specific bacteria agentsthat cause anthrax, rabies, cholera, and
tuberculos's, and used inoculation to protect against severd of them.

The modern picture of disease transmission then appeared to be complete, and it is not far from
Fracastoro's original ideas. Contagious diseases spread from person to person. Some call for persona
contact, like syphilis. Some can be transmitted through the air, like the common cold. Some disesses,
like maaria, require the action of an intermediate organism such asamosquito; and some, like
trichinoss, can be transmitted by the ingestion of infected food. However, al communicable diseases
have one thing in common: they originate somewhere on the surface of the Earth, and they are carried by
terrestria organisms.

Thisleads at once to the third and perhaps the biggest objection to Hoyle and Wickramasinghe's theory:
thereis overwheming direct evidence for the conventiona means of disease transmisson. Eveniif the
new theory wereto proveright in part, it cannot be the whole story. Thus, the rapid spread of bubonic
plague through Europe in the fourteenth century, and the dmost ingtantaneous and devastating effects of
smallpox on native American Indians when it was brought by Europeansin the early sixteenth century,
owe nothing at al to space-borne spores. The atacks were too sudden and the timing too coincidental.
These diseases ran riot in popul ations which had no previous exposure to them, and therefore lacked
protective antibodies against them.

Ultimately, then, the main argument againgt the theory offered by Hoyle and Wickramasinghe may not be
that itisridiculous, or biologicaly unfounded, or in someway impossible. Itisthat it isnotnecessary ,



since the established notions of disease propagation seem quite sufficient to explain everything that we
see, and are required for that explanation.

Until today's theories prove inadequate, or thereis better evidence for the new theory, the idea that
diseases arrive from space will remain what it istoday: ascientific heresy.

13.7 Cold fusion.On March 23, 1989, a press conference was held at the University of Utah. The
organizers of the conference stated that they had managed to initiate and sustain anuclear fuson
reaction. That announcement astonished the world, for severa unrelated reasons.

First, the use of apress conferenceis not the norma method for announcement of ascientific discovery.
Scientists have awell-defined procedure for doing this: the discovery is described in enough detail for
others to know what has been done, and to begin the process of verification; in the case of an important
discovery, where precedent may be important, abrief note is sent to the gppropriate scientific journa
and preprints are sent to professona colleagues. Today, the preprint often takes the form of an e-mail
letter. Scientists do not choose a press conference as the appropriate mechanism to reved their
discoveries. Those discoveries do not, as this one did, take over newspaper headlines around the world
and lead to wild speculation in certain metas.

The second reason for astonishment was the nature of the claimed discovery itsdf. Nuclear fusionis
well-known to science. The fusion of hydrogen to helium isthe main processthat alowsthe sun and
garsto shine. Here on Earth, nuclear fusion makes possible the hydrogen bomb. Large experimental
facilitiesin this country and elsawhere have spent billions of dollars over the past forty years, trying to
tame the violent fusion of the hydrogen bomb to permit a controlled release of energy. Nuclear fuson
looks like the Holy Gralil of endless and clean energy production, but the experimenta equipment needed
islarge and complex, and employs temperatures of tens or hundreds of millions of degrees—hotter than
the center of the sun.

By contrast, the nuclear fusion described in the Utah press conference takes place at room temperature
—"cold" fuson—and callsfor only the smplest of means. All that isneeded is abeaker of "heavy" water
and a pdladium dectrode. Heavy water iswater in which the norma hydrogen atoms have been
replaced by deuterium, arare but well-known heavier form of hydrogen (see Chapter 5). Heavy water is
naturally present in ordinary water, at aconcentration of about one part in Six thousand. Palladiumisa
sedy-white metd, dso rather rare but well-known and widdly available.

Thefind surprisein the Utah announcement was the identity of the two scientists given credit for the
discovery. Martin Fleilschmann had adistinguished career in England before retiring as an emeritus
professor from the University of Southampton and beginning the work in Utah. HeisaFellow of
Britain's most prestigious scientific group, the Roya Society, and has been described by colleagues as
"more innovative than any other eectrochemist in the world.” Stanley Pons had been a student under
Fleischmann at Southampton, before becoming the prolifically productive head of the University of Utah
chemisiry department. Both men thus had excellent credentials—as chemists. Nuclear fusion, however,
isaproblem cdling for knowledge not of chemistry but of physics . It requires an understanding of the
processes by which the nucle of atoms can be combined.

Physcists as agroup often do not have the highest regard for chemistry, which they consider as messy
and unsystematic and more like cooking than science. It was, therefore, unusudly satisfying to chemists
and gdling to physicists when Fleischmann and Pons, using the smplest of means, seemed to have made
the whole expensive business of conventiona nuclear fusion experiment, as performed by physicigts,
seemirrdlevant.



Feischmann and Pons had an explanation for the way their results had been achieved. At first sight that
explanation seemed very plausible. It has been known for generationsthat palladium has a high natural
affinity for hydrogen. A paladium rod, placed in a hydrogen atmosphere, will absorb up to nine hundred
timesitsown volume of hydrogen. It will do the samething if heavy hydrogen isused in place of ordinary
hydrogen. According to Flelschmann and Pons, the paladium e ectrode would absorb heavy hydrogen
from the heavy water, and within the palladium the heavy hydrogen nuclel would be so closeto each
other that some of them would fuse. The result would be helium and heat. Neutrons, an e ementary
particle present in the heavy hydrogen, would be released as a by-product. Fleischmann and Pons
reported seeing significant heat, more than could possibly be produced by chemical processes, and a
small number of neutrons. All of this happened at room temperature, in abeaker no bigger than a peanut
butter jar.

The press conference did not give details of the process, so other groups had trouble at first either
confirming or denying the claimed results. It took several months before a coherent picture emerged.
When the dust settled, the verdict was not in favor of Feischmann and Pons. Some other groups
observed afew, avery few, neutrons, barely more than the normal background level. Others reported
excess heat, but no neutrons, and again it was nowhere near what had been claimed by the Utah group.

Why didn't Fleischmann and Pons seek confirmation from those other groups, before they made their
announcement? To some extent, they did, and they were il in the process of doing so. However, great
pressure to make that announcement prematurely, and to do it through a press conference, came not
from the two chemigts but from officids at the University of Utah. The university administrators could see
an enormous profit potentid if the cold fusion clamsheld up. That potentia would only be redized if
patents were granted and the Utah claim to precedence recognized. It must have seemed like agood

bet, at least to the officids: the reputation of two professond chemigts, againgt possible multiple billions
of dollars of gainfor the university.

Today, the bet appearsto be over. Fleischmann and Ponswere the losers. They till ingist that their
original results are correct, and continue their research not in Utah but in France, with private funding.
However, few other reputable scientists believe they will find anything valuable.

Even at the very beginning, there were basic physica reasonsto discount the"cold fuson” clam. The
number of neutrons observed was far too smal, by afactor of billions, to be consistent with the claimed
heat production. Redl fusion would produce huge numbers of neutrons, enough to befata to anyonein
the same room as the beaker with its palladium e ectrode.

Many people continue to believe ardently in cold fusion. | do not, though some new phenomenon—not
fuson—may bethere. And | must say, | fed agreat dedl of sympathy for Pons and Fleischmann. They
were pushed by university administrators into making the premature announcement of results.

Had they followed amore conventiona route, the results might have been very different. The obvious
pardld isin the areaof high temperature superconductivity. In 1986, Mller and Bednorz produced the
first ceramic superconductors. Such thingswere "impossible" according to conventiona theories. But
when experiment and theory disagree, theory must change. Miller and Bednorz won the 1987 Nobel
Prizefor physics.

Were Pons and Fleischmann robbed of smilar fame by the actions of others? Possibly. However,
martyrdom is not enough to make atheory correct. Today, cold fusion remains as scientific heresy.

13.8 No Big Bang. The standard model of cosmology seesthe Universe as beginning in aprimordid,



highly condensed fireball that has been expanding ever since. Such amode explainsthe recesson of the
gaaxies, the 2.7 Kelvin microwave background radiation, and the relative abundance of the €l ements,
particularly hydrogen and helium. Each of these independent phenomena seems to provide powerful
observationd evidence.

Critics of the Big Bang point out that the theory does not explain the mystery of the missing matter, nor
how gdaxiesformed in thefirg billion years of an origindly smooth universe. The nature of quasarsis
also open to question.

It isonething to object to atheory. It isanother to offer aviable dternative. What do we have that might
replace the Big Bang cosmology?

There are two independent groups critica of the Big Bang theory. Thefirst isled by Fred Hoyle, Halton
Arp, and Geoffrey Burbidge. Arp has done considerable observationa work on quasars, showing that
some of them with large red shifts seem to be physically connected to galaxies displaying much smdler
red shifts. If thisisthe case, then the whole redshift-distance correlation falls apart. And Hoyle, back in
the late 1940s, dong with Thomas Gold and Hermann Bondi, proposed an dternative to the Big Bang
known asthe " continuous creation” or "steady State theory." (Hoyle, more recently, saysthat the word
"steady” was abad choice. He, Gold, and Bondi meant only to indicate that the rate of recession of the
galaxies does not change with time, asisthe case with Big Bang cosmology.) The origind form of the
steady-Sate theory, however, had other problems; observations did not support the independence of
galactic age with distance that it predicted.

Hoyle, dong with the Indian astronomer Narlikar, has developed anew and different version of the
steady-dtate theory, this one consistent with ideas of cosmologica inflation needed dso by the Big Bang
theory. Instead of asingle, one-time Big Bang, however, Hoyle and Narlikar posit alarge number of
amall actsof creetion, arising from vacuum fluctuations and suffering rapid expansions or "inflations.”

Hoyle a so proposes another mechanism to explain the microwave background radiation, athoughina
sense, he hardly needsto. Scientists long ago, knowing nothing about an expanding universe or the
recession of the galaxies, had ca culated the temperature of open space. Charles Guillaume, in a paper
published in 1896, caculated atemperature of 5.75 Kevin. Eddington in 1926 estimated the
temperature as 3 Kelvin. Early proponents of the Big Bang, by contrast, believed the temperature ought
to be higher, anywhere from 7 to 30 Kelvin.

Hoyle and his associates argue that the microwave background radiation stems from awell-known
process calledthermalization . All that is happening, they say, isthat thelight from starsisbeing
scattered to longer and longer waveengths by itsinteractions with metdlic "whiskers' (length-to-width
ratios of 1:100,000) seeded throughout interstellar and intergal actic space by supernovaexplosions. In
Hoyleswords, Natureis an "inveterate thermaizer," and the processwill continue until actud stellar
radio sources dominate—which isin the microwave region.

The second group of Big Bang critics began with Hannes Alfven, a Swedish Nobe Prize winner in
Physics. Hiswork has been continued by Anthony Peratt and Eric Lerner, and the resulting theory is
usudly termed "plasmacosmology.”

Plasma cosmology hasits own proposed mechanism for explaining the 2.7 Kelvin background radiation.
It isbased on atheory proposed in 1989 by Emil Wolf. The "Wolf shift" shows how light passing
through acloud of gasis shifted in frequency toward the red end of the spectrum. This effect and the
thermalization effect (both of which may be operating) throw question on the recession rates of the
gdaxies,



The plasma cosmology group aso argues that most of the matter in the universeis not dectricaly neutra,
but charged—free dectrons, or positively charged nuclel. Sincethisisthe case, e ectromagnetism, rather
than gravity, isthe controlling force. Alfven, making this assumption, concluded that sheets of eectric
current must crisscross the Universe. Interacting with these, plasma clouds would develop a complex
sructure and complex motions. Alfven predicted that the universe would display acdlular and
filamentary nature over very large scales.

At the time, the universe seemed to be smooth at such scales, and hisideas were not accepted.
Evidence of "walls' and "voids' and galactic super-clusters did not appear until the mid-1980s. Today,
the supporters of the Big Bang are hard pressed to explain what Alfven's theory establishesin anatura

way.

Findly, there isthe question of the abundance of the e ements. Both the Hoyle school and the plasma
cosmology school have pointed out that, according to the Big Bang's own equations, the abundances of
four light nucdle—hydrogen, deuterium, helium, and lithium—must al belinked. If the helium abundance
of the universe, today, is below 23 percent (as observation indicates) then there will be more deuterium
than observed. In fact, there will be eight times as much. On the other hand, if the dengity of the universe
is high enough to avoid producing too much deuterium in the very early days, then thereis not enough
helium now. It should be more than 24 percent. And findly, when we put lithium and deuterium together
into the picture, the necessary helium abundance comes out as over 25 percent.

In other words, juggle the Big Bang theory asyou like, you cannot come up with aversion that provides
the observed amounts of the three substances.

We see that the three mainstays of Big Bang theory are subject to dternative explanations or open to
guestion. So where does that leave us?

Wéll, today the Big Bang remains as standard dogma; anything else, steady-state or continuous creation
or plasmacosmology, isgll scientific heresy.

However, | can't help fedling that Big Bang theory has some mgjor problems. Its proponents, if they are
at dl senstive, must fed the winds of change blowing on the back of their necks. In science, that is
usudly ahedthy sgn.

13.9 Free ener gy.Energy from nothing, free dectricity drawn from the ar. Who could resist it?|
include this more for fun than anything else, and because | experienced the matter at first hand.

It began in February 1996, with atelephone call from Arthur Clarkein Sri Lanka "Thereésgoing to bea
demonstration on March 5th, at Union Rail Station in Washington, D.C. A group claimsto have away
of generating free eectricity. | can't go. Can you?"'

| could, and did. The East Hall of Union Station had been rented for the occasion, with an overflow
room upgtairs that offered ared-time video of the live performance. The event was scheduled to begin
a 7:30. | went dong early, and made a point of talking with the group (the Columbus Club) who rented
out the space. One man talked of the event asa " show"; i.e., an entertainment. A lady responsible for
registration had been told to expect about nine hundred people. My estimate of the actua turnout is
maybe one hundred, at the beginning. By thetime | eft, roughly &t ten o'clock, no more than fifty were
|€ft.

The man who did most of the talking wastall, American, dark-haired, and very experienced in
presentation. He spoke for two and ahalf hours, without notes. He had a disarming manner, and



congtantly referred to himself as more lucky than clever. In fact, because he disdained technica
knowledge, it was hard to question him about technical matters.

He began by describing aheat pump that seemed quite conventiona and comprehensible. The
"low-temperature phase change' technology is exactly that employed in arefrigerator, with freon asthe
materia that is cycled. He described his heat pump as better than anyone elsg's, and that may betrue. It
would require agood dedl of study to prove otherwise. Less plausible was the method by which the
pump was designed. He said he came acrossit by accident, taking an evaporator, a compressor, and a
condenser, of rather arbitrary sizes, dumping freon into them, and finding that the result performed better
than anything dse available—by afactor of three. Because he said he was not technical, answersto
some important questions were not forthcoming. Did he vary the parameters of his system? Or, how
does he know that his design is the best that there is?—a clam that he made.

However, the heat pump claim was completely testable. If he had stopped there (we were maybe forty
minutesinto histwo and a half hour presentation) | would have been favorably impressed.

| had more trouble with the next, nontechnical statements that he made. He asserted that he had built this
devicein the early 1980s and made 50 million dollarsin 18 months. The eectric companiesthen drove
him out of business, made three attempts on hislife, threstened his associates, and in someway not
atogether clear arranged for him to servetwo yearsin jail. Time not wasted, he says, because he had 17
new energy production ideas while locked up.

Ignoring al that, | was disturbed by three technical aspects of the next part of the presentation. First,
there was a continuing confusion between energy storage and energy production . Second, he moved
smoothly from the statement that he had avery efficient heat pump, which | could accept, to astatement
that he had a pump that produced a net energy output—in other words, the efficiency was morethan a
hundred percent. Third, every method of producing energy that | know of relies on the existence of a
therma gradient, usualy in the form of ahot and a cold reservoir. These two seemed to be muddied in
his discussion, with the hegt flow going in the wrong direction. In other words, he took energy from his
cold reservoir and put it into hishot reservoir. That's anest trick.

We move on. Next he introduced a new device, which he termed theFischer engine . This, ashe
describesit, isasteam (or, if you prefer, freon) engine which uses super-heated water (or freon) under
high pressure and requires no condenser. His explanation of how it works left me unsatisfied. However,
| believe that the Fischer engine could be a genuine advance. He stated that "the Carnot cycleisnot a
magjor concern.” Since the Carnot cycle represents an idedl situation inwhich al processes are
reversble, his statement is equivaent to saying that the second law of thermodynamicsis not amajor
concern, a least to him. Itistome,

After this, things became less comprehensible. He coupled his heat pump with the Fischer engine, and
asserted that the result would be more powerful than an interna combustion engine of the same size,
would never need gasoline (or any other fuel), would not need any oil changes, and would run for
400,000 miles before it wore out.

If some of those statements seem remarkable, during the fina hour severa much more striking oneswere
offered. He declared that he knew five different ways to produce free electricity. He ated that he had
seen aworking anti-gravity machine. Finaly, he again ingsted that his desireto offer the world (or a
least the United States) free, unlimited, pollution-less energy was being thwarted by the utility companies.

In summary, it was afascinating evening. However, it seemsalittle premature to sdll that Exxon or BP
stock. It also provesto me that entrepreneurs are still out there, trolling the deep waters for sucker fish.



13.10 Wild powers.So far in this chapter we have discussed what might be caled "offshore science.”
Theideas might be heretica, and an occasiond proponent might suggest lunacy or charlatanism, but they
live within the genera scientific framework. Now we are heading for deep water.

Let usbegin with aquandary. What can you say about something for which every scientific test has
turned up no evidence, but which 90 percent of the people—maybe it's 99 percent—beieve?

| am referring to the "wild powers' of the human mind. A short list of them would have to include
telepathy, clairvoyance, prescience, psychokiness, divination, dowsing, teleportation, reincarnation,
levitation, channdling, faith healing, hexing, and psychics.

In addition to these, another group of widdy-held beliefsinvolves diens: abduction by diens, sightings of
alien gpacecraft, ridesin alien spacecraft, impregnation by aiens, and—acentrad element of the movie
Independence Day—adiens who landed on Earth, only to have their existence concedled by the U.S.
Government.

| know at least one person who believesin each of these things, often while rgecting many of the others
asridiculous. People who pooh-pooh the idea of, say, UFOs, will accept that humans, in times of stress,
can communicate over long distances with close family members—and | am not referring to telephone
cals. At least one United States president, Ronald Reagan, permitted astrology to play apart in his
adminigration. Another'swife, Hillary Clinton, may havetried to channel Eleanor Roosevelt, though she
later clamed that it wasjust agame. | know severa trained scientists who believe that the government is
covering up knowledge of dien landings on Earth—although they acknowledge that the government has
been singularly inefficient in hiding other secrets.

Thisisabook about science. Rather than engage in pro and con arguments for the hidden powers of the
human mind, or the presence or absence of diens, | will say only this: good science fiction stories have
been written using every item on my list. Some of them are among the best talesin the field. Thus, Alfred
Begter used telepathy inThe Demolished Man (Bester, 1953), and teleportation inThe Stars My
Destination (Bester, 1956). Robert Heinlein had alienstaking over humansinThe Puppet Masters
(Heinlein, 1951). Theodore Sturgeon employed a variety of wild powersinMore Than Human
(Sturgeon, 1953), asdid Frank Herbert inDune (Herbert, 1965). Zenna Henderson, in her stories of
The People, used aliens and wild powersto great effect (Henderson, 1961, 1966).

These writerstook unlikely ingredients, and used them to produce absolute classics. Fed freeto go and
do thou likewise.

13.11 Beyond the edge of the wor |d.Findly, let'stake atrip right to the edge of the world and off it,
withtheKidjel Ratio . | fed fairly confident that this has never been used in ascience fiction story, and
it'snever going to be used in one of mine, soit'sal yours.

It's not often that a revolutionary new scientific advance makesitsfirst gppearance in theCongressional
Record . But here we go:

From the Congressional Record
of the U.S. House of Representatives,
3 June, 1960:



TheKidjd Ratio—A New Agein
Applied Mathematics and Arts
Extenson of Remarks of

Hon. Daniel K. Inouye of Hawaii.

"Mr. Speaker, Hawaii's wed th in human resources has once again proved to be unlimited. The ingenuity
and pioneering spirit of its citizens have given to the world anew and practical system of solving a
multitude of problemsin the important fields of applied mathematics, art, and design.

"TheKidjd ratio isnow being used to great advantage in more than 40 related activitiesin the world of
architecture, engineering, mathematics, fineartsand industrid arts. . .

"Academically speaking, the Kidjd ratio dso led to the discovery of the solutions of the three famous
2,500 year-old so-called impossible problems in Greek geometry, popularly known as:

"Hrg. Trisecting the angle—dividing an angleinto three equd parts.
"Second. Squaring the circle—congtructing asquare equd in areato agiven circle.

"Third. Doubling the cube—constructing a cube, double in volumeto that of a given cube with the use of
compasses and unmarked ruler only .. ."

What isthe Kidjd ratio? | have no idea. But asto the three mathematical advances cited, al three have
been proved mathematically impossible with the restriction imposed by the Greekswho originaly
proposed them (solution must be done by ageometrica congtruction of afinite number of steps, using
compasses and unmarked ruler only). Thefirst and third were shown to be impossible by about 1640,
when Descartes redlized that their solutionsimplied the solution of a cubic equation, which cannot be
done using ruler and compasses only. The second was digposed of in 1882, when Ferdinand Lindemann
proved that ?isa"transcendenta™ number, not capable of being expressed as the solution of any
agebraic equation.

What isimpossible to mathematiciansis apparently smple enough for the U.S. House of
Representatives. Moreover, the Kidje ratio amendment is not without precedent. Here we have another
fineexample

"Abill for introducing a new mathematical truth, and offered as a contribution to education to
be used only by the Sate of Indiana free of cost by paying any royalties whatever on the same.. .
"—House Bill No. 246, introduced in the Indiana House on January 18, 1897.

Section 1 of the bill continues:

"Beit enacted by the Generd Assembly of the State of Indiana It has been found that acircular areaiis
to the square on aline equd to the quadrant of the circumference, asthe area of an equilatera rectangle
isto the square on one side. The diameter employed asthe linear unit according to the present rulein
computing the circlés arealisentirely wrong . . ."

In other words, the value of ?, the ratio of the circumference of acircleto its diameter, and one of the
most fundamental numbersin mathematics, was not what mathematicians believed it to be. The value of
?isaninfinite decimal, 3.141592653 . . . which can be approximated as closely as desired, but not
given exactly. However, acorrect and exact value was promised to the Indianalegidature, thanksto the
efforts of an Indiana physician, Dr. Edwin J. Goodwin.

This piece of nonsense would probably have become law, except for thetimely arrival at the State



Capitol of Professor C.A. Wado, amember of the mathematics department of Purdue University, there
on quite other business. He was astonished to find the House debating a piece of mathematics, with a
representative from eastern Indianasaying, "The caseis perfectly smple. If we passthishill which
establishesanew and correct value of ?, the author offerswithout cost the use of this discovery and its
free publication in our school textbooks, while everyone € se must pay him aroydty.”

Professor Wado managed to educate the senators. They voted to postpone the bill indefinitely on its
second reading. The State of Indianalearned alesson, and passed up awonderful opportunity to
become the laughing-stock of the mathematical world. But as Senator Inouye proves, no lesson lasts
forever.

13.12 Onelast heresy.Not al sciencefiction stories have to be serious. They can, if you prefer it, be
ridiculous. Here, as an example, is one which plays gameswith afew basic ideas of physics. | leaveit to
the reader to pick up the references to theories and people. | will only add that al the formulas quoted in
the story are correct.

THE NEW PHY SICS: THE SPEED OF
LIGHTNESS, CURVED SPACE,

AND OTHER HERESIES

Liswolmeisasmal world with athin but permanently cloudy atmosphere. The inhabitants have never
seen the stars, nor become aware of anything beyond their own planet. There is one main center of
civilization which confined itself to asmal region of the surface until about ahundred years ago, when an
industria revolution took place. For thefirgt time, rapid transportation over substantia areas of the
planet became possible.

Orbital velocity at the surface of Liswolmeisless than two kilometers a second. The meetings of the
Liswolme Scientific Academy following the development of highvel ocity surface vehicles are chronicled
below. The highlights of those meetings were undoubtedly the famous exchanges between Professor
Nessitor and Professor Spottipon.

Thefirst debate: In which Professor Nessitor reveals the curious results of his experiments with
high-speed vehicles, and proposes a daring hypothesis.

Nessitor : As Members of the Academy will recdl, afew monthsago | began to ingtal sengtive
measuring devices aboard theTristee Two , the first vehicle to move a a speed more than ten times that
of arunningschmitzpoof . The work was not easy, because it was first necessary to suppress al
vibration induced by the car's contact with the surface.

One month ago we achieved the right combination of smooth suspension and vibration damping. It was
with some excitement that | placed one of our instruments, a sengitive spring balance, within the vehicle
and we began steadily to increase our speed. Asyou may have heard, there have been reports of
"feding light" from the drivers of these carswhen they go at maximum velocity.



Felow scientidts, thosefedingsare noillusion! Our instruments showed a definite decreasein load on
the balance as our speed wasincreased. There is arelationship betweenweight andmotion !

(AsNessitor paused, there was a murmur of surprise and incredulity around the great hall. Professor
Spottipon roseto hisfest.)

Foottipon: Professor Nessitor, your reputation is beyond question. What would arouse skepticism from
another in your case istreated with great respect. But your statement is so amazing that we would like to
hear more of these experiments. For example, | have heard of this"lightening" effect at high speeds, but
seen no quantitative results. Were your balances sensitive enough to measure some rel ation between the
lightness and the speed?

Nessitor (triumphantly): With great precision. We measured the weight shown on the balance at awide
variety of speeds, and from this| have been able to deduce a precise formul a between the measured
weight, the origina weight when the vehicle was a rest, and the speed of movement. It isasfollows.

Here Professor Nessitor went to the central display screen and sketched on it the controversd formula.
It isbelieved that thiswasthefirgt timeit had ever appeared to public view. In the form that Nessitor
used, it reads:

(Weight at speed v)=(Rest weight)x(1-v4/c?)

When the formulawas exhibited there was a Slence, while the others examined itsimplications.

Soottipon(thoughtfully): I think I can follow the significance of most of this. But what isthe congtant, c,
that appearsin your equation?

Nessitor : Itisaveocity, anew constant of nature. Since it measures the degree to which an object is
lightened when it moves with velocity v, | suggest that the basic congtant, ¢, should be termed the " speed
of lightness™

Soottipon(increduloudy): Y ou assert that this holds anywhere on Listwolme? That your formula does
not depend on theposition where the experiment is conducted?

Nessitor : That isindeed my contention. In a series of experiments at many places on the surface, the
same result was obtained everywhere, with the same velocity, "c." It isamost four times asfast asour
fastest car.

(Therewas along pause, during which Professor Spottipon was seen to be scribbling rapidly on ascribe
pad. When he had finished his face bore alook of profound inspiration.)

Soottipon: Professor Nessitor, the formulayou have written has some strange implications. Y ou assert
that thereis alightening of weight with speed across the surface. Thiswe might accept, but you have not
taken your formulato itslogical limit. Do you redize that there must be a speed when the weightvani shes
?When v=c, you have a stuation where an object does not push at dl on the balance! Worse than that,
if vexceeds your "speed of lightness' you would calculate anegative weight. If that weretrue, acar



moving at such a speed would fly completdly off the surface. Y ou would have created the
long-discussed and arguably impossible "flying machine”

Nessitor (camly): As Professor Spottipon has observed with hisusud profound insight, the speed of
lightnessisamost fundamenta congtant. My interpretation isasfollows: sinceit isclearly ridiculousthat
an object should have negative weight, the formulaistrying to tell us something very deep. It ispointing
out thatthere is no way that an object can ever exceed the speed of lightness . The speed that we
can deduce from these experiments, ¢, represents the ultimate limit of speed that can ever be attained.

(Sensation. The assembled scientists began to talk among themselves, some frankly disbelieving, others
pulling forth their scribe pads and writing their own caculations. At last aloud voice was heard above
the generd hubbub.)

Voice: Professor Nessitor! Do you have any namefor this new theory of yours?

Nessitor (shouting to be heard): | do. Since the effects depend only on the motionrelative to the ground,
| suggest the new results should be termed theprinciple of relativity . | think that . . .

(Professor Nessitor's next comments were unfortunately lost in the genera noise of the excited
assembly.)

Six months passed before Professor Nessitor appeared again at a mesting of the Academy. Inthose
months, there had been much speculation and heated argument, with calls for more experiments. It was
to an expectant but still skeptica audience that the Professor made his second address.

Nessitor : Distinguished colleagues, last timethat | was here there were callsfor proof, for some
fundamentd basisfor the formulal presented to you then. It wasto answer those calsthat | embarked,
four months ago, on anew set of experiments with theTristee Two vehicle. We had ingtalled anew
instrument on board our car. It measures distances very accurately, and permitsthe car's course to be
controlled to an absolutely straight line. For it had occurred to me to ask the question, if velocity and
weight are o closdly linked, could it be that distanceitself depends on some unknown factors?

Soottipon(somewhat irritably): With al due respect, Nessitor, | have no ideawhat you mean by such a
satement. Distance is distance, no matter how fast you traverse it. What could you hopeto find? |
hoped that you would have repested the experiments on speed and weight.

Nessitor : My esteemed colleague, please have patience. Permit meto tell you what happened. We set
theTristee Two to travel along distance at various speeds. And indeed, we confirmed the speed-weight
relation. At the same time, we were measuring the distance traveled. But in performing this experiment
we were moving longer linear distances over the surface of Listwolme than any other scientific group had
ever done.

| therefore decided to conduct an experiment. We traveled along distance in acertain direction,
accurately measuring thiswith our new instrument. Then we made a half turn and proceeded far dong
thisnew line, again measuring distance dl theway. Findly, we headed straight back to our origina
garting point, following the hypotenuse of the triangle and measuring this distance a so.

Now, we aredl familiar with the Sharog-Paty Theorem that relates the lengths of the sdes of a
right-angled triangle.

(Nessitor went to the central display panel and scribed the famous Sharog-Pety relation: c?=a?+b?. There



was amutter of commentsfrom behind him.)

Impatient voice from the audience: Why are you wasting our time with such trivia? Thisrelaion is
known to every unfledged child!

Nessitor : Exactly. But it is not what we found from our measurements! On long trips—and we made
many such—the Sharog-Paty relation does not hold. The further we went in our movements, the
worse the fit between theory and observation.

After some experiment, | was ableto find aformulathat expresses the true relation between the
distancesa, b, and c. It isasfollows.

(Nessitor stepped again to the digplay panel and wrote the second of hisfamous relaions, in the form:

cos(c/R)=cox(@/R)xcos(b/R)

There was more intense study and excited scribbling in the audience. Professor Spottipon alone did not
seem to sharein the generd stir. Histhin face had gone pale, and he seemed to bein the grip of some
strong private emotion. At last herose again to hisfeet.)

Soottipon: Professor, old friend and distinguished colleague. What is"R" in your equation?
Nessitor : It isanew fundamenta constant, adistancethat | calculate to be about three million paces.

Soottipon(hdtingly): | have trouble saying these words, but they must be said. In some of my own work
| have looked at the geometry of other surfaces than the plane. Professor Nessitor, the formulayou have
written there already occursin theliterature. It isthe formulathat governsthe distance relationsfor the
surface of a sphere . A sphere of radiusR.

Nessitor: | know. | have made a deduction from this—

Soottipon: | beg you, do not say it!

Nessitor : | must, though | know its danger. | understand the teachings of our church, that welive on
the Great Plain of the World, in God's glorious flatness. At the sametime | cannot ignore the evidence of
my experiments.

(The Great Hall had fallen completely silent. One of the recording scribes dropped ascribe pinin his
excitement and received quick glares of censure. It was afew seconds before Nessitor felt ableto
continue. He stood there with head bowed.)

Nessitor : Colleagues, | must say to you what Professor Spottipon with his great insight redlized at once.
The disance formulaisidentica with that for distances on a phere. My experiments suggest that space
iscurved . Welive not on aplane, but on the surface of an immense sphere.

(Thetension crackled around the hall. The penalty for heresy—smoathering in live toads—was known to
all. At last Professor Spottipon moved to Nessitor's side and placed one hand on his shoulder.)

Soottipon: My old friend, you have been overworking. On behaf of al of us, | beg you to take arest.
This"curved space” fancy of yoursis absurd—we would dide down the sdes and fal off!



(Thehdl rang with relieved laughter.)

Soottipon: Even if our minds could grasp the concept of a curved space, the teachings of the Church
must predominate. Go home, now, and rest until your mind is clearer.

(Professor Nessitor was hel ped from the stage by kind hands. He looked dazed).

For dmost ayear, the Academy met without Nessitor's presence. There were rumors of new theories,
of work conducted at white heat in total seclusion. When news came that he would again attend a
meeting, the community buzzed with speculation. Rumors of his heresy had spread. When he again stood
before the assembly, representatives of the Church were in the audience. Professor Spottipon cast an
anxiouslook at the Churchmen as he made Nessitor'sintroduction.

Soottipon: Let me say how pleased we are, Professor Nessitor, to welcome you again to this company.
| must add my persond pleasure that you have abandoned the novel but misguided idess that you
presented to us on earlier occasions. Welcome to the Academy!

Nessitor (rising to prolonged applause, he looked nervous but determined): Thank you. | am glad to be
again before this group, an assembly that has been central to my wholeworking life. As Professor
Spottipon says, | have offered you some new ideas over the past couple of years, ideas without
fundamental supporting theory. | am now in apodtion to offer anew and far more basic gpproach. Joace
is curved, and we live on the surface of a spherel | can now proveit.

Foottipon(motioning to other scientists on the stage): Quick, help meto get him out of here beforeit's
too late.

Nessitor (speaking quickly): The curvature of spaceisred, and the speed of lightnessisred. But thetwo
theories are not independent! The fundamental constants ¢ and R arerelated to athird one. Y ou know
that falling bodies move with arate of change of speed, g, the "gravitational constant.” | can now prove
that thereis an exact relation between these things, that c>=gxR. To prove this, consder the motion of a
particle around the perimeter of acircle. . .

(The audience was groaning in dismay. Before Nessitor could spesk further, friends were removing him
gently but firmly from the stage. But the representatives of the church were aready moving forward.)

At histria, two months later, Professor Nessitor recanted all his heretical views, admitting that the new
theories of space and time were deluded and nonsensical. His provisona sentence of toad-smothering
was commuted to arevocation of dl legping privileges. He has settled quietly to work at his home,
where heiswriting abook that will be published only after his degth.

And there were those present at histrial who will tell you that as Nessitor stepped down from thetria
box he whispered to himsdalf—so softly that the words may have been imagined rather than heard—"But
itis round.”

CHAPTER 14
The End of Science



Maybeit is because we are at the turn of the century, facing the new millennium. Maybeit is because
there has been no obvious big breakthrough for a couple of decades. Maybe globa pessmism isthe
current fad. For whatever reason, severa recent books have suggested that the "end of science’” may be
ingght.

Their titles betray the direction of their thinking: Dreams of a Final Theory: The Scientist's Search for
the Ultimate Laws of Nature (Weinberg, 1992); The End of Physics. The Myth of a Unified Theory
(Lindley, 1993); The End of Science: Facing the Limits of Knowledge and the Twilight of the
Scientific Age (Horgan, 1996).

These dl suggest, in the case of the last book with considerable relish, that the great moments of science
have dl occurred; that scientists are now on aroad of diminishing returns; and that the next hundred
yearswill offer nothing remotely comparable to the discoveries of the last few centuries.

Steven Weinberg isaphyscist, and agreat one. He would very much like to see a"theory of everything"
in hislifetime. That does not mean that everything will then have been explained, only that the most basic
underpinnings of everything, which he seesasthe laws of fundamenta physics, will have been
established. He recognizes that there will be more questions to be answered, and perhaps many
discoveriesin other branches of science that will come to be regarded as absolutely radical and basic.
But physicsisnearing itsfina form.

David Lindley and John Horgan are both editors, at Science magazine andcientific American
respectively. Lindley, after acareful review of the development of physics sincethe end of the last
century, disagreeswith Weinberg. He concludes that the "theory of everything will be, in preciseterms, a
myth. A myth isastory that makes sense withininitsown terms. . . but can neither be proved nor
disproved.” Scientistsin pursuit of afind theory arethen like dogs chasing an automobile. What will they
dowith it if they catch it?

Horgan takes a broader approach. He interviewed scores of eminent scientists who have made mgjor
contributionsin their diversefidds. In the end, his conclusion isthat, whether or not we are approaching
afind theory, we are at any rate at the end of all discoveries of the most fundamenta kind. The scientists
of future generations will mainly be engaged in mopping-up operations.

Thistune may sound familiar. It has been heard before, notably at the end of the nineteenth century.
HereisMax Planck, recalling in 1924 the advice given to him by histeacher, Philipp von Jolly, in 1874:
"He portrayed to me physics as ahighly devel oped, amost fully matured science. . . Possibly in oneor
another nook there would perhaps be adust particle or asmall bubble to be examined and classified,
but the system as awhole stood there fairly secured, and theoretical physics approached visibly that
degree of perfection which, for example, geometry has had aready for centuries.

Isit more plaugible now than it was then, that the end of scienceisin Sght? And if o, what doesit mean
for thefuture of sciencefiction?

As Sherlock Holmes remarked, it is a capital mistake to theorize before one has data. Let us examine
the evidence.

Fird, let us note that because Horgan's scientists are aready recognized mgor figures, most of them are
over sixty. Noneisunder forty, many are over seventy, afew arewdl into their eighties, and severa
have died in the two years since the book was published. Although everyone interviewed seems as sharp
asever, thereisan dement of human nature at work which Horgan himself recognizes and in fact points
out. Gregory Chaitin, in adiscussion with Richard Feynman, said he thought that science was just
beginning. Feynman, alegend for open-mindedness on all subjects, said that we dready know the



physics of practicaly everything, and anything that's left over isnot going to be relevant.

Chaitin later learned that at the time Feynman was dying of cancer. He said, "At the end of hislife, when
the poor guy knows he doesn't have long to live, then | can understand why he hasthisview. If aguy is
dying he doesn't want to miss out on al the fun. He doesn't want to fed that there's some wonderful
theory, some wonderful knowledge of the physicd world, that he has no idea of, and he's never going to
Seeit”

Weared| dying, and anyone over seventy islikely to be more aware of that than someone twenty-five
yearsold. But the latter isthe age, particularly in science, where truly groundbreaking ideas enter the
mind. If we accept the vaidity of Chaitin's comments, Horgan'sinterviews were foreordained to produce
the result they did. Science, as perceived by ederly scientists, will always be closeto an end.

As Arthur Clarke has pointed out, when elderly and distinguished scientists say that something can be
done, they are dmost dways right; when they say that something cannot be done, they are dmost
awayswrong. Fundamenta breakthroughs, carrying usfar from the scientific mainland, are, before they
take place, of necessity unthought if not unthinkable. That isthe philosophica argument in favor of the
ideathat we are not close to the end of progress. Thereisaso amore empirica argument. Let us make
aligt of datesthat correspond to major scientific events. Lists like thistend to be personal; the reader
may choose to substitute or add milestones to the ones given here, or correct the dates to those of
discovery rather than publication.

1543: Copernicus proposes the heliocentric theory displacing Earth from its position as the center of the
universe.

1673: Leeuwenhoek, with his microscopes, reved s awhole new world of "little animals."

1687: 1saac Newton publishesPrincipia Mathematica , showing how Earth and heavens are subject to
universa, calculablelaws.

1781 Herschel discovers Uranus, ending the "old" idea of acomplete and perfect solar system.
1831: Michad Faraday begins his groundbreaking experiments on eectricity and magnetism.

1859: Darwin publishesThe Origin of Species , dethroning Man from aunique and centra positionin
cresation.

1865: Mende reports the experiments that establish the science of genetics.

1873: Maxwel| publishesA Treatise on Electricity and Magnetism , giving the governing equations of
€lectromagnetism.

1895-7: Rontgen, Becquerd, and J.J. Thomson reveal the existence of aworld of subatomic particles.
1905: Eingtein publishesthe theory of specid relativity.

1925: The modern quantum theory is developed, primarily by Heisenberg and Schrodinger.

1928: Hubble discovers the expansion of the universe.

1942: Thefirg sdlf-sustaining chain reaction isinitiated by Fermi and fellow-workersin Chicago.

1946: Thefirg digital binary computer isbuilt by Eckert and Mauchly.



1953: Crick and Watson publish the structure of the DNA molecule.

1996: Evidenceisdiscovered of early life-formson Mars.

Isthere a pattern here? The most striking thing about thislist of dates and events might seem to bethe
long gap following 1953, snce the discovery of Martian lifeis till highly tentative. We have not seen so
long ahiatus for more than ahundred years.

But isthe gap red? In the 1830s, Faraday's experiments on electricity were considered fascinating, but
hardly something likely to change the world. In 1865, scarcely anyone knew of Mendd's experiments—
they lay neglected in theProceedings of the Briinn Society for the Study of Natural Science for
twenty years. And in 1905, only asmall handful of people redized that the relativity theory offered a
radicaly new world-view. (Max Born, later one of Eingtein's closest friends, wrote: "Reicheand Loria
told me about Eingtein's paper, and suggested that | should study it. This| did, and wasimmediately
deeply impressed. Wewere dl aware that agenius of the first order had emerged.” Born, however, was
himself agenius. It takes one to know one.)

It also takes along time to accept ideas that change our basic perception of redlity. Remember that
Eingtein was awarded the Nobe Prizein 1921 mainly for hiswork on the photoel ectric effect, and not
for the theory of rdlativity. That was still considered by many to be controversid.

Will posterity record the year that you read this book as anannus mirabilis , the marvelous year when
the defining theory for the next centuries was crested?

Am | anoptimig, if | find that suggestion easier to believe than that we, in this generation, are seeing for
thefirst timein scientific history thewal| & the edge of the world? Humans are often guilty of what | call
"tempora chauvinism.” It takes many forms. "We arethefirst and last generation with both the resources
and the will to go into space. If we do not do it now, the chance will belogt forever." "We arethe find
generation in which the Earth is able to support, in comfort, its population.” "We are the last generation
who can afford to squander fossi| fuels” "After us, the deluge.”

| believe that science, science new and basic and energetic, has along and distinguished future, for asfar
as human eye can see. And | believe that science fiction, which as science draws on contemporary
developments but which asliterature drawson dl of history, will play animportant rolein that future.

Certainly, we can envision and write about times as bleak and grim as you could choose; but we can
aso imagine better days, when our children's children may regard the world of the late twentieth century
with horror and compassion, just as we look back on the fourteenth century in Europe.

Sciencefiction fulfills many functions; to entertain, certainly—otherwise it will not be reead—but aso to
ingtruct, to stimulate, to warn, and to guide.

That issciencefiction at its best, the kind that you and | want to read and write. | see no reason why any
of us should settlefor less.

APPENDI X:
Science Bites



| offered the warning back on Page 1, in the very first sentence: ™Y ou are reading an out-of-date book."
Science marches on, exploring new territories and expanding older ones every week.

| knew this, but | didn't think | could do anything about it. Fortunatdly, | was wrong. Just about the time
thatBor derlands of Science was reaching the book stores, | wasinvited to begin aweekly science
column for distribution to newspapers and other media (especialy on-line outlets).

There was only one catch. The columns would have to be very short, "science bites' rather than science
articles; six or seven hundred words, rather than the six or seventhousand that | am used to. | squirmed
at the prospect—what could | possibly say in six hundred words?—but | couldn't deny thelogic of the
argument. The world speeds up, attention spans are down, so science biteswon't catch the fish; al they
can do is st the bait, so that an interested reader can follow up with longer articles or books. The good
newswasthat | could write on any subject | liked. And thetitle of the newspaper column? What el se but
The Borderlands of Science.

Here, then, isalittle bait, acouple of dozen of those brief articles. All were written after the main body of
Borderlands of Science was complete. The Borderland has moved alittle farther out. And if you want
to see how it istill moving, go online to www.paradigm-tsa.com for more of the weekly columns.

A.1. Theship jumped over the moon.No matter whatStar Trek andBabylon 5 may tell you, moving
objects around in spaceisatricky business. The Space Shuttle can sometimes do it, provided that it
doesn't have to go after anything more than about 300 miles up. The in-space fix of the Hubble Space
Telescope was aspectacular success. But if asatellite getsinto trouble in ahigh orbit, thousands of miles
from Earth, it'susudly beyond saving.

That'stheway it looked in December 1997 when the failure of arocket booster sent a Hughes
communications satdllite into the wrong orbit. The spacecraft was supposed to Sit at afixed longitude,
22,300 miles above the Pacific Ocean. Instead it traced alooping, eccentric path, varying widdy inits
distance from the surface of the Earth.

Timeto give up? It seemed tht way. From its changing position, the satellite could not ddliver
communications and television in Asa. And athough the spacecraft had asmal rocket of itsown on
board, there was not enough propellant to move it directly into the correct orbit. Insurers examined the
Stuation and declared the satellite atota loss. In April 1998, they gave ownership back to Hughes,
saying in effect, "Heres apiece of junk way out in space. It'sdl yours, do what you like with it."

Hughes engineers did, through asurprising and spectacular idea: Although the satdllite's rocket was not
big enough to force it directly into the right orbit, it could float the spacecraft out to the Moon. Once
there, the lunar gravity field might be used to change the orbit of the satdllite. In effect, the spacecraft
would get a"free boogt" from the Moon, stedling atiny amount of Lunas vast orbital energy to modify
the satellite's own speed and direction.

The first swing around the Moon was madein May 1998, after which the spacecraft came looping back
intoward Earth. The orbit gill wasn't right, so another small rocket firing and a second lunar swing-by
was made three weeks later. Thistime the satellite returned closeto its desired orbit. A find firing of the
rocket enginein mid-June, 1998, did the trick. The spacecraft now sat in a24-hour circular orbit, just as
origindly planned, going around the Earth at the same speed asthe world turnson its axis.

It Ststhere now, drifting afew degrees north and south of the equator every day while remaining close
to a congtant longitude. Known as HGS-1, it isworking perfectly and ready for usein global
communications. More than that, HGS-1 serves as a tribute to human ingenuity. When a space mission



introuble had officially been declared dead, engineers down here on Earth "repaired” it without ever
leaving their chairs. Perhaps even more impressive, to anyone who remembersthefirgt disastrous
attemptsto launch an American satdllite: this round-the-moon space shot didn't rate televison coverage
or anewspaper headline. We've come along way in forty years.

A.2. Future cars.I'm awriter, o there's a chance my workswill live on. But | agree with Woody Allen,
| don't want to live forever through my works. | want to live forever by not dying.

That presents certain problems. If |—and you—don't die, we will certainly get older. Sixty yearsfrom
now, without some spectacular medical advance, none of uswill look or fed young. Theretinaof a
75-year-old has only 10 percent of the sengitivity of an 18-year-old. By age 75, we are & least alittle
deaf (particularly the men). The range of mobility of our neck and shouldersis down, and our reaction
times are dower. However, if today's 70- and 80-year-olds are anything to go by, well insist on one
thing: we want to drive our own cars. It's part of our independence, our ability to ook after ourselves.

Let's put that together with another fact, and see where it takes us. People are living longer, and the US
population is getting older. In 1810, there were only about 100,000 people over 65. By 1880 it was
closeto 2 million. By 1960, 16 million, and today it's over 30 million. In 2030 it will be near 60 million.
And most of these aging people—remember, that's you and me—uwiill gtill want to drivether cars.

Wewill need help, and fortunately we will get it. Auto manufacturers who study ergonomics—the way
that people operate in particular Stuations—are aready taking the first steps.

The driver doesn't see or hear too well? Fine. The car providesavirtud redlity” setting. Actud light
levels outside the car will be changed, so that what the driver sees compensates for loss of visud
sengtivity. Thedriver will receive an enlarged field of view without having to turn very far, so asto
compensate for decreased head and neck mobility. The speed of reaction of the driver will beimproved
using servo-mechanisms, just astoday the strength of adriver is augmented by power steering.

These aredl, relatively speaking, easy. They can be done today. Most older drivers aready wear
glasses. We smply replace them with gogglesthat present virtua redlity views of the surroundings. The
driver should hardly notice, except to remark how much clearer everything seems.

At the sametime, the car will do more thingsfor itself: monitoring engine temperatures, stresses, loads,
and driving conditions. Rather than presenting thisinformation in the " old-fashioned" way, through dids
and gauges, the car's computer will report only when something is outside the norma range.

More complex, and farther out in time, comes the involvement of the car's control systemsin real-time
decision making. Here, the automobile not only senses variables from the environment, it dsointerprets
the inputs, draws conclusions, and recommends actions (ACCIDENT FOUR MILES AHEAD,;
SUGGEST YOU LEAVE FREEWAY AND TAKE ALTERNATE ROUTE. SHALL | MAKE
ADJUSTMENT AND ESTIMATE NEW ARRIVAL TIME?). Or, in emergency, the car's computer will
initiate action without discussion. A human cannot react in lessthan atenth of a second. A computer can
react in amillisecond. The difference, at 60 milesan hour, isabout 10 feet—enough to matter.

These changes to the automobile are more than probabilities; | regard them as future certainties. My job,
and yours, isto be around long enough to enjoy them.

A.3. Making Mars.A hundred years ago, Marswasin the news. H.G. Wédls had just published his



nove, The War of the Worlds , and everyone seemed convinced that there must be life on the planet.
Agtronomers even thought they had seen through their telescopes great irrigation "cands," showing how
water was moved from poleto pole.

Today, Marsisahot topic again. Some scientists believe they have found evidence of ancient Marslife
in meteorites flung from there to Earth. Others say, forget the ancient past. Marsisthe place for lifein the
future —human life. Let's go there, explore, set up colonies, and one day transform Marsso that it is
right for people. Mars has as much land area as Earth; it could be a second home for humanity.

Sounds great. NASA ranks Mars high onthelist of its priorities. Can we make another planet where
humans can live, work, raise families, and have fun? How easy isit to change Mars o it ismore like our
own planet?

In aphrase, it's mighty tough. Mars has plenty of land. What it does not have are three thingswe dl take
for granted: air, water, and heat. Making Mars more like Earth—"terraforming" the planet—requiresthat
we provide dl three.

Heat should be the easy one. We can load the thin atmosphere of Marswith CFC's, "greenhouse gases'
currently in disfavor on Earth because they contribute to globa warming. Asthe temperature rises, solid
carbon dioxide held in the Mars polar ice caps will be released into the air, trapping more sunlight and
adding to the warming process. The Mars atmosphere, currently only about one percent as dense as
ours, will thicken. At the same time, the temperature will rise enough for water, held below the surface as
permafrog, to turn to liquid asit is brought to the surface. Recent estimates suggest enough water on
Marsto provide an ocean three hundred feet deep over the whole surface.

When the warming process is complete Marswill have heat, water, and air. Unfortunately, that air will

be mostly carbon dioxide. Humans and animals can't bresthe that—but growing plantsrely onit, taking it
in and giving out oxygen. The key to making bresthable air on Marsisthrough theimport of Earth plant
life, geneticaly engineered to match Mars conditions.

Now for the catch. If we started today, how long would it take to transform Marsto a place where
humans could survive on the surface? In the best of circumstances, assuming we use the best technology
availabletoday and make thisahigh-priority project, the job will take four or five thousand years.

That's as much time as has elgpsed since the building of the Egyptian pyramids. The technology available
to our far descendantsis likely to be as dien and incomprehensible to us as computers and genetic
engineering and space travel would have been to the ancient Egyptians. Maybe we ought to wait awhile
longer before we sart changing Mars.

A.4. Close cousins: How near areweto the great apes?A vist to the monkey house a the zooisa
sobering experience. We stare in through the bars. Looking right back at uswith wise, knowing eyesis
someone roughly our shape and size, standing like us on two feet, perhaps pointing at uswith fingers
much like our own and apparently laughing at us. He bears an uncanny resemblance to old Uncle Fred.
Maybe we should |ook twice to make sure who is on the right side of the bars.

It iseasy to believethat of al the creaturesin the anima kingdom, the chimps, gorillas, and orangutans
are nearer to humansthan any other. The question is, how close?

A generation ago, we could offer only limited answers. We were different species, because
inter-breeding wasimpossible. Asfor other similarities and differences, they had to be based on the
comparison of muscle and bone structure and generd anatomy.



Now we have new tools for the comparison of species. The complete genetic code that definesagorilla
iscontained inits DNA, agigantic long molecule organized into anumber of long strands called
chromosomes. Moreover, every cdll of agorilla(or ahuman) contains the DNA needed to describe the
complete animal. Given asingle cdll from achimp and acell from ahuman, we can take the DNA
strands and do a point-by-point comparison: the structure is the same here, different there. The extent to
which thetwo DNA samples are the same is a good measure of the closeness of the two species.

Thisanays's has been performed, and the results are breathtaking. Humans and chimps share more than
ninety-eight percent of their DNA. Each of usis, in an explicit and meaningful way, less than two percent
away from being achimp.

The same exercise, carried out with DNA from orangutans, shows that humans are rather less closaly
related to them. Aswe consider other animals, everything from a cheetah to aduck to awasp, wefind
that our intuitive idess are confirmed. The differences between our DNA and those of other crestures
steadily increases, as the species become more obvioudy "different” from usin form and function. DNA
anaysistells usthat we are more like every other mammal than we are like any bird, and we are more
like every bird than we are like any insect.

We can usethis and other information to estimate how long ago different species diverged from each
other. Humans and chimps have acommon ancestor which lived roughly five million years ago. Humans
and gorillas diverged at much the same time, as did chimps and gorillas from each other. We and the
orangutans parted ancestra company farther in the past, about twelve to fifteen million years ago.

Five million years may sound like along time, but there has been life on Earth for more than threeand a
hafbillion years. We and the great apes separated very recently on the biological time scale, and we
redlly are close cousins. It should be no surprise that we fed an odd sense of family recognition when we
meet them.

A.5. Breathing space. How many can Earth hold?Stuck in rush hour traffic on ahot day, you
sometimeswonder: Where did al these people come from?'Y ou may aso mutter to yoursdlf, Hey, it
wasn't like thiswhen | wasakid.

If you do say that, you'll beright. It wasn't. There are more people in the world today than ever before.
Next year therewill be more yet.

Here are some sobering numbers: At the time of the birth of Christ, the world popul ation was around
two hundred million. By 1800 that number had climbed to one billion. Two billion was reached about
1930; three billion in 1960; four billion in 1975; five billion in 1988. By 2000 the population topped six
billion.

Not only more and more, but faster and faster. People are living longer and the old equalizers, famine
and plague, seem largely under control. War remains, but the two great conflicts of the twentieth century
did little to dow the growth in population. It took a hundred and thirty yearsto add the second billion,
only twelve yearsto add the sixth. With any smple-minded projection for the next century apparently
zooming to infinity, we have to ask, how long can this go on? Also, where will al the new peoplefit ?
Not, we hope, on the commuter routes that we use.

A glance at a population map at first seems reassuring. Most of the world till looks empty. A second
glance, and you redize why. Of the Earth'stota land area, onefifth istoo cold to grow crops, another
fifth istoo dry, afifth istoo high, and another saventh hasinfertile soils. Only about aquarter of theland
isgood for farming. Empty areas of the planet are empty for good reason.



That can change, and isdready changing. Sunlight is available everywhere, regardless of how high or
cold the land. Plants are remarkably efficient factories for converting sunlight, water, and carbon dioxide
into food. By genetic engineering, we are producing new crop varieties with shorter growing seasons and
more tolerance of cold, drought and high sdlinity. In the future, it seems certain that areas of the globe
now empty will be ableto fill with high-yield food crops, and then with people.

According to projections, they will have to. Population estimates for the year 2050 range from eight to
twelve billion, for 2100 from ten to fifteen billion. Even these numbers are nowhere near the limit.
Provided that we can produce the food (and distribute it), the Earth can easily support as many as
twenty billion people—amost four times as many aswe have today.

The question you may ask, Sitting in your car on afreeway that has become one giant parking lot, isa
different one. Sure, if we struggle and squeeze, maybe we can handle four times the present population.
But do we want to? How many peopleisenough ?

A.6. Theinsdeview.Last week | had to go for aCAT scan of my abdomen. It was nothing specid,
more alossof dignity than anything dse. But it was il an indignity, sill uncomfortable, stillinvasive (1
had to swallow abarium milk shake that tasted like glue). M ost people hate the standard medical
routines. We don't like lying semi-naked on adab, or having blood taken, or the prospect of the
insertion of mechanica devicesinto veins, snuses, bronchid tubes, urethras, and other persond

apertures.

How might weimprove all this? Before we get to that, let'srecal the past—and things far worse than
anything that will happen to me next week.

Until ahundred years ago a doctor had few toolsto examine apatient'sinterior. A stethoscopeto listen
to body processes, athermometer to measure body temperature, a spatulato examine tongue and
throat, and that was about it. The rest of the diagnosisrelied on pal pation (fegling you), tapping, externa
symptoms such as ulcers and rashes, and the appearance of various waste products. If al thosefailed,
the dreaded next step could be "exploratory surgery,” with or without anesthetics.

And then, asthough by magic, in the last decade of the nineteenth century a device came aong that
could actudlysee insde a human body. True, the X-ray was better at viewing bones and hard tissue than
organs and soft tissue, but it was an enormous step forward.

The X-ray wasthefirst "modern” tool of diagnosis. Since then we have developed avariety of other
methods for taking an insde look: the CAT scan, the MRI, and ultrasonic imaging. They permit
three-dimensiona images of both hard and soft tissues. Used in combination with the injection of specia
materids, they allow the operation of particular organs or the flow of substances through the body to be
studied as they happen. The radioactive tracers used for this purpose are one undeniably positive fall-out
of the nuclear age.

Hand in hand with the images goes chemical diagnosis. Today, blood samples can provide adoctor with
information about everything from liver function to diabetes to urinary infection to rheumatoid arthritisto
AIDS o the presence of the particular bacterium (Helicobacter pylori) respongble for most ssomach
ulcers. Any tiny skin sampleis sufficient to permit aDNA andys's, which can in turn warn of the
presence of certain hereditary diseases and tendencies.

We have come along way in ahundred years. What about the next hundred?

Completely non-invasive diagnoss, with superior imaging tools and with chemicd teststhat can operate



without drawing blood, will become availablein the next generation. The chemical testswill use sdiva
and urine samples, or work through the skin without puncturing it. For the digestive system, we may
swallow apill-sized object, which will quietly and unobtrusively observe and report on the whole
dimentary cand asit passesaongit.

No more upper Gl exams, no more sigmoidoscopies. Our grandchildren will regard today'sinvasions
(drawing blood, taking bone marrow samples, or inserting objects into the body) the way we think of
operations without anesthetics: part of the bad old days of the barbarous past.

Or even the uncomfortable indignity of last week.

A.7. Attack of theKkiller topatoes. Geneticaly modified vegetables arein the news. Should you eat
these "genemods’ (GMs, in England) or should you avoid them at all costs?

Let'sback up abit. Y our wife may not likeit when you say that her brother isalouse. You explainto
her, that's not redlly an insult. At the most basic level, down where it matters, alouseis not thet different
from ahuman being.

How s0? Y our brother-in-law and the louse are made up of cells. So are you. In the middle of almost
every cdl isasmdler piece caled the cel nucleus. Insgde that, even smaller, arelong strings of materia
called chromosomes. It's your chromosomes that decide what you are like, while the louse's decide what
itislike.

When you examine ahuman or alouse chromosome in detail they look remarkably smilar. And it'snot
just the louse and your brother-in-law. It's everything you can think of, from snails to snakesto Susan
Sarandon. All our chromosomes are made of the same basic stuff; and that stuff iswhat makes each of
us, physicdly, what we are.

This suggests a neat idea. Suppose we have avariety of tomato that is very tasty and productive, but
auffers from tomato wilt. We also have awilt-resstant type of potato. Theimmunity iscarriedina
particular part of apotato chromosome (let'scal it a"gene"). If we could snip just that gene out, and
insert it into the tomato chromaosome, we might be able to create anew something—call it a"topato”—
that produces great tomatoes and doesn't suffer from wilt.

We are not quite that smart yet, athough with some foods we are well on the way. Do you believe you
have never eaten genetically modified foods? Then take alook at the boxes and containersin your
kitchen. Seeif they contain soy (most of them do). Today nearly haf of the US soybean cropisa
genetically engineered variety. Crops with genetic modification can have ahigher yield, or an extra
vitamin, or greater tolerance for weedkillers, bacteria, or saty soil. The variations are endless, and the
topato I'm describing isared possbility.

Should weworry about al this?1 think we should be careful. We are making things that never existed in
Nature. Maybe a"Frankenstein tomato” could have new properties that never occurred to uswhen we
weremaking it.

On the other hand, plant and animal breeders have been playing this game, through cross-breeding, for
thousands of years. There was no such thing as a nectarine or aloganberry before a human devel oped
them, but we eat them quite happily. Even if we hadn't made such things, nature has away of trying so
many different combinationsthat they might occur naturdly intime.

My only concernisthat we may be, asusud, in abit too much of ahurry. We are duplicating in afew



years a process that in nature would normally take millions; and we, unlike nature, have to explain our
mistakes.

A.8. Twinkle, twinkle?"It's not the things we don't know that causes the trouble, it's the thingswe
know that ain't 0." | love that quote and | wish I'd said it firgt, but Artemus Ward beat meto it by about
ahundred and fifty years.

Lessthan fifty years ago, one thing every astronomer "knew" wasthat there was alimit to what a
telescope could see when looking out into space. If you made atelescope's main lens or mirror bigger
and bigger, it would collect more and more light but the degree of detail of what you saw would not
increase. Thelimiting mirror or lensSzeisquite smdl, aout ten inches, and beyond that you will get a
brighter but not a sharper image.

The problem is nothing to do with the telescope's design or manufacture. The spoiler isthe Earth's
amosphere, which isin constant small-scale turbulence. The moving air distorts the path of thelight rays
traveling through it, so that instead of appearing as a steady, sharp image, the target seemsto bein small,
random motion. The nursery rhyme hasit right. When the target looks smdll, like adar, it will twinkle;
whenitislarger and more diffuse, like aplanet or gdaxy, fine detail will be blurred.

Twenty years ago that was the end of the story. If you wanted highly detailed images of objectsin space,
you had to place your telescope outside the Earth's atmosphere. That idealed to the orbiting Hubble
Space Telescope, whose wonderful images have gppeared on every TV channd and in every magazine.
The Hubble pictures are far more detailed than any obtained by atelescope down here on Earth, even
though the size of the Hubbl€s mirror, a 94 inches, is much smaler than the 200-inch mirror at Mount
Pdomar. The only road to detailed images of astronomical objects was surely the high road, through
telescopes placed in orhbit.

This"fact" turned out to be one of the things we know that ain't so. About fifteen years ago, asmall
group of scientistsworking on aquite different problem for the Strategic Defense Initiative ("Star Wars'
to most people) came up with the idea of aiming alaser beam upward and measuring the way that its
path was distorted in the atmosphere. Knowing what happened to the laser beam, the focus of the
observing telescope mirror could be continuoudy (and rapidly) changed, so asto compensate for the
changesin light path. The procedure, known as "adaptive optics," wastried. It worked, spectacularly
well. Today, ground-based telescopes are obtaining images of a crigpness and clarity that a generation
ago would have been considered impossible.

What else do we "know" that can't be done with ground-based tel escopes today? Well, the Earth's
atmosphere completely absorbslight of certain wavelengths. If we want to learn what is hgppening in
space a those wavel engths, we still need orbiting telescopes. | certainly believe that istrue. On the other
hand, it may be just one morething | know that ain't so.

A.9. Areyou a cybor g?At the turn of the millennium, | get asked one question over and over: What's
going to happen tous ? How will we change, as humans, when science and technology advance over the
years and the centuries?

The only honest answer is, | don't know; but I am willing to stick my neck out and make aprediction in
one specific area we will dl become, more and more, cyborgs.

A cyborg isahuman being, changed to improve or restore body functions by the addition or



replacement of man-made parts. Almost everyone reading thisis aready a cyborg in one or more ways.
Areyou wearing eyeglasses or contact lenses? Do you have denta fillings, or acrown on atooth? Are
you perhaps wearing ahearing aid, or apacemaker, or isone of your knee, hip, or shoulder joints
artificial? Has part of avein or artery been replaced by aplagtic tube?

If your answer to any of these questionsisyes, then you are part cyborg. Admittedly, these are cyborg
additions a the most primitive level, but we dready have the technology to make much more versatile
and radical changesto ourselves.

Let'sconsider afew of the easy ones. First, we can make an artificia eye lens containing miniature
motors, sensors, and atiny computer. The lenswill adapt, just like ahuman eye lens, to changesin light
levelsand in the distance of the object being viewed. Near-sghtedness, far-sightedness and astigmatism
will become higtory. Asthe human retinaages, or light levels become low, the lens can aso boost the
contrast of scenesto compensate. Everyone will have eyeslike a hawk, able to see with greet clarity,
and eyeslikeacat, ableto seewdl in near-dark. Last night, driving an unfamiliar winding road through
heavy snow, | would have given alot for apair of these future eye lenses.

Atfirgt, of course, such thingswill cost alot; millions of dollarsfor the prototypes. But, like hand
caculators or cameras, once they arein mass production priceswill fall dramaticaly. The main cost will
be the one-time ingtallation charge.

Suppose that your eyes are excellent, and you have no need for cyborg eyes. What about your hearing?
Today's hearing aids, despite the claims made for them, are rotten. They don't give directiond hearing,
and they can't separate what you want to hear from background noise. The next generation of hearing
adswill dso contain tiny computers. They will beinvisbly smdl, provide full stereo directiond hearing,
and boost selected sound frequencies as necessary. They too will be expensive at first, but
manufacturing costs will drop until they are chegp enough to throw away rather than repair.

Y our ears and eyes are in fine working shape, you say, so you don't need cyborg help? Very well. Here
are afew other third millennium optiona additions. Y ou choose any itemsthat appedl to you.

Peristalsis control, to provide perfectly regular bowe habits. A deep regulator, which can be set to
make you fall adeep or awake according to your own preferred schedule. A general metabolic rate
regulator, boosting or lowering body activity levelsto match the Situation (or theleve of apartner; we
probably al know couples who wage constant war over setting the thermostat). A blood flow controller,
solving any possible problems of maeimpotence. A voca cord monitor, which adjusts your rough shot
at anote 0 you sing exactly in tune. Built-in computer chips, to provide instant answversto arithmetic
andlogica questionsof dl kinds.

If thislist worries you, and you say, isn't there adanger that devices like thiswill sometimes be abused or
misused?| reply, can you think of any piece of technology that sometimesisn't?

A.10." You'vegot avirus." Sometimes| think that viruses were crested mainly to benefit the medica
profession.

Y ou're not feding well, and you go to see your doctor. After an examination and atest or two, she says,
"You'resck al right. You have aninfection. But it isn't abacterid infection, it'savira infection. So
therés no point in giving you antibiotics. Just go home and take it easy until you fed better.” Meaning,
"We're not quite sure what's wrong with you, but we do know we can't give you anything to cureit.”

Areviruses and bacteriaredly so different? On the face of it, they have alot in common. They exist in



large numbers everywhere, some forms serve as the agents for disease, and they aretoo small to be
seen without amicroscope. On closer ingpection, however, viruses are much more mysterious objects
than bacteria

First, though both aretiny, viruses are orders of magnitude smdler. The largest known bacteriumis
relatively huge, abloated object as big as the period at the end of this sentence. Bacteriaare complete
living organisms, which reproduce themsdves given only asupply of nutrients.

By contragt, avirusisatiny object, often less than a hundred-thousandth of aninch long. It isno more
than atiny piece of DNA or RNA, wrapped in aprotein coat, and it cannot reproduce at al unlessit can
find and enter another organism with its own reproducing mechanism. It is different enough from al other
lifeformsthat some biologists argue that viruses are not redly dive; certainly, they do not fit into any of
the known biologica kingdoms.

Theway inwhich avirusreproducesis highly ingenious. Firg, it must find and penetrate thewall of a
normal healthy cell, often with the aid of alittletail of protein that serves as akind of corkscrew or
hypodermic syringe. Onceinside, the virus takes over the cdll's own reproducing equipment. It uses that
equipment to make hundreds of thousands of copies of itself, until the chemica supplieswithin the cell
are used up. Then the call wall bursts open to release the viruses, which go on to repest the processin
another cdl. Viruses are, and must be, parasitic on other life forms. They are the ultimate Man Who
Cameto Dinner, who does not leave until he has eaten everything in the house, and also killed hishost.

This explanation of what avirusis and does leadsto abigger mystery: Snceavirustotally depends for
its reproduction on the availability of other living organisms, how did viruses ever arisein thefirgt place?

Today's biology has no complete answer to this question. However, it seemsto methat the only
plausible explanation is that viruses were once complete organisms, probably bacteriawith their own
reproducing mechanisms. They found it advantageous to invade other cells, perhgpsto rob them of
nutrients. Astime went on, the virusfound thet it could get by with lessand less of itsown cdlular
factories, and could more and more use the facilities of itshogt. Little by little the virus dispensed with its
cdl wal and its nutrient-producing facilities, and findly retained only the barest necessities needed to
copy itsaf. What we see today isthe result of along process of evolution, which could perhaps more
appropriately be called devolution. The end result is one of nature's most perfect creations, reproduction
reduced to its absolute minimum.

The virusisalean, mean copying machine. It may be acomfort to remember this, the next time that you
arelaid low by what your doctor describes asavira infection. And we can take greater comfort from
the fact that, as our understanding increases, twenty years from now we should have "vird antibiotics' to
tackle viruses and have us back on our feet within 24 hours.

A.11. Accelerating univer se.For the past year the astronomers of the world have been in a state of
high excitement. Observations of supernovas—exploding stars—hillions of light-years awvay suggest a
surprising result: the universe, which since the 1920s has been known to be expanding, is not smply
expanding; it'saccelerating . Distant galaxies are not only receding from us, they areflying away faster
and faster.

Since these events are taking place at distances so greet as to be dmost unimaginable, the natural
reaction to the new observations might well be, so what? How can things so remote have any possible
relevance to human affairs here on Earth?

To answer that question, we need to explain why it isso surprising for far-off galaxiesto be moving



away increasingly fast. The place to start iswith the"standard modd” of the universe, the menta picture
of the cosmosthat scientists have been developing and testing for the past seventy years. According to
that model, our universe began somewhere between twelve and twenty billion yearsago, ina"Big Bang'
that sent dl parts of that origina tightly-compressed universe rushing away from each other. We haveto
point out that it is not that other parts of the universe are recedingfrom us , which would imply we arein
some specia position. All parts are running away from each other. And thefirst evidence of this
expansion was provided in 1929 by Edwin Hubble, after whom the Hubble Space Telescopeis named.
All observations since then confirm hisresult.

Will the expansion continue forever, or it will it stop a some future time? That question proved difficult
to answer. Theforce of gravity operates on every galaxy, no matter how far away, and it actsto pull
them al closer together. Given enough materia in the universe, the expanson might one day dow down
and even reverse, with everything falling back together to end in a"Big Crunch." Or, with less density of
materid, the expansion might go on forever, with the force of gravity gradualy dowing the expansion
rate. But in either case, gravity can only serveto pull thingstogether. It can'tpush ; and a push iswhat
you need in order to explain how the expansion of the universe can possibly be accderating.

Where could such a push—arepulsive force between the gal axies—possibly come from? The only
possible source, according to today's science, arises from spaceitsdlf. There must be a™vacuum
energy,” present even in empty space, and providing an expansion force powerful enough to overcome
the attraction of gravity. Theideaof such asource of force wasintroduced by Eingtein over eighty years
ago, asaso-cdled "cosmologica congtant.” Eingtein used this congtant to explain why the universe did
not expand (this was before Hubble's observations showing that it did) and Eingtein called hisfailureto
imagine an expanding universe the biggest blunder of hislife. Until recently, most cosmologists preferred
to assume that the value of the cosmological congtant was zero, which meant there was no repulsive
force associated with space itsdlf.

The new observations of an acceerating universeimply that thisis no longer an option. The cosmologica
congtant can't be equa to zero if spaceitself isto bethe origin of arepulsive force more than strong
enough to balance gravitationd attraction.

And now for theso what? : Can such esoteric idess, originating so far away, have any rlevanceto
everyday life?

| can't really answer that. But | will point out that the proposed vacuum energy is present here on Earth,
aswdl asin remote locations. And notions equaly abstract, published by Eingtein in 1905 and
concerning the nature of space and time, led very directly to atomic energy and the atomic bomb. That
development took |essthan forty years. If history isany guide, many of us might liveto see practica
consequences of anon-zero cosmologica congtant.

A.12. Nothing but blue skies. . .Let me describe acondition: it isaphysca disability thet affects
more than twenty million Americans; it isusualy congenital, and dmost dwaysincurable; itisat best a
nuisance, and itisat worgt life-threatening.

Y ou might think that such an allment would be amgjor item on the agenda of the Nationa Ingtitutes of
Hedlth, perhaps even the subject of a Presidentia Commission to seek urgent action.

No such thing. The condition | have described is color blindness. It isstrongly sex-linked. Onemanin
every twelve suffersfrom it to some extent, compared with only one woman in two hundred. And the
whole subject enjoyslittle attention.



Part of the reason for our lack of emphasison color blindnessisitsinvighility. Y ou can't tell that aman
has such adisability, though his choice of shirt and matching tie may be abit of agiveaway. Infact, you
may suffer some form of it yourself and become aware of that fact only in specid circumstances. In my
own case | have difficulty distinguishing blues and greens, but | only natice it when playing "Trivid
Pursuit”; then | am never sureif | have ablue or agreen question coming.

A more common—and a more dangerous—form cannot distinguish red from green. John Ddton, the
chemigt, acolorblind person and one of thefirst people to write about it, reported that "blood lookslike
bottle-green and alaurd leaf isagood match for sealing wax." In more modern times, sufferersare
forced to distinguish the condition of traffic lights by their verticd placement, and they areat risk in
Stuationswhereared "Stop” light or agreen " Go" light offers no other information to back it up.

The problem originatesin the reting, at the back of our eyes. The retina contains two different kinds of
light-sengitive objects, each microscopic in Sze. Theretina rods do not perceive color at al, and they are
most useful at low light levels. Thereting cones are responsible for al color vison, but they need ahigher
light level before they become senditive. Recall that, on amoonlit walk, your surroundings are rendered
only in black and white.

In aperson with norma vision, the Sgnas generated by the cones and transmitted by nerve cellsto the
brain permit al color to be distinguished. If you are color blind, however, certain colorswill produce the
same sgnds as each other. Green and red may be confused, or pale green and yellow, or, in my case,
certain greensand blues.

Unlike some other conditions, color blindness has few compensating advantages. In amilitary Stuation, a
color blind person may detect camouflage which fools ordinary eyes, but in generd, color blindnessis
nothing but a nuisance. So can we do anything about it?

As| sad a the beginning, this disability isusudly incurable. It can, however, often be aleviated by the
use of gpecia eyeglasses. These contain filters that modify the light passing through them, in such away
that they convert different colors to combinations that the wearer can perceive.

That'stoday, and even if impressiveit's pretty crude. Twenty years from now wewill be able to go much
farther, with persondized "false color* eyeglasses. These will employ sensors and displaysthat transform
any light faling on them into color regions for which the wearer'sretinais able to generate distinguishable
sgnds

Y ou might argue that a person with such eyeglassesis ill color blind, because his perception of blue,
green, or red will be different from yours. If you make thispoint, | will ask the question: how do you
know that what you perceive when you see colorsisat al the same as other peopl€'s?

A.13. Thinking small. The launch of aspace shuttleisan impressve event. It isimpressvely hig,
impressively noisy, and impressvely expensive. During thefirst few minutes of ascent, energy isused a a
rate enough to power the whole United States. Most of uslove fireworks, and | have never met anyone
who did not enjoy watching this fireworks display on the grandest scale.

On the other hand, isthis anecessary display of size and power? We arein the habit of thinking that
sending something into space requires avast and powerful rocket, but could we be wrong?

We could, and we are. Most of our preconceived ideas about rocket launches go back to the early days
of the " space race" between the United States and the Soviet Union, and in the 1950s and 1960s the
name of the game was placing humansinto orbit. There were good psychologica and practicd reasons



for wanting to send astronauts and cosmonauts. Fird, the public isawaysfar more interested in men
than in machines; and second, the computers of the early days of the space program were big, primitive
and limited in what they could do. People, by contrast, possessed—and possess—far more versdtility
than any computer, and can perform an endless variety of tasks.

On the other hand, people come in more-or-less standard sizes. They aso need to eat, drink and
breathe. Once you decide that humans are necessary in space, you have no dternative to big rockets,
but today's applications satellites, for communications, wegther observation, and resource mapping,
neither need nor want a human presence.

As computers become smarter and more powerful, they are dso shrinking in size and weight. The
persona computer in your hometoday isfaster and has far more storage than anything in the Apollo
program spacecraft. Other electronics, for observing instruments and for returning data to the ground, is
becoming micro-miniaturized. Payloads can weigh less. So how big—or how smal—can auseful rocket
be?

We arein the process of finding out. Miniature thrust chambers for rocket engines have aready been
built, each one smdler and lighter than adime. A group of about ahundred of these should be ableto
launch into orbit something about the size of a Coke can. That's more than big enough to house a
powerful computer, plusan array of instruments. One of these"microsats’ could well become an earth
resources or westher observing station.

We are at the very beginning of thinking smal in space. How small might we go? Since our experience
with space vehiclesislimited, let usdraw an andogy with aircraft. Today's aircraft, like today's
Spacecraft, are designed to carry people. Suppose, however, that we just want aflying machine that can
carry asmdl payload (maybe afew grams, enough for apowerful computer). How small and light can it
be? We don't have afina answer to that question, athough today ajet enginethe size of ashirt button is
being built at MIT. However, Nature provides us with an upper limit on size. Swallows, weighing just a
few ounces, every year migrate thousands of miles without refueling. We should be ableto do at least
thiswell.

And if you want to think redly smdl, look at what the swallows egt: flying insects, each with itsown
on-board navigation and observing instruments. Imagine a swarm of space midges, al launched ona
rocket no bigger than awaste paper basket, each one observing the Earth or the sky and returning their
coordinated observations back to the ground. Imagination could become redlity in lessthan haf a
century.

A.14. New mapsfor old.Map-making in ancient timeswas not ajob for the faint-hearted.

Even without the early worries of going too far and sailing off the edge of the world, anyoneinterested in
determining the positions of land masses and shore lines had to face the dangers of reefs, shods, storms
at sea, scurvy, shipwreck, and starvation. Perhaps even worse were the hostile natives met along the
way, who killed, among others, the famous explorers Ferdinand Magellan and Captain James Cook.

Mapping the interior of a country wasjust asdifficult. The hardy surveyor had to face deserts, glaciers,
avaanches, impassable rivers, infectious diseases, dangerous animals, and gtill more hostile natives.

And yet maps were early recognized as vitdly important. Within settled countries they were needed to
define property ownership, set taxes, measure land use, and establish nationa boundaries. Farther afield,
the lack of good maps and accurate knowledge of position led to countless shipwrecks. In 1707, an
English fleet commanded by the splendidly-named Sir Cloudedey Shovel made an error in navigation,



ran ashore on the Scilly 1deswhich they thought were many miles avay, and lost more than two
thousand sallors.

Why was map-making so hard? It sounds easy. All you need to define a point on the surface of the
Earth uniquely are three numbers: latitude, longitude, and height above some reference surface (usudly
searlevel). Measure afew thousand or tens of thousands of such points, and you have an accurate map
of the Earth.

Unfortunately, it was difficult verging on impossible to determine absolute locations. Thefdl-back
position was to measurer el ative locations. Starting with abaseline afew mileslong, adistant point was
identified, and accurate angles from each end of the basdline were measured. This dlowed the other two
sdesof the triangle to be cal culated; from these as new basdlines, new angle measurements led to more
triangles, which led to till moretriangles, until finally the whole country or region was covered by a
network. In practice, because there could be smal errorsin each measurement, all the angles and lengths
in the network were adjusted together to produce the most consistent resullt.

What we describe sounds straightforward, but the amount of measurement and computationin alarge
mapping survey was huge. The caculations were, of course, al done by hand. A survey of thistype
could take years, or even decades. There was aso no substitute for going out and making ground
measurements. Even fifty years ago, it was possible for aleading expert on mapsto declare, with perfect
confidence, "thereis only one way to compile an accurate map of theearth . . . and that isto go into the
fidldand survey it."

Today, that is not the case at al. The new generation of map-makers sit in their offices, while far above
them, satelliteslook down on the Earth and send back a continuous stream of images reveding details as
small asafew feet across. In perennidly cloudy regions, spaceborne radar systems see through to the
ground below. The location of theimagesis known fairly well, but not accurately enough to make good
maps. However, the images can be cross-referenced, by identifying common ground features on
neighboring and overlapping images. Also, the position of selected points on the ground can be found
absolutely, to within afew tens of meters, using another satellite system known as GPS (the Global
Pogtioning System).

Findly, dl theimage dataand al the cross-reference data can be adjusted s multaneoudy, in acomputer
caculation of asizethat would have made dl early map-makers blench. Theresult isnot just amap of
the Earth—it isanaccurate map and arecent map, in which a date can be assigned to any observed
feature.

Asthe peopleinvolved inthiswill tell you, it isstill hard work—~but it sure begts cannibals and
shipwrecks.

A.15. The earshaveit.| am one of those unfortunate people who have trouble singing the

" Star-Spangled Banner.” It's not that | don't know the tune, it's that my useful voca rangeis only about
one octave. The National Anthem spans an octave and ahalf. No matter where | start with "Oh say can
you see" by thetime | get to "the rockets red glare” | sound like awolf baying at the moon.

| comfort myself with the thought that humans are primarily visud animas. Eighty percent, maybe even
ninety percent, of the information that we receive about the world comesto us as visua inputs. Bats, by
comparison, depend mainly on sound, "seeing” the world by echolocation of reflected sound sgnals that
they themselves generate. And asfor the other senses, any dog owner will tell you that an object without
asmdl counts aslittle or nothing in the canine world.



Being human, we have atendency to argue for the superiority of "our" primary way of perceiving the
world. After al, we have stereoscopic, high-definition, full color vison, and that's arare ability in the
anima kingdom. But would an intelligent bat agree with us, or would it be able to make agood case for
its own superior form of perception?

Let'scompare sound and light. They may seem totaly different, but they have many smilarities. Both
travel aswave forms, and both can be resolved into waves of different single frequencies (colors, inthe
case of light). The note that we hear as middle C has awavelength of alittle more than four fest,
whereas what we see asthe color yelow has awavelength of only one twenty-millionth of that. Also,
sound waves need something—air, water, metal—to trave through, while light wavestravel perfectly
well through avacuum. No bat can ever see the stars. However, | would argue that these are
unimportant differences. We have equipment that can readily trandate soundsto light, or convert
different colored light to sounds.

Our intdlligent batswould agree with dl of this; but what they would point out, quite correctly, isthat our
visua senseslackrange . We can hear, with no difficulty, soundsthat go al the way from thirty cyclesa
second, the lowest note on abig pipe organ, to fifteen thousand cycles a second, beyond the highest
note of the piccolo. That isaspan of nine octaves (an octaveisjust the doubling of the frequency of a
note). Compare thiswith our eyesight. The longest wavelength of visblelight (dark red) isnot quite
twice the wavel ength of the shortest light that our eyes can detect (violet). The range of what we can see
islessthan one octave. If wewereto convert "The Star-Spangled Banner” to equivaent light, not a
person on earth would be able to see the whole thing.

Why can we observe such alimited range of wavelengths, while hearing over avastly grester one?Itisa
smple matter of the economy of nature. Our eyes have adapted over hundreds of millions of yearsto be
sengtivein just the wave ength region where the sun produces its maximum illumination. The amount of
radiation coming from the sun fals off rapidly in the infrared, at wavelengthslonger than what we can

see, while waves much shorter than violet are absorbed strongly by the atmosphere (lucky for us, or we
would fry).

Of course, being the inventive monkeys that we are, humans have found ways around the natura
limitations of our eyes. Today we have equipment that provides pictures using everything from ultra-short
X-raysto mile-long radio waves. We roam the universe, from the farthest reaches of spaceto theinsdes
of our own bodies. With the help of our instruments, we can observe not just nine or ten octaves, but
more than forty. Let's see the bats match that one.

A.16. Memories ar e made of—what?Over the years | have met many peoplein many professons.
actors, writers, biologists, computer pioneers, artists, astronomers, composers, even atrio of Nobel
Prize winnersin physics. They had numerous and diverse skills. What none of them had was agood
memory. Or rather, what none of them wouldadmit to was agood memory. Their emphasswasthe
other way round: how hard it wasto recall people'sfaces, or names, or birthdays, or travel directions.

History records examples of people with prodigious memories. Mozart, at thirteen, went to the Sitine
Chapel in Rometo hear afamousMiserere by Allegri, then wrote out the whole work. The
mathematician, Gauss, did not need to look up vauesin logarithm tables, because he knew those tables
by heart. And Thomas Babington, Lord Macaulay, seemed to have read so much and remembered it so
exactly that one of his exasperated colleagues, Lord Mebourne, said, "'l wish | was as cocksure of
anything as Tom Macaulay isof everything."”

Totherest of us, hard-pressed to remember our own sister's phone number, such monster memories



seem dmost inhuman. My bet, however, isthat even these people would, if asked, complain of their
poor memories and emphasi ze what they forgot. And each of us, without ever thinking about it, has
enormous amounts of learned information stored away in our brain.

| say "learned information,” because some of what we know ishard-wired , and we cal that ingtinct. We
don't learn to suck, to crawl, or to walk by committing actions to memory, and we normaly reserve the
word "memorize" to things that we learn about the world through observation and experience. | am going
to stick with this distinction between ingtinct and memory, though sometimes the borderline becomes
blurred. We don't remember learning to talk, but we accept that it relies on memory because otherstell
uswedid (though thereis good evidence that theability to acquire language is hard-wired). And most of
uswould not say that riding a bicycle depends on memory, athough clearly thisisalearned and not an
inborn activity.

| want to concentrate on factua information that is definitely learned, stored, and recdled, and ask two
smple questions: Whereisit stored, and how isit stored?

The easy part fird: information is stored in the brain. But when we askwhere in the brain, and ask for the
form of storage, we run a onceinto problems. The tempting answer, that a piece of dataisstoredina
sngle definite location, asit would bein acomputer, provesto be wrong. Although many people believe
that the brain ultimately operates like a computer—a " computer made of meat" —in this case the analogy
ismore mideading than helpful.

Much of what we know about memory comesfrom the study of unfortunate individuaswith brains
damaged by accident or disease. Thisishardly surprising, Since volunteersfor brain experiments are
hard to come by (as Woody Allen remarked, "Not my brain. It's my second favorite organ."). Studies of
abnorma brains can be mideading, but they show unambiguoudy that a human memory doesnot Stina
single defined place. Rather, each memory seemsto be stored in a distributed form, scattered somehow
in bitsand pieces at many different physical locations. Although ultimately the information must be stored
in the brain's neurons (we know of nowhere e se that itcould be stored), we do not yet understand the
mechanism. Some unknown process hears the question, "Who delivered the Gettysburg address?', goes
off into theinterior of the brain, finds and assemblesinformation, and returns the answer (or occasionaly,
and frudratingly, falsto return the answer): "Abraham Lincoln.”

And it doesthejobfast . The brain contains a hundred billion neurons, but the whole process, from
hearing the question to retrieving and speaking the answer, takes only afraction of asecond.

We may not be Mozart, but each of us possesses an incredible ability to store and recdl information.
And are we impressed by this? Not at al. Instead of being pleased by such a colossal capability, we are
like the celebrated Mr. X, dways complaining about his Seve-like memory.

| would give Mr. X's name, but a the moment | cannot quiterecall it.

A.17. In defense of Chicken Little.Chicken Little wasn't completely wrong. Some of the sky does
fdl, some of thetime. When a grit-sized particle traveling a& many miles asecond streaks into the Earth's
amaosphere and burns up from friction with the air before reaching the ground, we cdl it a shooting star
or ameteor. Some of us make awish on it. Wethink of meteors as harmless and beautiful, especialy
when they comein large groups and provide spectacular displays such as the Leonid and Perseid meteor
showers.

Meteors, however, have big brothers. These exist in all sizesfrom pebblesto basketbalsto
gpace-traveling mountains. If the speeding rock islarge enough, it can remain intact dl the way to the



ground and it isthen known as ameteorite. The redity of meteoriteswas denied for along time—
Thomas Jefferson said, "1 could more easily believe that two Y ankee professors would lie than that
soneswould fal from heaven"—but today the evidenceis beyond dispute.

If one of these faling rocksis big enough, its great speed givesit avast amount of energy, dl of whichis
released on impact with the Earth. Even amodest-sized meteorite, twenty meters across, can do as
much damage as a one-megaton hydrogen bomb. This sounds darming, so let us ask three questions.
How many rocksthissize or larger areflying around in orbitsthat could bring them into collison with the
Earth? How often can impact by arock of any particular size be expected? And how does damage
done vary with the Sze of the meteorite?

Direct evidence of past impactswith Earth isavailable only for large meteorites. For smal ones, naturd
weathering by wind, air, and water erasesthe evidencein afew years or centuries. However, we know
that ameteorite, maybe two hundred meters across, hit aremote region of Siberiacaled Tunguska, on
June 30, 1908. It flattened a thousand square kilometers of forest and put enough dust into the
atmosphere to provide colorful sunsets half a continent away. About 20,000 years ago, amuch bigger
impact created Meteor Crater in Arizona, more than akilometer across. And 65 million yearsago, a
monster meteorite, maybe ten kilometers across, struck in the Gulf of Mexico. It caused globa effects
on wesether, and is believed to have led to the demise of the dinosaurs and the largest land reptiles.

The danger of impact isreal, and beyond argument. But isit big enough for usto worry about? After dl,
gaxty-five million yearsis an awfully long time. How do we make an estimate of impact frequency?

The answer may seem odd: we look at the Moon. The Moon is closeto usin space, and hit by roughly
the same meteorite mix. However, the Moon is airless, waterless, and dmost unchanging, so the history
of impacts there can be discovered by counting craters of different szes. Combining thiswith other
evidence about the genera size of objectsin orbitslikely to collide with Earth, we can calculate numbers
for frequency and energy release. They are not totally accurate, but they are probably off by no more
than afactor of three or four.

| will summarize the results by size of body, and trandate that to the equivalent energy released as
number of megatons of H-bombs. About once acentury, a"small" space boulder about five meters
acrosswill hit usand produce amatching "smal" energy equd to that released by the Hiroshima atomic
bomb. It will probably burn up in the atmosphere and never reach the ground, but the energy release will
be no less. Once every two thousand years, on average, we will get hit by atwenty-meter boulder, with
effectsalittle bigger than a one-megaton H-bomb. Every two million years, afive-hundred-meter giant
will arrive, ddlivering as much energy asafull-scae nuclear war.

| found these numbers disturbing, so afew yearsago | sent them to the late Gene Shoemaker, an expert
on the bombardment of Earth by rocks from space. He replied, not reassuringly, that he thought my
numbers were in the right balpark, but too optimistic. Wewill be hit rather more often than | have said.

Evenif | were exactly right, that leaves plenty of room for worry. Being hit "on average" every 100,000
yearsisal very wel, but that's just astatistical statement. A big impact could happen any time. If one
did, we would have no way to predict it, or—despite what recent movies would have you beieve—
prevent it.

A.18. Language problems and the Theory of Everything.A couple of weeksago | received aletter
in Spanish. | don't know Spanish. | was staring at the text, trying and failing to make sense of it by using
my primitive French, when my teenage daughter wandered by. She picked up my letter and cockily gave



meaquick trandation.

| was both pleased and annoyed—aren't | supposed to know more than my children?—»but the
experience started me thinking: about language, and the importance of the right language if you want to
do sciencein generd, and physicsin particular.

Of course, every science hasits own specia vocabulary, but so does every other subject you careto
mention. Partly it'sfor convenience, though sometimes | suspect it'saform of job security. Phraseslike
"dilliciderights," "otitismycotica," and "demultiplexer” dl have perfectly good English equivaents, but
they aso serveto sort out the insiders from the outsiders.

One subject, though, is more like an entire language than a specia vocabulary, and we lack good English
equivdentsfor dmost dl its Sgnificant atements. | am referring to mathematics; and, likeit or not,
modern physi cs depends so heavily on mathemeatics that non-mathematical versions of the subject mean
very little. To work in physicstoday, you have to know the language of mathemeatics, and the
appropriate math vocabulary and methods must aready exist.

Ontheface of it, you might think thiswould make physics an impossibly difficult subject. What happens
if you are studying some aspect of the universe, and the piece of mathematical language that you need for
its description has not yet been invented? In that case you will be out of luck. But oddly—amost
uncannily—throughout history, the mathematics had aready been discovered before it was needed in

physics.

For example, in the seventeenth century Kepler wanted to show that planets revolved around the Sun
not in perfect circles, but in other more complex geometrica figures. No problem. The Greeks, fifteen
hundred years earlier, had proved hundreds of results about conic sections, including everything Kepler
needed to know about the dlipsesin which planets move. Two hundred years later, Maxwell wanted to
trandate Michael Faraday's experimentsinto aformal theory. The necessary mathematics, of partia
differentia equations, was sitting there waiting for him. And, to give one more example, when Eingein's
theory of genera relativity needed a precise way to describe the properties of curved space, the right
mathemati cs had been created by Riemann and others and was aready in the text books.

Of course, there can be no guarantee that the mathematica tools and language you want will be there
when you need it. And that brings me to the centra point of this column. One of the hottest subjectsin
physicstoday isthe " Theory Of Everything,” or TOE. The"Everything” promised hereis highly limited. It
won't tell you how aflower grows, or explain the IRStax codes. But a TOE, if successful, will pull
together all the known basic forces of physicsinto one integrated set of equations.

Now for thetricky bit. The most promising effortsto creste a TOE involve something known as string
theory, and they call for a description of space and time far more complicated than the
height-width-length-time we find adequate for most purposes. The associated mathematicsisfiendishly
difficult, and is not just Sitting in the reference books waiting to be applied. New tools are being created,
by the same people doing the physics, and it is quite likely that these will prove inadequate. The answers
may just haveto wait, until, ten or fifty years from now, the right mathematical language has been
evolved and can be applied.

It's one of my minor persond nightmares. Mathematics, more than dmost any other subject, isagame
played best by the young. Suppose that, five or fifteen years from now, we have a TOE that explains
everything from quarksto quasarsin asingle consstent set of equations. It will, dmost certainly, require
for its understanding some new mathematical language. By that time | may just betoo old or setin my
way's ever to learn what's needed.



It'sadisma progpect. Y ou wait your whole lifefor something, and then when it findly comes aong you
find you can't understand it.

A.19. Felow travelers.My mother grew up in ahousehold with nine children and little money. Not
much was wasted. Drop a piece of food on the floor and you picked it up, dusted it off, and ateit. This
doesn't seem to have done my mother much harm, since sheis gtill around at ninety-seven. Her
philosophy toward food and life can be summed up in her comment, ™Y ou eat a peck of dirt before you
die"

Contrast thiswith thetelevision claim | heard a couple of weeks ago: "Use this product regularly, and
you will rid yourself and your house completely of germs and pests.™

Theterm "pest” was not described. It probably didn't include your children's friends. But whatever the
definition, the advertisers are kidding themsdlves and the public by making such extravagant clams. Y our
house, and you yoursdlf, are svarming with smal organisms, whose entry to either place was not invited
but whose banishing isatotal impossibility.

| have nothing againgt cleanliness, and certainly no one wants to encourage the presence in your home of
the micro-organismsthat cause cholera, malaria, bubonic plague, and other infectious diseases. Such
dangers are, however, very much in the minority. Fatal diseases are dso the failures among the
household invaders. What's the point of invading acountry, if the invasion makes the land uninhabitable?
In our case, that amounts to the organism infecting and killing its host. Successful invaders don't kill you,
or even make you sick. The most successful ones become so important to you that you could not live
without them.

Biologists set up ahierarchy of three types of relationship between living organisms. When one organism
does nothing but harm to its hogt, that's calledparasitism . In our case, thisincludesthings like ringworm,
pinworms, athlete's foat, ticks, and fleas. All these have becomerarer in today's civilized nations, but
mogt parents with children in el ementary school have heard the dread words "head lice," and have
probably dedlt with &t least one encounter.

Parasites we can do without. Thisincludes everything from the influenzavirus, far too smal to see, tothe
tapeworm that can grow to twenty feet and more inside your smal intestine.

Much more common, however, are the creatures that live on and in us and do neither harm nor good.
Thistype of relationship isknown to biologists ascommensalism . We provide a comfortable home for
tiny mitesthat live in our eyelashes, to othersthat dine upon cast-off skin fragments, and to awide
variety of bacteria We are unaware of their presence, and we would have greet difficulty ridding
oursalves of them. It might even be abad idea, since we can't be sure that they do not serve some useful
function.

And then thereissymbiosis , where we and our fellow-traveling organisms are positively good for each
other. What would happen if you could rid yoursdlf of al organismsthat do not possess the human
genetic code?

The answer issmple. Y ou would die, ingtantly. In every cdl of your body aretiny objectscaled
mitochondria They areresponsiblefor al energy generation, and they are absolutely essentia to your
continued existence. But they have their own genetic material and they reproduce independently of
normal cell reproduction. They are believed to be bacteria, once separate organisms, that long ago
entered a symbiotic relationship with humans (and aso with every other anima on earth).



If the absence of mitochondriadidn't kill you in a heartbeat, you would still diein days. We depend on
symbiotic bacteriato help digest our food. Without them, the digestive system would not function and
we would starve to desth.

"Wearenot alone." More and more, we redize the truth of that statement. We are covered on the
outside and riddled on the ingde by hundreds of different kinds of living organisms, and we do not yet
understand the way that we all relate to each other. For each, we haveto ask, isthis parasitism,
commensdism, or symbiogs?

Sometimes, the answers are surprising. Twenty years ago, gastric ulcers were blamed on diet or stress.
Today, we know that the main causeis the presence in the ssomach of a particular bacterium known as
Helicobacter pylori . Another organism,Chlamydia , isasuspect for coronary disease and hardening
of the arteries. A variety of auto-immune diseases may be related to bacteria action.

All these facts encourage anew approach for biologists and physicians: The best way to study humansis
not as some pure and isolated life form; rather, each of us should be regarded as a " superorganism.” The
life-cycles and reproductive patterns of usand al our fellow travellers should be regarded as one big
interacting system.

Disgusting, to be lumped in with fleas and mites and digestive bacteria, as asngle composite object?|
don't think so. In away it'sa comforting thought. We are not alone, and we never will be.

A.20. How do we know what we know?At the moment there is a huge argument going on about the
cause of AIDS. Most peoplein this country—but by no means al—believe that the disease is caused by
avirusknown as HIV, the Human Immunodeficiency Virus. In Africa, however, heads of governments
have flatly stated that they don't accept this. They blame avariety of other factors, from diet to climate to

genetic disposition.
The available scientific evidence ought to be the samefor everyone. So how can there be such vast
differencesin what people believe?

Part of the reason iswhat we might call the "Clever Hans' effect. Clever Hanswas ahorsewho lived in
Germany early in the twentieth century, and he seemed to be smarter than many of the humans around
him. He could answer arithmetic problems by tapping out the correct answers with afore-hoof, and give
yes or no answersto other questions—Is London the capita of France?—by shaking or nodding his
head, just like ahuman.

His owner, arespected Berliner named Wilhelm von Osten, was as astonished as anyone by Clever
Hans abilities. There seemed no way that he would commit fraud, particularly since Clever Hans could
often provide correct answers when von Osten was out of the room, or even in adifferent town. The
Prussian Academy of Sciences sent an investigating committee, and they too were at first amazed by the
horse's powers. True, there were inconsstenciesin the level of performance, but those could often be
explained away.

Finally, dmost reluctantly, the truth was discovered. Clever Hans could not do arithmetic, and did not
know geography and history. He was responding to the body language of the audience. Most observers,
including members of the investigating committee, wanted Hans to get the right answers. So they would
inginctively tense at the question, and relax when Hans gave the right answer. The body movements
were very subtle, but not too subtle for Hans. He redlly was clever—clever a reading non-verbal cues
from the humans around him.



We are no different from the groups who met Clever Hans. We al want certain answersto be true.
Given amass of evidence, we tend to notice the facts that agree with our preferences, while explaining
away the inconvenient onesthat would tell us otherwise. And AIDS is a disease so complex and so
widespread that you can find what appear to be exceptionsto any genera rules about its cause, spread,
or inevitable effects.

That, however, isonly hdf the story. The other reason there can be such intense arguments about AIDS
aopliesequdly well to hdf the things—or maybe today it's ninety-nine percent of the things—in our lives.
We have actual experiencein certain areas. boiling water hurts; you can jump off aten-foot ladder but
you can't jump back up; the moon will be full about once amonth; it's colder in winter than in summer;
coffee with st instead of sugar tastesterrible.

But there are amillion other thingsin everyday life for which we have no direct experience and
explanation. Can you tell me how adigital watch works? Why is atetanus shot effective for ten years,
while even with an annua flu shot you are il likely to get the flu? What does that computer of yoursdo
when you switch it on? How does e-mail from your computer travel across the country to afriend on the
opposite coadt, or hafway around the world? Just what is plastic, and how is it made? How does your
refrigerator work? When you flip alight switch, where does the e ectricity comefrom?It'snot like
turning on afaucet, where we know that somewhere ahuge reservoir of water Stswaiting to be tapped.
So how come the eectricity isthere just when you need it?

| can give answersto these, in ahand-waving sort of fashion, but if | want any sort of details| haveto go
and ask questions of specialissswhom | trust. And most of the questionsthat I've just asked are not

new, or even closeto new. Therefrigerator was patented in 1834. Thefirst plastics, like our eectricity
supply, go back to the beginning of the twentieth century.

Good answers are available to every one of my questions, dl we haveto do is seek them out. But what
about the newer areas of research, for which AIDS forms afine example€? When the experts themsalves
are dtill groping their way toward understanding, and still disagreeing with each other, what chance do
the rest of us have?

Not much, provided that we insst on direct evidence. Every one of us must decide for ourselveswho
and what to believe. We, like the audience of Clever Hans, are going to believe what we want to believe
until evidenceto the contrary becomes awfully strong.

And maybe even after that. We, as ornery humans, tend to go on believing what we prefer to believe.

A.21. Wherearethey?Our "locd" gaaxy contains about a hundred billion stars. We see only afew
thousand of the closest as actud points of light, though millions of others merge into abroad and diffuse
glow that we notice on clear nightsand call the Milky Way.

A hundred hillionis such abig number that it's hard to have ared fed for it, so let's put it thisway: there
are enough starsin our galaxy for every human on earth to own sixteen apiece. Not only that, our galaxy
isjust one of the hundred billion gaaxies that make up the known universe. If humans owned thewhole
cosmos, each of us could lay claim to more than atrillion stars. That's the astronomica equivaent of
everyone being owed the National Debt, with each star and its planets priced at about adollar.

Of course, theresabig "if" in there. We can only claim the universeif no others are out there to stake
counterclaims and assert property rights. Which leadsto the big question: Arethere other living beingsin
the universe, a least asintelligent aswe are; or are we the only smart, self-aware objectsin cregtion? As
thelate Walt Kelly remarked, long ago, either way it'samighty sobering thought.



Some peopleinss that intelligent diensin the universe have appeared right here on Planet Earth,
occasionadly taking selected individuas for aspace ride but otherwise keeping alow profile. | annot in
that group of believers. | can't see why anyone would bother to travel such gigantic distances and then
remainin hiding. Theideathat diens have actually crash-landed in remote parts of the country, and had
their presence covered up by the government, has even less apped. If anywhere, Washington, D.C., is
the place to look for aiens.

Let's take another approach. We have arough idea of the total number of starsin dl the galaxies. How
many of those stars have planets? Ten years ago we had no direct evidence of any, but today some new
planet around another star is discovered at least once amonth. Suppose, then, that only one star ina
thousand has a planet around it—avery low estimate. That gill gives usahundred million planetsas
candidates right herein our own galaxy. If just one percent of those can support life, amillion other
worlds haveliving things on them.

The next step isthe hardest one. If aworld haslife, what are the chances that one of those living
creatures will develop intelligence and technology, enough to build astarship, or at least to send out a
sgnd tous?

We don't know. Let me state that more strongly: we have not the dightest idea. But we can listen, and
we do, for evidence of aien existence. We listen not with sound waves, but with radio waves. For the
past forty years, asearch for extraterrestrid intelligence (SETI) program has been carried on in this
country and around the world. Using radio telescopes capable of picking up thetiniest trickle of energy,
we eavesdrop on the sky and hope to discover the organized series of pulsesthat would announce the
presence of other thinking beings.

So far we have found nothing. Thisis sometimes caled the Greet Silence, sometimes the Fermi Paradox
(Fermi asked the smple question, "Where are they?"). On the other hand, forty years of listening isno
timeat dl inauniverse a least ten billion years old, particularly sncethe SETI programisrun ona
shoestring. It has no government funding. It is paid for and operated by people who believe that a
positive result to the search would change the way we think about everything.

Speaking for mysdlf, | would just love to change the way we think. For instance, if we werewilling to
spend as much money listening to the stars aswe do on, say, land mines, we might detect and decipher
that worl d-altering message from the sky.

Arewedoneinthisgdaxy, asanintdligent lifeform? It is hard to imagine amore profound question. I'd
gladly give up any claim to thetrillion-plus stars that represent my share of the universe, to know the
answer.

AndwhileI'matit, I'll gladly give up my share of land mines.

Note: If you own apersona computer and amodem, you can become directly involved in analyzing
radio datathat may contain evidence of alien sgnals. Contact meif you would like to know how.
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